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The nation’s most pressing scientific challenges do not typically fit into neat categories. They are complex and
subtle, and a useful understanding of them must span multiple scientific disciplines. As the country’s largest multipro-
gram science and energy laboratory, ORNL is uniquely qualified to tackle many of these challenges, but to do so we
must be able to work together in ways that transcend traditional organizational boundaries.

This is why we have created institutes to address specific problems. Institutes attract collaborators from different
directorates and divisions, harnessing the talents and expertise of researchers looking at the same problem from
different points of view. They also couple us to partners in industry and academia and provide a focus for building
programs and leveraging investments from multiple sources.

Consider the following:

* Climate change is a grand challenge for Earth system modelers who must help us look into the future, but we also
need the expertise of scientists who can tell us what will happen to carbon currently locked into soil and vegeta-
tion, coordinate existing data sources so that they are universally accessible, and evaluate strategies for adapting
to changing conditions.

* Realizing the promise of exciting new materials envisioned by the federal government’s Materials Genome
Initiative will require coordinated efforts among experts in materials design and synthesis, imaging and neutron
scattering, theory, and data modeling and analytics, as well as new partnerships with industry to accelerate the
deployment of innovative materials.

* Alternative technologies for generating, storing and distributing energy will help us mitigate the risks inherent in
our reliance on the traditional power grid, but genuine progress in this area will also require a variety of special-
ists working together.

* The United States generates an enormous amount of health-related information each year, including imaging data,
genomics data, and clinical records. This information can be a data gold mine that helps improve our health and
lower the cost of health care, as long as we can learn to manage it responsibly and develop the new systems and
software needed to extract knowledge from this massive array of heterogeneous data.

* In the urban environments where most of us live, new sensor-based, data-driven tools can help individuals and
communities make the best choices for healthy and sustainable living, as well as supporting our response to
disasters or emerging threats.

Each of these areas lends itself to a broadly collaborative effort, and each is a natural target for ORNL's strengths
as a multidisciplinary laboratory. We have also found this collaborative approach to be profitable as we work with our
colleagues at the University of Tennessee. Over the years we have created several joint institutes to focus our collec-
tive attention on challenges in advanced materials, computational sciences, neutron sciences, biological sciences, and
nuclear physics and applications.

Finally, we are delighted to work with our UT colleagues to educate the next generation of energy researchers. The
Bredesen Center for Interdisciplinary Research and Graduate Education gives Ph.D. candidates a chance to participate
in ORNL's research programs and take advantage of our one-of-a-kind research facilities while they learn from scien-
tists and engineers at both institutions. We are confident that Bredesen Center alumni will play a substantial role in
addressing the next set of compelling problems that we will face in the future.

Fhomor N

Thomas Mason
Laboratory Director
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Capitalizing on a
new research model

n many ways ORNL is organized like any

other large research facility, with scien-

tists and engineers working together
according to specialty—physicists with

physicists, chemists with chemists, and so on.

What has always distinguished ORNL is
the breadth of its research, the diversity of
its workforce, and the power of its facilities.
The research here varies from the most basic
(e.g., the workings of subatomic particles or
the dynamics of the Big Bang) to the most
practical (e.g., advanced manufacturing
techniques and the strategies for coping
with a changing climate). The people here
come from literally all over the world. And
the facilities are highly advanced and often
unique, including the world's strongest
pulsed neutron source and the nation’s most
powerful supercomputer.

But some of our most pressing scientific
challenges don't lend themselves to a tradi-
tional, discipline-by-disci-
pline approach. Instead, they
call out for a collaboration
among diverse specialists
working toward a common
goal. In response, researchers
and managers at ORNL have
created several institutes—
focused, interdisciplinary
teams dedicated to a large
common problem.

Consider the chal-
lenges posed by our
warming climate. We know

that change is coming, but there are a lot
of details to be worked out, from how fast
it's coming, to how specific environments
will react, to how we can best mitigate and
prepare for the change. The challenges cut
across disciplines and skill sets.

Or look at the materials genome effort,
which promises to accelerate the process
that has brought us seemingly miraculous
materials, from life-saving Kevlar to high-
capacity computer storage. Scientists have
the ability now to understand materials atom
by atom, deduce why they behave as they
do, and create new materials that behave as
we want them to. But the effort must include
a range of imaging specialists, theorists, and
computer scientists.

“Institutes bring scientists and engineers
with different expertise and perspectives
together to tackle an important issue,”
explained Michelle Buchanan, associate

laboratory director for physical sciences.
"This ability to bring teams together to work
on large projects that are of high national
importance is a hallmark of national labs,
especially ORNL.”

"The idea is to bring people together
to share insights and thereby solve prob-
lems that are not necessarily solvable by a
disciplinary approach,” agreed Ramamoorthy
Ramesh, ORNL's deputy director for science
and technology.

Institutes at ORNL are a relatively recent
initiative, with the first being the five-
year-old Climate Change Science Institute.
But they are not ORNL's only examples of
collaboration among specialties. The lab
serves as headquarters to both the BioEnergy
Science Center—created in 2007 to improve
biofuels production—and the Consortium for
Advanced Simulation of Light Water Reac-
tors—which conducts advanced modeling

Some of our most pressing scientific
challenges don’t lend themselves to
a traditional, discipline-by-discipline
approach. Instead, they call out for a
collaboration among diverse specialists

working toward a common goal.
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Institutes help keep

research collaborative,
flexible, and focused

The idea is to bring people together
to share insights and thereby solve
problems that are not necessarily
solvable by a disciplinary approach.

Ramamoorthy Ramesh

ORNL deputy director for science and technology

and simulation for commercial nuclear reac-
tors. BESC comprises biologists, chemists,
physicists, mathematicians, and engineers,
while CASL brings together specialists in
nuclear science, computational science, and
engineering. Both pull together collaborators
from national laboratories, universities, and
private business.

ORNL is especially well positioned to
take advantage of this diverse and flexible
model because it houses researchers from
across the spectrum of science and engi-
neering, according to Martin Keller, associate
laboratory director for energy and environ-
mental sciences.

"This is the beauty of what we have,”
Keller explained. "When you look at a single-
purpose laboratory, it doesn't need to create
an institute for a specific problem because
that's the whole laboratory.

"But look at ORNL. We go all the way
from hard-core fundamental science in all
these different disciplines—from biology to
chemistry to physics to neutrons—all the

way to a 25-ton carbon fiber facility in the
Manufacturing Demonstration Facility. This is
3 tremendous benefit if we use the diversity
in our science to bring these different groups
together to work on a common problem.”

One common thread among the institutes
is the ability to collect and analyze more
data than ever before. It's no coincidence
that interdisciplinary institutes are finding
a home at the same institution that houses
the country’s leading supercomputing
organization. Not only is ORNL able now to
collect, collate, integrate, and analyze large
and disparate datasets, but it is also able
to perform digital experiments that guide
physical data collection.

“Compared to 30 years ago, we've got
nine orders of magnitude more capability
on the floor,” noted Jeff Nichols, associate
laboratory director for computing and
computational sciences. "Oh, and by the way,
the computational methods and theories
and algorithms have also adapted to these
hardware processes and have generated
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graduate student.”

By the way, 18 orders of magnitude is a
million trillion.

"What does that mean?” Nichols
continued. "It means we are no longer just
trying to get close to experiment. We're now
trying to design new materials and predict
the properties of these new materials with
some known confidence. With CASL, for
example, we want to build a virtual reactor
and tell you the answer you're looking for
without having to do experiments. Modeling
and simulation are leading the effort as
opposed to trying to explain what we're
seeing from experiment.”

The lab is also in a strong position
because it has a solid traditional organiza-
tion. The institutes provide an avenue for
collaboration among research directorates,
but the directorates themselves are home to
the researchers. In other words, the tradi-
tional organizations provide stability while
institutes provide flexibility, a means to
focus on research challenges and opportuni-
ties as they arise.

"l think it's critical that we not act as
though the institutes are there forever,”
Keller said. "They can be there 20 or 50
years, perhaps, but they don’t have to be. If
you institutionalize them then they lose a lot
of the flexibility and benefits from making
modifications.” @—Leo Williams
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Climate Change Science Institute
breaks research barriers to build

options for a changing world

concentrations were recorded at 400 parts

per million for the first time in history.
According to the 2014 National Climate
Assessment report, this is a 43 percent
increase since the 1800s and has resulted
in the Earth warming 1.5 degrees Fahren-
heit since then. That warming is evident
from melting sea ice and glaciers, plant and
animal migrations, ocean and atmospheric
temperature increases, and sea level rise.
The National Climate Assessment tells us
that over the next few decades, we will likely
experience a climate that is three to five
degrees Fahrenheit warmer than today.

"Atmospheric carbon dioxide concentra-
tion continues to grow, and there is concern
about what this will mean for weather
extremes like hurricanes, tornadoes, floods,
droughts, and their impact on energy and
water availability,” said Jack Fellows, director
. |'||'-I ' P R B i, -~ . of Oak Ridge National Laboratory’s Climate
| [ I S : - SR : Change Science Institute.

i I n May, atmospheric carbon dioxide

Since 2009, CCSI's 130 researchers in
high-performance computing, terrestrial
ecology and carbon cycling, data and infor-
matics, and climate adaptation have been
collocated in the same research space and
are working together to better understand
climate change and how to mitigate or adapt
to its effects.

"CCSI wants to provide actionable
climate science and tools that can help users
understand and build climate resilience
and economic strength for their communi-
ties,” Fellows said.

Richard Norby, right, leads environmental
journalists on a tour of a prototype site at Oak Ridge
National Laboratory for the Spruce and Peatland
Responses Under Climatic and Environmental
Change experiment, which is currently being

carried out in northern Minnesota. Image credit:
Genevieve Martin



Measurements are compiled for the PACIFICA
database, which collects data from more than 306
scientific cruises on research vessels. Sampling
equipment lowered into the ocean includes detectors
that measure conductivity, sea-water temperature,
and depth. Samples are also brought back to the
surface for measuring pH, salinity, oxygen, and more.
Image credit: Alex Kozyr

Four parts, one machine

CCSl works on actionable climate
science through four groups—Earth System
Modeling; Data Integration, Dissemination,
and Informatics; Terrestrial Ecosystem and
Carbon Cycle Science; and Impacts, Adapta-
tion, and Vulnerability Science.

The Earth System Modeling group is
using ORNL's high-performance computing
resources, including the world’s second-
most powerful supercomputer, Titan, to
advance global Earth modeling techniques
and run these models at resolutions that
are in demand by decision makers. Earth
science datasets that inform complex climate
models are the domain of the Data Integra-
tion, Dissemination, and Informatics group,
which hosts a number of projects that merge
data from separate archives into single
portals for model developers, scientists,
and stakeholders.

Experts estimate 50 percent of the
world’s carbon is stored in soil and vegeta-
tion, and warming threatens to release this
carbon, impacting both human activities
and natural ecosystems. The Terrestrial
Ecosystem and Carbon Cycle Science group
studies carbon cycle processes and feed-
backs to understand how these huge stores
of carbon contribute to the climate system.
The Impacts, Adaptation, and Vulnerability
Science group develops analysis tools and
methods for predicting the consequences
of climate change to society and assessing
adaptation strategies that span local
to global scales.

Gary Jacobs, former director of the ORNL
Environmental Sciences Division and CCSI
business and operations manager until he
retired in 2012, was one of a handful of lab
leaders who conceived of CCSL.

"We thought if we could find a construct
that would allow information gathering,
sharing, and collaboration, the lab would
be successful in the field of climate change
science in multiple ways: increased funding,
publications, and communication across
disparate groups,” Jacobs said.

Jacobs and James Hack, director of
ORNL's National Center for Computational
Sciences and co-director of CCSI until
Fellows came on in 2013, created the themes
by identifying the lab’s strengths in climate
change science.

"The themes helped frame how we talked
about the institute and addressed ORNL's
approach to climate change science,” said
Benjamin Preston, CCSI deputy director.

The MODEX approach

Hack, a computational climate scientist,
and Jacobs, a geochemist, helped develop
the CCSI "MODEX" approach, which links
models, observations, data, and experiments
to solve expansive problems. Understanding
climate change means tackling a slew of
large-scale problems: ecosystems like the
tropics can span continents; the atmosphere
is @ complex matrix of gases and solid
particulates; and the oceans are vast and
have tremendous impact on coasts, sea ice,

and the atmosphere. It simply isn't feasible to
study climate change with just sensors and
measurements or to model climate systems
without experimental or observational data.

Laboratory Director Thom Mason
addressed this emphasis on interdisciplinary
research in his 2009 CCSI organizational
announcement: “Through the fusion of
modeling, data, and observations, the Insti-
tute will explore complex questions such
as the analysis of vulnerability and adapt-
ability to climate change impacts and the
effectiveness of options to mitigate future
climate change.”

For CCSI this integrated approach
required a bolder move than one might
imagine—putting modelers and experimen-
talists in the same office space.

Earlier this year the institute moved from
rented office space to its permanent location
on the main campus, where the four groups
share an open office environment with
multiple conference rooms and seating areas
to accommodate collaboration.

"After moving into the same space,
we began to learn each other’s language,”
Jacobs said. "l think you'd find that has really
accelerated research.”

Exchanging dirt for data

Five years in, CCSl is leading and
supporting major projects that are success-
fully bridging the communication gap
between fieldwork and modeling.

www.orml.gov/omireview
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"l think it's clear we're seeing the
powerful immediacy in interdisciplinary
research. The integration of CCSI's large-
scale environmental experiments and
advanced climate modeling is not only
helping us understand how climate change
will affect us directly but also is equipping
with us with the means to prepare for these
complex changes,” said Martin Keller, asso-
ciate lab director for energy and environ-
mental sciences.

These projects, which range from
developing next-generation climate models
to setting up research stations in some
of Earth’s most sensitive ecosystems, are
guided by the President’s Climate Action
Plan and the Department of Energy’s
strategic objectives. Both aim to protect
the US economy and its natural resources
through such measures as conserving
water, managing drought and wildfires, and
preparing for floods.

"CCSl has more than 50 national to local
priorities that help guide our activities,”
Fellows said. "When we look at projects, we

look for those that encompass all four topics
of modeling, data, ecosystems, and impacts.”

CCSI projects are funded primarily by
the DOE Office of Science’s Biological and
Environmental Research program and by

external organizations including the National

Aeronautics and Space Administration, the
United States Geological Survey, and the
Environmental Protection Agency.

SPRUCE (for the Spruce and Peatland
Responses Under Climatic and Environ-
mental Change) project is an ORNL-led,
decade-long experiment in the peatlands
of northern Minnesota where vast accumu-
lations of carbon are stored in undecom-
posed plant material. Experimentalists will
impose increased temperature and carbon
dioxide concentrations on designated
forest plots and, by closely working with
computer modelers, observe and quantify
future conditions.

Colleen Iversen takes a soil core sample from
an Alaska field plot for Next-Generation
Ecosystem Experiments—Arctic.

6 Ok RipnGe NATIONAL LABORATORY REVIEW

Further north in Alaska, the Next-
Generation Ecosystem Experiments (NGEE-
Arctic) project, also led by ORNL, has
established research sites where scientists
are studying the relationships among
permafrost dynamics, hydrology, vegetation,
microbial activity, and carbon uptake and
release. The Arctic permafrost also contains
enormous amounts of stored carbon that
may be released in a warming climate as
carbon dioxide or methane, both potent
greenhouse gases.

Going tropical

More recently, the NGEE model has been
extended to the tropics. CCSI is collaborating
with Lawrence Berkeley National Labora-

tory in a pancontinental study of tropical
forests. Still in development, NGEE-Tropics
is designed to study the carbon cycle in
forests in Central America, South America,
Africa, and Asia.

"The tropics are a tough place to work
so not a great deal of experimental work has
been done there, yet Earth system models
are very sensitive to how the tropics are
represented. So we need good measure-
ments,” said Richard Norby, corporate fellow
in ORNL's Ecosystems Observations and
Experiments group.

CCSl scientists will venture into the
uncomfortable tropical heat and humidity to
directly measure root growth, nutrient inter-
actions, and other below-ground activities
that impact the carbon cycle.




All three ecosystem projects rely on
the MODEX method, directly linking field
experimentation with computer models
and data analysis.

Meanwhile, CCSI climate modelers are
working with several national laboratories
to build the next-generation Earth system
model. The Accelerated Climate Model for
Energy project is tasked with providing a
modeling tool to address science ques-
tions that focus on the hydrological cycle,
biogeochemical cycles, and cryosphere
(surface ice and snow). While global models
have been used primarily for predicting
average changes, new models must be able
to resolve regional details and extreme
weather statistics to inform small-scale
decision-making.

Managing the data collected from
modeling and experimental work would not
be possible without the tools and expertise
of CCSI's Data Integration, Dissemination,
and Informatics group, including the Carbon
Dioxide Information Analysis Center, the
Atmospheric Radiative Measurements Data
Archive program, and NASA's Distributed
Active Archive Center. These archives, which
are made available to the public, include
hundreds of terabytes of cloud properties,
aerosols, and precipitation data from around
the world; fossil fuel emissions estimates
dating back to the eighteenth century;
and a broad range of ecosystem products
that examine soil, vegetative, hydrologic,
and weather parameters and changes. The
powerful data management tools produced
by these centers and programs are being
incorporated into all major CCSI projects
so data is properly formatted, archived,
and disseminated.

Smart tools for big decisions

Informing decision makers is an ultimate
goal of conducting research and developing
better models. Understanding climate
change is especially valuable if people can
adapt to negative impacts or take advantage
of new opportunities.

Researchers predict increased storm
surges, hurricanes, and sea level rise will
affect coastal areas in the Southeast; drought
will affect water availability in the Great
Plains; wildfires will threaten forest health in
the Southwest; and warming temperatures
across the country will impact farms and fish-
eries, energy prices, and human health.

Impact, Adaptation, and Vulnerability
Science researchers quantify the potential
risks of climate change on regional and local
scales. In Global Environmental Change,
Preston predicts US economic losses from
extreme weather could double by 2050,
requiring fast solutions. To prevent monetary
and physical damages, CCSI researchers
across themes are looking to the future
of scientist-stakeholder collaboration on
local to national scales. For example, CCSI's
Esther Parish and co-investigators teamed
up with Olufemi Omitaomu of ORNL's Urban
Dynamics Institute to develop the Urban
Climate Adaptation Tool (Urban-CAT) for the
City of Knoxville with expectations that the
tool will be applicable in other mid-sized
cities. Urban-CAT will help the City of Knox-
ville determine how to use green infrastruc-
ture, such as permeable pavement and green
roofs, to naturally collect runoff water to
reduce flooding and lessen impacts on water
treatment facilities.

features

Snapshot of water vapor generated as part
of a multi-laboratory, next-generation
climate modeling project known as ACME,

or Accelerated Climate Model for Energy.
Climate Change Science Institute researchers
Katherine Evans, Patrick Worley, and Forrest
Hoffman are helping to lead ORNL efforts in
this project. Image credit: Jamison Daniel

"CCSI has massive amounts of projected
climate data, so we want to bridge the gap
between local decision makers and scien-
tists,” said Omitaomu. "By working with
Knoxville, we will learn how they use infor-
mation and what their resources are, so we
can develop our models and the Urban-CAT
tool accordingly.”

The future of CCSl is one desk over

Now that the institute is out of its infancy,
Fellows recruited input for a 2014-2020
strategic plan, and many of those recruits
were early-career scientists.

Colleen lversen, who studies root
interactions in soil and joined CCSl as a
staff scientist in 2010, said the institute has
many senior staff and early-career scientists,
which encourages informal mentorships and
fosters collaboration.

“Early-career scientists are enthu-
siastic about collaboration and using
new technology to solve problems, and
that's the foundation of CCSI as an insti-
tute,” Iversen said.

Other measurements of CCSI's success
are evident as its researchers produced 139
publications and shared the immediacy of
climate change science at nearly 300 presen-
tations and seminars in 2013.

"The earth’s climate stabilized enough
to sustain life roughly 10,000 years ago. It is
our responsibility to ensure that stability for
future generations. | see that commitment
in each and every CCSI staff member, and | o
believe everyone in CCSl is proud to be part
of this effort,” Fellows said. @

—Katie Elyce Jones
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Atomic-level view of an ultrathin
nanowire seen through a scanning
transmission electron microscope.
Image credit: Wu Zhou and Junhao Lin
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ORNL is uniquely qualified to uncover the mysteries

of matter at the level of atoms and molecules.

he lab has the talent and technology

to map individual atoms, observe

materials under a wide range of
conditions, make sense of the data produced
by these examinations, and deduce both
what makes the material behave as it does
and how we can make it behave as we want.

This wide range of skills is the driving
force behind the Institute for Functional
Imaging of Materials, created this summer
to coordinate ORNL's strengths in imaging,
theory, and data analysis.

"The institute is formed to respond to
the new opportunities that are now being
opened in imaging, but also in materials and
Big Data,” said its director, Sergei V. Kalinin
of ORNL's Center for Nanophase Materials
Science. "ORNL has a tremendous strength in
all these areas.”

ORNL has the tools

Consider just a few examples.

CNMS houses 16 scanning probe micro-
scopes ranging in size from desktop appli-
ances to hulks that cannot fit into a room
unless a hole has been dug in the floor.

The tip of a probe can get as narrow as a
single silicon atom, making it roughly 3,000
times sharper than a razor blade. By touching
a sample one atom at a time, the instrument
not only maps the surface but also tells how
far apart the atoms are and how they are
arranged. The microscope can analyze elec-

tronic behavior by running voltage through
the tip. And with the larger instruments, the
microscope can take samples down to a third
of a degree above absolute zero (far colder
than deep space), allowing for analysis of
material properties—such as superconduc-
tivity—under extreme conditions. Many

of these instruments are equipped with
advanced controls that allow them to explore
single-atom electrochemistry, polarization
switching, and electrochemical reactions

at the level of a single defect—such as a
dislocation or grain boundary—as a function
of bias, temperature, and time.

These microscopes produce a
mountain of data.

ORNL has other types of high-tech
microscopes as well. The lab’s Advanced
Microscopy Laboratory hosts several scan-
ning transmission electron microscopes,
each of which occupies a well-shielded
room, with control equipment set up in an
adjoining room. The microscopes focus an
electron beam to half an angstrom (roughly
half the width of an atom), shining it through
samples that are only tens to hundreds of
angstroms thick. Detectors on the other side
register electrons from the beam as they
bounce off the electrons and nuclei of atoms
within the sample.

When all is said and done, the micro-
scopes get not only an atom-by-atom view of
the material, but also information on aspects
such as bonding of the atoms, electron



orbitals, and magnetic spin contained in the
intricate details of energy loss spectra. They
are used to explore a wide variety of mate-
rials, including catalysts, batteries, thermo-
electrics, and superconductors.

The electron microscopes also produce a
mountain of data.

These are just isolated examples. Across
the lab are dozens of state-of-the-art micro-
scopes customized to provide valuable,
unique insights into promising materials.
These materials may advance DOE's goals
in energy production or energy storage,
or they may meet a wide range of other
pressing needs.

But ORNL's imaging talents don't end
there. The lab’s most ambitious imaging
effort is the Spallation Neutron Source, a
unique facility that produces the world’s
most intense neutron beams.

Very fast and very quick

SNS does its job by hurling protons
at 90 percent of the speed of light into a
mercury target, which spits protons into a
ring that releases them in bursts of less than
a millionth of a second.

The neutrons are routed into 17 beam
lines, each containing a unique instrument.
These instruments allow scientists to explore
questions as fundamental as how light
elements were produced in the Big Bang and
why the universe has more matter than anti-
matter, as practical as the effects of solvents
on nanoscale structures and the workings of
materials used in catalytic converters, and
3s promising as the structure of materials for
storing hydrogen and the workings of high-
temperature superconductors.

The principles of physics, as far as | can see, do
not speak against the possibility of maneuvering
things atom by atom.—Richard Feynman, 1959

features
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Institute Director Sergei Kalinin examines a sample with a
scanning probe microscope at ORNL's Center for Nanophase
Materials Science. Image credit: Jason Richards

SNS lets researchers study iron under
conditions the same as those found at the
Earth’s core and ice under conditions similar
to those found in comets and far-off moons.
It lets them study processes under timescales
as fleeting as trillionths of a second.

Saying that SNS produces a mountain of
data would be an understatement.

Fortunately, ORNL is also uniquely quali-
fied to handle mountains of data. Located at
the Oak Ridge Leadership Computing Facility
on the ORNL campus, Titan is the world's
second most powerful supercomputer,
capable of up to 27 thousand trillion calcula-
tions each second.

ORNL has long valued high-performance
computing and has stayed at or near the top
of the field even as the field rapidly changes.
While the world’s top supercomputer today
is nearly 500 times faster than the top

Vol. 47, No. 2, 2014
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ORNL researcher Matt Chisholm

works with scanning transmission
electron microscopes located at ORNL's
Advanced Microscopy Laboratory.
Image credit: Genevieve Martin
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system a decade ago, ORNL has remained at
the forefront, with a top 10 system included
in all but two of the 20 "Top 500" lists
published during that time.

Researchers have been using Titan and its
predecessors for years for materials research
on topics ranging from high-temperature
superconductors to organic photovoltaics to
thin films to exotic magnetic properties.

Bringing strengths together

ORNL has all of these skills, but they are
spread among different organizations and
directorates—Physical Sciences, Neutron
Sciences, and Computing and Computational
Sciences. While scientists need close collab-
oration within their individual disciplines,
researchers with different specialties face




the danger that they might work on different
aspects of the same problem and not know it.
"| see people doing research over here
in electron microscopy, here in scanning
probes, over here in mass spectrometry, over
here in neutrons, and over here in something
else,” said Michelle Buchanan, associate
laboratory director for physical sciences,
“and they're just working by themselves, as
scientists do, diving down deep and doing
their science.”

controls its properties,” said Bobby Sumpter,
also a researcher at CNMS.

"For example, using theory and large-
scale simulations, we can easily monitor
individual atoms and follow their dynamics,”
Sumpter said. "This can be used to make
direct correlations to highly resolved
experiments. This integration and feedback
provides a validation of the model/simula-
tion that can then subsequently enable not
only a detailed understanding of the material

The outstanding experimental capabilities and
advances, when tied to theory and simulations,
can enable intimate understanding of how a
material works and what controls its properties.

—Bobby Sumpter, ORNL researcher

"Many of these developments resulted
from long-term—in many cases, decades—
investment in instrumentation and people,”
Kalinin said. "However, the last decade
has seen a revolution in the capability to
analyze and process large volumes of data, as
exemplified by Google, Facebook, and myriad
other web applications. Now is the time to
learn how to utilize it in physics.”

Nanoscale imaging comes of age

Recent advances in imaging have made
an effort like the Institute for Functional
Imaging of Materials both more promising
and more necessary. It is just in the last
decade that microscopes have become so
powerful that they not only can identify indi-
vidual atoms but also can accurately measure
the distance between them. By knowing
these distances and angles, researchers can
gain insight into the electronic, magnetic,
and chemical functionalities of materials
and predict how they will behave under
various conditions.

"The outstanding experimental capabili-
ties and advances, when tied to theory and
simulations, can enable intimate under-
standing of how a material works and what

and underlying processes but also the poten-
tial to rapidly probe other scenarios such as
introducing defects, dopants, etc. This brings
things from observations toward materials
discovery and design.”

Indeed, if we glance back a half century,
to 1959, we get a better idea of how exciting
recent progress is. In that year, Nobel Prize
winner Richard Feynman foreshadowed the
rise of nanosciences with a talk delivered
to an American Physical Society meeting at
Caltech. The talk was titled "There’s Plenty of
Room at the Bottom.”

"The principles of physics, as far as | can
see, do not spealk against the possibility of
maneuvering things atom by atom,” Feynman
said. "It is not an attempt to violate any laws;
itis something, in principle, that can be done;
but in practice, it has not been done because
we are too big.”

As Sumpter points out, Feynman's vision
is not just theoretically possible; many of the
things he discussed are taking place.

“Now we're in the sweet spot that we
dreamed of within nanosciences,” Sumpter
said. "What would happen if we could
actually do that? Well, we can do that to a
large extent now.”
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The value of real-time analysis

Much of the progress anticipated by the
institute will rely on the number-crunching
powers of Titan and its successors, as well as
the ability of researchers to make the best
use of this computing power.

"These are multidimensional datasets,”
noted Hans Christen, CNMS director. "They
contain complex information for each point,
at each temperature, as a function of time.
They very quickly become too complex for
the eye to visualize and, in many cases, for
the brain to process. And so we now need
to use computational approaches to get
the most out of imaging data and use these
approaches to tell us how and where we
need to measure and image. Those are the
things that we are really after.”

As it moves forward, the institute will also
push the limits of real-time data analysis,
feeding measurements as they are taken
to Titan or another supercomputer, getting
results back almost immediately, and guiding
the experiment as it proceeds.

In other words, rather than doing an
experiment, doing the computational
analysis, and using those results to guide
the next experiment or computer simulation,
researchers will be able to analyze the data
while they're still doing the experiment and
make appropriate modifications suggested
by that analysis.

"So you can start pushing the advances in
materials understanding and discovery much
more quickly,” Sumpter said. "The concept
is to reduce the time scale from ideas to
discoveries.” @—Leo Williams
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ORNL institute will transform
Big Data into sustainable
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solutions for urban living

Across the United States, abandoned strip malls
and half-empty high-rises coexist with the noise
of new construction to tell a story about the
dynamics of cities and towns.

ur environment changes with

our needs—neighborhoods go

in and out of style; new free-
ways are built, followed by power lines
and sewer systems; the latest technolo-
gies shutter outdated businesses; and the
shifting demographics of a city’'s popula-
tion can mean the difference between
building a new clinic or a new school.

But one thing doesn’t change: "Once
the concrete or asphalt is laid, that land has
been irreversibly used, and now we have to
work around that,” said Budhendra Bhaduri,
founding director of the Urban Dynamics
Institute at ORNL.

Understanding the complex relationship
among changes in our environment, popula-
tion growth, and population movement is
critical for designing urban infrastructures for
3 sustainable future. Through data collection
and analysis as well as advanced computer
modeling and simulation, ORNL's new Urban
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Dynamics Institute will study the interac-
tion between humans and their energy

and urban infrastructures, with the goal of
providing analysis and planning tools that
can help citizens understand the complexi-
ties of urban lifestyles and help cities make
the best development and policy choices for
sustainable living.

Nearly 80 percent of the US population
lives in urban areas. In this context “"urban”
doesn't necessarily mean huge metropolitan
areas like New York City or Atlanta.

"Defining urban areas has tradition-
ally been perceived as population density,”
Bhaduri said. "But we look at it based on
access to infrastructure and services like
electricity, water, and societal services, so in
this way, suburban areas are just as impor-
tant as dense cities.”

As population growth continues to crowd
large cities and further suburban sprawl,
the institute wants to ensure that decision
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makers are maximizing the use of energy,
natural resources, and space in the built envi-
ronment. These include local governments,
businesses, and residents, along with large
industries and developers. This investment

in conscientious planning can be particularly
important in smaller cities.

"If we just look at big cities, we will miss
out on the real problem. Income, home size,
and how much you travel determine your
environmental footprint, so, in the United
States, suburban areas tend to contribute
a larger environmental footprint. However,
small cities and suburbs don’t have the
resources big cities have to study how they
use their infrastructure,” Bhaduri said.

"Landscape and infrastructure deci-
sions made by emerging cities of population
100,000-250,000—and there are many more
of those than the megacities—are extremely
important and will profoundly impact the
future of our planet. We want to ensure they
have access to the data, analytical tools, and
expertise so they can make the optimal deci-
sion for sustainability.”

DOE laboratories already employ world-
class scientists and engineers to invent clean,
energy-saving materials and technologies,
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but informing decision makers how to best
deploy these products can accelerate solu-
tions for large-scale problems such as green-
house gas emissions and water scarcity.

"As a national laboratory, we have an
opportunity to not only solve problems
that big, urban areas have but to go out and
provide small areas with the information to
make insightful decisions,” Bhaduri said.

The institute provides such information
and analysis through Big Data and advanced
computing capabilities; leadership in the
management of unique datasets; and the
development of cyber tools and transporta-
tion and energy technologies.

"With the arrival of Big Data, we have
increasing access to information compiled
by local, state, and federal governments. We
also have unprecedented levels of observa-
tions and measurement of our planet. From
satellites to the sensors in our smartphones,
we can generate detailed depictions of the
built environment—the movement of trains
and cars or the flow of electricity and water,”
Bhaduri said. "But with data generated by
the crowd, a phenomenon buoyed by social
media, we can capture the behaviors and
preferences of individuals living in a society

as well. That is what makes urban dynamics
an exciting, emerging field.”

Under the institute’s Lab-directed
Research and Development initiative,
Science and Informatics for Energy and
Urban Infrastructures, the institute will
focus on four key areas: population and land
use, sustainable transportation, energy and
water use, and urban resiliency (or urban
disaster management).

Big Data at the core

More than 100 scientists and engi-
neers in the institute will be drawn from
several ORNL research areas, including the
Computing and Computational Sciences
and the Energy and Environmental
Sciences directorates.

"At our core is a focus on Big Data,
computing, and cyber communication and
security. We will bridge these strengths with
groups across the lab to conduct interdisci-
plinary research,” Bhaduri said.

The Urban Dynamics Institute will
collaborate with ORNL research teams that
are reducing the energy consumption of
buildings, improving manufacturing methods

for new materials and clean technologies,
upgrading the US electric grid and integrating
renewable power sources, engineering
environmentally friendly vehicle fuels

and engines, and identifying key climate
change vulnerabilities on the local and
regional scale.

Outside the lab, the institute will
collaborate with leading research organiza-
tions across the world, foundations, city
governments, and federal partners including
the Department of Energy, Department of
Transportation, Environmental Protection
Agency, and US Census Bureau to access
and appropriate large datasets for urban
analysis and planning.

"At the end of the day, individual deci-
sions lead to society's choice for sustainable
living,” Bhaduri said. "We have to think about
the way we want to shape a society with
accelerating population growth. We have to
balance energy, environment, and mobility
to keep our urban populations healthy and
productive.” @—Katie Elyce Jones
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Understanding

BIG DATA

New partnerships support

health care innovation

ig Data,” the burgeoning collection

of facts and figures created by our

information-driven society, pres-
ents big challenges for scientists trying to
wring insights out of the digital detritus of
our daily lives. In areas as diverse as busi-
ness, crime, and health care, researchers
are developing new ways to collect, store,
and analyze this information whose quan-
tity, quality, and complexity overwhelm
traditional number-crunching methods.

Some of the most useful tools and tech-
niques for handling data of this magnitude
were developed by ORNL scientists working
with the federal government. The intent of
this three-year partnership was to explore
how data analysis could be used to optimize
health care business practices.

This effort, along with several smaller,
data-driven collaborations between ORNL
and a number of biomedical centers, was so
successful that it played a key role in estab-
lishing the laboratory’s year-old Health Data
Sciences Institute.

"The institute is working with the broader
health care community to apply high-perfor-
mance computing, in the form of advanced
data analytics and systems science, to
advance biomedical discoveries and health
care delivery,” said HDSI Director Gina
Tourassi. “The explosive growth of digital
technology in health care that began with
imaging data and electronic medical records
now includes telemedicine and data from
implantable or wearable medical devices like
heart pacemakers and insulin pumps.

"Health care delivery is undergoing
major changes as technological changes are
put into practice, and even more changes
are in the pipeline. The massive computing
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power available at
ORNL to analyze the
vast volumes of data these
technologies generate will
revolutionize the practice of health care
as we know it. "

Data-driven

The annual volume of health care data
in the US is already at the exabyte level
(1,018 bytes)—that's several hundred
times the information stored in the
Library of Congress—and it accumulates
faster every day.

"Storing and using this data in a
meaningful way is a huge computational
challenge,” Tourassi said. "Data manage-
ment on this scale is, in and of itself, a
problem. Making the data accessible in
a timely fashion through analytics and
systems science makes the challenge that
much more complex.

"The data is also highly heterogeneous,”
Tourassi explains. "There are many different
kinds of health care data, and finding ways
to make them work together is a daunting
task. For years, the biomedical community
has been working in silos—in isolated
disciplines. As a result, people working in
genomics know how to analyze genomics
data, and people in medical imaging know
how to analyze imaging data and so on.

However, we need to

be able to integrate the

various types of data—for
example, genomics data with
imaging data with clinical reports
data and even with non-traditional
data such as environmental expo-
sure, climate, or socioeconomic data.
When we do this, we might see new
associations and then be able to
leverage them to create better
predictive models.

"Prediction in terms of clinical
outcomes and patient management
protocols—being able to gauge
the effectiveness of a particular
medical procedure, drug, or health
policy—can be improved dramati-
cally when combining diverse
data sources,” Tourassi said.

<+




"However, integrating
such data is a work in
progress. It is a very complex
problem. This is where high-
performance computing and a deep
understanding of scalable data analytics
are critical. That's what our institute
brings to the table.”

Strategic partnerships

To help promote data-driven
advances in health care, HDSI
has been pursuing collaborations
with key health care stakeholders.

For example, HDSI recently
established a memorandum of

understanding with the
Health Data Consortium, a
collaboration among govern-
ment, non-profit, and private sector
organizations.
"The biomedical community is notori-
ously secretive,” Tourassi said. "The Health
Data Consortium was established to foster
the availability and innovative use of open
health data. A fundamental need of the
community is a national data enclave where
interested partners can contribute data
to enable health and health care-related
research and development.”

Tourassi notes that the success of
building such an enclave depends on tech-
nical capabilities as well as being viewed as a
credible and trustworthy entity.

“The community needs an honest
broker, a neutral entity that doesn’t have a
stake in the game for profit or other busi-
ness purposes,” Tourassi said. "A national
laboratory, such as ORNL, with internation-
ally recognized data and computing infra-
structure and expertise is ideally suited to
play that role.”

A health data enclave would be particu-
larly useful for researchers interested
in knowledge discovery—the process of
searching datasets for patterns of informa-
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tion—as well as for researchers doing more
traditional health care research and develop-
ment. A central data repository would also
give researchers a place to test how well
their algorithms work against real-world data
that they don't have the ability to manipu-
late, as well as to compare them with other
algorithms. The key benefit is encouraging
innovation while preserving a high level of
transparency and scientific rigor.

Another key collaboration is the part-
nership with the Summit Accountable Care
Organization (ACO), the largest ACO in East
Tennessee. ACOs are voluntary alliances of
health care organization that work together
to improve care for Medicare patients.
Summit ACO and ORNL have partnered for
exploratory Big Data analytics and systems
science engagement. Working with data
provided by Summit, ORNL will apply
advanced data analytics and predictive
modeling tools to help Summit improve both
its business practices and patient care.

Catalyst for transformation

The biggest obstacle for national labs
in the field of health care research is the
lack of national presence and credibility
in the health care domain. Health care is
not something that's usually associated
with the US Department of Energy national
laboratories. However, six federal agencies,
including DOE, are now involved in an effort
to determine how to make the best use of Big
Data. At the same time, ORNL is also engaged
with Big Data analytics from a number of
other domains, like earth sciences, material
sciences, and neutron sciences.

"Because health and health care trans-
formation in the 21st century is data-driven,
these two paths have converged,” Tourassi
said. "The timing is perfect for ORNL to get
involved and be a catalyst for this trans-
formation. We can provide our data exper-
tise and forward thinking, along with the
computing infrastructure DOE has invested in
over the past several years, to help accel-
erate knowledge discovery and translation
of data-driven solutions into practice. HDSI's
vision is to enable our partners from federal
and state agencies, industry, and academia to
use big health data to produce better health
outcomes at lower cost.” @—Jim Pearce
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Going off grid

Integrated energy systems research rethinks
reliance on traditional electric grid

The electric power grid—the network
of transmission lines and substations that
delivers electricity to homes and busi-
nesses—is vulnerable to extreme natural
events such as heat waves and storms and
even to human threats. It's also under contin-
uous pressure to provide reliable service in
the most cost-effective manner.

"We're getting more and more depen-
dent on the grid,” said ORNL senior research
engineer Roderick Jackson. "A large number
of people don't have a landline anymore.
When your power goes out, you're totally
without communications once your cell
phone battery dies. As we get more into the
technology age, we're more dependent on
electricity being there and being reliable.”

To ensure access to reliable electric
power despite extreme weather or attempted
cyberattacks, ORNL researchers are exam-
ining alternatives to the traditional central-
ized grid. One potential solution is distrib-
uted energy generation, which relies on more
localized and smaller-scale production from
sources such as solar arrays.

"Distributed energy helps with resil-
iency,” said Tom King, director of ORNL's
Sustainable Electricity Program. "We are

seeing more 100-year storms than ever, and
this puts a tremendous burden on the energy
infrastructure of distribution lines and trans-
mission towers. During some of these storms,
people have been without power for weeks.
Resiliency is needed to ensure continued
power to the country.”

The dropping cost of photovoltaic tech-
nologies, combined with renewable energy
mandates and other economic incentives,
has added to growing interest in distributed
energy. But despite ongoing technological
improvements, solar can rarely go it alone—
when the sun isn't shining, another source of
power must meet a building’s energy needs.

And that's exactly where ORNL
researchers are hoping to fill the gaps.

Holistic approach

Jackson, King, and a multidisciplinary
team across ORNL are establishing a proof-
of-concept building system to demonstrate
how new technologies can supplement
and support solar generation. The project’s
larger goal is to establish the foundation
for an ORNL institute focused on integrated
energy systems.



"The whole idea of an institute is doing
something big,” King said. "One division,
one group can't do this alone, especially
when you start to look at what the needs
are—materials, buildings, vehicles, advanced
manufacturing, power systems, and micro-
grid expertise. If you have silos, it's not
going to work.”

The team plans to start with a labo-
ratory-directed research and develop-
ment project that looks at the intersecting
aspects of energy generation, storage, and
building demand.

ORNL's flexible research platforms, part
of DOE's Building Technologies Research
Integration Center, will serve as home for
the team'’s research project over the next
two years. The lab’s 50-kilowatt solar array
and Distributed Energy Communications and
Controls facility will help the research team
create a holistic test bed.

"We have unique technologies and
control approaches, so we can isolate and
separate from our distribution systems and
be our own microgrid,” King said.

To tackle the issue of irregular solar
power generation, the ORNL research team
is looking at a diverse and complemen-
tary set of energy generation and storage
approaches. One technology under devel-
opment is called Ground-Level Integrated
Diverse Energy Storage (GLIDES), which
stores energy by compressing gas in high-
pressure tanks. The team'’s initial analysis
indicates that the GLIDES approach could
outperform lead-acid batteries in terms of
round-trip efficiency and storage costs.

A second tactic is a heat engine gener-
ator, commonly known as a Stirling engine,
which could bridge the energy needs of
transportation and buildings. Unlike internal
combustion engines, heat engine genera-
tors can run on a wide variety of fuels or

external heat sources but are comparatively |

inefficient. The researchers plan to apply

ORNL expertise in vehicle technologies and .

advanced manufacturing processes toward
understanding and improving an existing
Stirling engine. Recovering waste heat from
the generator for use in the GLIDES storage
technology, for instance, could raise the
engine'’s efficiency.

“Instead of using a battery, the Stirling
engine runs on whatever fuel you want it to
run on. It could be stationary or mobile as

part of a vehicle. You could potentially hook &=

this engine up to help balance the solar vari-
ability,” King said.

Looking farther ahead, the team is also
exploring basic research in ultracapacitors
by drawing on ORNL strengths in materials
science. The current generation of capacitor
devices boasts a high power density but
low energy density, which limits their use in
energy storage applications. By fabricating
atom-thin layers of graphene and boron
nitride, the researchers will investigate ways
to increase the performance of next-genera-
tion electrostatic capacitors.

To tie together the pilot project’s
different approaches to energy generation
and storage, the ORNL team is developing
building management system software to
control the individual building environment
and integrate distributed energy sources into
the existing grid.

“From the grid perspective, being able
to manage buildings where we can more
optimally run the system is an advantage,”
Jackson said. "This system we're devel-
oping can really help balance things from
the generation standpoint, as well as from
the utility side. It helps the grid operate
more efficiently.”

Finding balance

At first glance the idea of a solar panel
on every rooftop and generator in every
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basement might seem farfetched, but ORNL
researchers point to lessons from the intro-
duction of the automobile.

"With cars, transportation became much
more distributed, more flexible,” King said.
"We still have the main arteries for rail and
freight, but the distributed nature of vehicles
allowed for more flexibility. The same could
be said for energy; we're still likely to have
major arteries of bulk power transmis-
sion, but we're going to see more distrib-
uted approaches.”

In addition to growing interest in distrib-
uted approaches in the United States and
other industrialized countries, the team's
research could be particularly applicable in
areas