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Global Climate Change:
Why ORNL 2

ubtle signs of global warming have been detected in studies of the climate record of the

past century after figuring in the cooling effects of sulfur emissions from volcanoes and

human sources. According to the December 1995 report of the Intergovernmental Panel on
Climate Change (IPCC), the earth’s surface temperature has increased by about 0.2°C per decade since
1975. The panel projects about a 2° increase in global temperature by 2100. The IPCC report states
that pollutants—greenhouse gases such as carbon dioxide and fluorocarbons that warm the globe and
sulfur emissions that cool it—are responsible for recent patterns of climate change. “The balance of
evidence,” states the report, “suggests that there is a discernible human influence on global climate.” This
human influence stems largely from fossil fuel combustion, cement production, and the burning of forests,
and it could intensify as populations grow and developing countries increase energy production and
industrial development. Two facts have caught the attention of the news media and public. First, 1995

was declared the hottest year in the 140-year-long record of reliable global measurements. Second, recent
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years have been marked by an unusually high
number of extreme weather events, such as
hurricanes, blizzards, and floods. In the 1990s, the
world has become more aware of the prospect and
possible impacts of global climate change.

In the late 1950s, global climate change was an
unknown threat to the world’s environment and
social systems. Except for a few ORNL researchers
who had just completed their first briefing to the
U.S. Atomic Energy Commission (AEC) on the
need to understand the global carbon cycle, the
connection between rising carbon dioxide
concentrations and potential changes in global
climate was not common knowledge, nor were the
consequences of climate change understood. It
would not be until almost 15 years later—the mid-
1970s—that a comprehensive Department of
Energy (DOE) research program was established to
study the effects of increased atmospheric carbon
dioxide concentrations on the world's climate—the
first global climate change program. DOE provided
the leadership of the program.

How did this happen? Oak Ridge had an
important impact on the U.S. government’s role in
recognizing and offering solutions to the problem
of carbon dioxide and climate. Former ORNL
Director Alvin Weinberg was instrumental in
bringing the problem of carbon dioxide’s effects on
climate to the attention of the government.
Weinberg had learned from Jerry Olson, an ORNL
ecologist, about the need to better understand green
plants’ role in the global carbon budget. Weinberg
was the first to alert the Energy Research and
Development Administration (ERDA), the AEC’s
successor and the DOE’s predecessor, to the
potential of increased coal combustion to alter the
climate in undesirable ways. The head of ERDA
then established a carbon dioxide effects office in
1975. ERDA gave the new Institute for Energy
Analysis (IEA) that Weinberg had established in
Oak Ridge the responsibility of assessing the
impacts of increased atmospheric concentrations of
carbon dioxide. A few years later, ORNL and other
national laboratories were addressing many aspects
of what Vice President Al Gore calls “the most
serious problem our civilization faces” or as other
folks put it, “the granddaddy of all environmental
issues.” ORNL gained a leadership role for studies
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of the global carbon cycle, and Dave Reichle and
John Trabalka here directed the national program
through DOE.

Why does DOE have the lead? Energy and the
environment are inextricably linked. The main
source of atmospheric carbon dioxide increases is
human activities (anthropogenic sources) with the
majority coming from power generation. From a
small national program, DOE and laboratory
leadership brought the question of global climate
change to the forefront of the international
research community. Today, seven years after the
congressional testimony during the sweltering
summer of 1988, the U.S. Global Change
Research Program is nearly a $2 billion enterprise
encompassing 12 U. S. agencies examining the
full range of global change issues. DOE remains a
dominant participant in this research enterprise.

But what prompted this buildup of a large,
multiagency U.S. research program in global
change? One of the major drivers took place in
June 1992. Beginning in the late 1980s, there was
a growing international consensus that the world
had a problem of unprecedented proportions—a
strong possibility exists that the world’s climate
may change—becoming warmer by most
calculations. The world was now ready to act as
more than 200 nations participated in the historic
United Nations Conference on Environment and
Development, which included the Framework
Convention on Climate Change. held in Rio de
Janeiro. Brazil. Dave Reichle. Paul Kanciruk. and
I were delegates at the conference. Two decades
of research experience working with DOE to
understand global climate change proved to be a
valuable commodity at the convention. ORNL’s
analyses of global carbon dioxide emissions,
sources and sinks of the global carbon cycle.
energy efficiency alternatives. and the effect of
climate change on ecosystems were all part of the
fabric of understanding that led to the conference.

Almost all the countries at the conference.
including the United States. signed a treaty that
called on all nations to work together in an
unprecedented effort to protect the global
environment. Specifically, the industrialized
countries were urged to take the lead by






the development of sustainable communitics in
which people prosper while using less energy and
materials.

This special issue of the Review provides in-
depth coverage of ORNL's recent efforts to help
the government understand and stave off the
global warming threat. The Laboratory is
analyzing data on various countries” greenhouse
emissions and projecting effects on global
warming of emission increascs as energy use rises
and of emissions decreases if restrictions arc
imposed. as described by Fred Stoss in his article
“Managing Global Change Information.”
Computer models of future climate during global
warming are discussed in John Drake’s article
“Predicting Climate Change.”

The question of whether use of biomass fuels as
a substitute for fossil fuels could be an effective
strategy for reducing net emissions of carbou
dioxide to the atmosphere is explored in Janct
Cushman. Gregg Marland, and Bernhard
Schlamadinger’s article “Biomass Fuels. Encrgy.
Carbon, and Global Climate.” They suggest that
partial use of fast-growing forests for fuel wood to
replace coal could reduce atmospheric carbon
dioxide concentrations over the long term.

Through partnerships with utilities. the
automobile industry. the building industry. and
developing countries. the U. S. government hopes
to achieve more efficient production and use of
energy. Increased efficiency in buildings and
transportation should help reduce greenhouse gas
emissions to target levels.

ORNL's work in support of these goals is also
described in this special issue. In his article
“Electric Utilities and Energy Efficiency.” Eric
Hirst writes about “demand-side management™
efforts by electric utilities to influence the amount
and timing of customer electricity usc. reducing
electric bills and carbon dioxide emissions at the
same time. In an article on ORNL’s research in
transportation technology, Jim Pearce et al.
explore our efforts in developing clean, safe,
efficient, and intelligent transportation vehicles
and systems to cut use of fuel, loss of life, and
greenhouse gas emissions. In the section “Saving
Energy in Buildings and Appliances,” Carolyn
Krause writes about efforts of ORNL's Buildings
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Technology Center to improve the energy
efficiency of buildings through better roof
construction, development of computer software
to analyze home energy use and recommend
energy efficiency measures and identification and
repair of leaks in air ducts that lead to energy
losses. Additional articles by Krause and Bill
Cubage discuss design and testing of energy-
efficient, environmentally friendly refrigerators
and heat pumps (inctuding GAX systems and
triple-eftfect chillers).

Internationally. ORNL is playing @ role in the
U.S. effort to help foreign countries control their
greenhouse gas emissions as they increase their
production and use of energy. This role is
discussed in the article "Promoting International
Deployment of Greenhouse Gas Technologies™ by
Marilyn A. Brown, Julia S. Kelley. and Mclissa K.
Voss. Also. ORNL is helping developing
countries conduct “integrated resource planning”
as they increase their production and use of energy
to minimize costs and adverse health and
environmental impacts. This work is covered in
Larry Hill's article “Power to the People:
Integrated Resource Planning in Developing
Countries.™

Today. ORNL's Center for Global
Environmental Studies works closcly with other
Laboratory programs, centers, and divisions to
help identify and coordinate the range and depth
of the Laboratory s scientific expertise. This is a
highly collaborative effort among ORNL
organizations that uniquely qualifies the
Laboratory to tuke up the challenges of the U.S.
Global Change Research Program. Qur
interdisciplinary knowledge and skills in the
natural, physical, and social sciences are laying
the foundation for expanded focused research into
the problems of global change. We believe that
global change should continue to be a hot area of
research. Research results and technology
developments described in this issue of the Review
should enable ORNL to participate in the global
change research agenda for the next 20 years.

MICHAEL P. FARRELL is director of ORNL's
Center for Global Environmental Studies.
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electrocardiogram; in both cases, even the most
regular of patterns is punctuated by irregular
fluctuations.

One cycle of the earth’s surface temperature 1s
related to the change in the solar input induced by
the earth’s orbital precession. The precession is
the change of the earth’s axis of rotation over a
20,000-year period; it is analogous to the
“wobble™ of a spinning top. The change in
temperature induced by orbital precession also has

a period of approximately 20 thousand years (kyr).

The data present only a small sample. Only one
or two periods of a 100-kyr cycle are apparent,
and the current climate is not at a very dependable
point for prediction. A longer record might offer
the internal consistency required to analyze the
structure of the climate time series, but lacking
such self-consistent data we must turn to the
physical relationships between variables to
understand processes that affect climate.

The relationship between the amount of
atmospheric carbon dioxide (CO, ) and the earth’s
surface temperature has been much publicized,
although the important graph is rarely seen. The
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former Soviet scientist M. 1. Budyko is credited
with first graphing the changes in historical
temperature against changes in atmospheric CO,
concentrations. For the Vostok record this plot is
given in the figure on p. 10. The graph suggests a
direct, or linear, relationship between the average
atmospheric temperature and the amount of CO,
in the atmosphere—that is, temperature rises as
CO, concentrations rise. The atmospheric
temperature also rises as atmospheric methane
increases. However, increases in the amount of
dust in the atmosphere are linked to colder
climates.

Modern historical data coincide with the
beginning of modern weather forecasting, which
started with atmospheric pressure measurements
following the invention of the barometer in 1644.
Temperature. pressure, wind speed and direction,
and precipitation measurements have accumulated
from an increasing number of sites. The historical
temperature record shows an increase in global
average temperature by about 0.5°C over the past
100 years. Atmospheric concentrations of CO,
measured and recorded at the Siple Station in
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predicting our climate requires a
more penetrating look at the
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- The earth’s climate system
responds primarily to conditions
imposed from outside such as the
influx of solar radiation.
Shortwave radiation from the sun
is absorbed only slightly as it
travels through the atmosphere.
Upon striking the earth’s surface—
either land, sea, or ice—some of
the radiation is reflected as
shortwave radiation and some is

. absorbed, but most is reradiated as
long-wave radiation. This long-
wave radiation is absorbed more
readily than shortwave radiation by
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Antarctica over the same period show an increase
from 285 parts per million by volume (ppmv) in
1850 to 312 ppmv in 1953. Measurements made
at Mauna Loa (a large volcanic mountain in
Hawaii) show that atmospheric concentrations of
CO, have increased from 315 ppmv in 1958 to
360 ppmv in 1993—the highest atmospheric CO,
value in the 200-kyr climate record (see asterisk
in figure above).

If a strict linear relationship held between the
amount of CO, in the atmosphere and the
temperature, we should be experiencing a much
warmer earth than exists now. However, because
the current data point does not fall nicely within
the time series data, solving the problem of

the water vapor in the atmosphere
or any of a number of other
greenhouse gases (mainly, carbon
dioxide, methane, and
chlorofluorocarbons).

A significant amount of energy
is also transferred from the earth’s
surface in the form of a latent heat
flux induced by evaporation or by
precipitation. The interaction of the land surface
with the atmosphere is strongly influenced by the
surface’s moisture content. Finally, the energy
variation over the earth’s surface gives rise to
winds and ocean currents that transport the
energy.

The energy that accumulates in the warm
tropical areas north and south of the equator
moves toward the earth’s frozen poles. This
movement defines the main structure of the
atmospheric flow. Together with the salinity of
the ocean this poleward flux of energy also drives
much of the oceans’ circulation. The atmospheric
and ocean circulations that control the earth’s
climate are perhaps the most challenging of fluid
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flow problems. Even though such a fluid flow
problem can be formulated by classical equations,
many mathematical and physical questions arise.

John von Neumann, the brilliant mathematician,
physicist, and pioneer of the computer age (as well
as a classmate and best friend of ORNL’s former
research director Eugene Wigner), was fascinated
by the climate problem. In 1955, while addressing
a conference of early weather modelers, he
outlined an approach to climate research. “The
approach,” he said, “is to try first short-range
forecasts, then long-range forecasts of those
properties of the circulation that can perpetuate
themselves over arbitrarily long periods, and only
finally to attempt to forecast medium-long time
periods. . . .” Von Neumann separates the time
scales of weather and climate, stressing the
dependence on the initial data of the weather.
However, climate does not depend on particular
initial data: rather, it is an inherent behavior of the
system that manifests itself only over long time
periods, much as the asymptote of a function is
approached. He indicates that the hardest problem
is in the region between the weather time scale of a
few days and the climate scale of years or
centuries. This is the region of the “butterfly
effect” when the initial conditions (e.g., the
fluttering of a butterfly’s wings somewhere in
Latin America) are seen to influence the specific
progression of atmospheric flow.

That there is something worth calling a climate
is taken for granted. That the system has
asymptotic states has still not been proved
mathematically. Von Neumann understood the
basic concepts of nonlinear dynamical systems and
chaos theory as applied to the atmospheric
circulation long before these became subjects in
their own right. The current jargon refers to sets in
the space of possible weather states, known as
attractors. This understanding is evident from his
statement, “One generally believes that the various
possible initial states which the atmosphere passes
through fall somehow into groups, such that each
group leads in the long run to the same statistical
average. . .” These attractors do just what their
name suggests: they attract nearby climate states to
ever closer proximity and, if they were really
known, would completely characterize climate.
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Knowing the attractors would be similar to having
a topographic map of possible climate states. We
would know the dimensions of the valleys into
which the states would settle and also how easily
the system might pass to another valley.

Although the general fluid flow equations have
been known since the time of Leonhard Euler
(1707-83), the mathematical theory of existence
and the uniqueness of solutions are still
developing. Edward Lorenz, a meteorologist at
the Massachusetts Institute of Technology,
brought the study of chaos to maturity with simple
dynamical systems derived from atmospheric
dynamics. The discovery of “‘deterministic
chaotic” systems that are analyzable and the
development of nonlinear dynamical systems
theory have helped expand the notion of what is
meant by a solution, of climate itself, and have
provided new tools for approaching the equations.
These advances stem not from application of a
new mathematical theory to the climate problem
but from an ongoing interaction among climate
scientists, physicists, and mathematicians.

Spatial scales are also important to consider in
the climate problem. The fundamental physical
processes, “the minutiae of computation” as Von
Neumann put it, must be incorporated in some
fashion for the small scales to influence correctly
the large scales. The interactions of components
of the climate system form the backbone of the
climate system and follow the routes of energy,
mass, and momentum through the atmosphere and
ocean. It is, after all, the climate system’s job to
transfer the energy received in the warmer
equatorial regions to the cooler polar regions. As
with many jobs, there may be more than one way
to do it.

To enable better understanding of the complex
climate system, computer programs have been
developed to model interactions of climate
components. These general circulation models
(GCMs) have been used extensively to understand
climatic shifts observed in the past and to try to
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identify possible future responses of the climate
system to changing conditions. Can the shifts
occur over a short time, such as a decade or
century? Will a shift be heralded by phenomena
such as an increase in the frequency of El Nifios
and their surge of warm, western Pacific Ocean
water toward South America? What are the
different mechanisms of poleward heat transport
that might provide the backbone of other climate
states? These questions, and many others,
indicate the complexity of current climate
studies. Simple cause-and-effect arguments are
usually not effective explanations in this arena.
Complex computer models are practically the
only tools available, so they are typically used to
justify statements about climate and global
dynamics.

For 20 years, climate-modeling researchers
have been using some version of the Community
Climate Model (CCM 1) of the National Center
for Atmospheric Research (NCAR). CCM1,
which was produced in 1987, was operated on
large serial supercomputers. Now, many of these
researchers are using CCM2—a step forward that
has been characterized as moving from some
other planet to the earth. This step roughly
corresponds with the advent of large, shared
memory, parallel, vector computers such as the
Cray YMP. Parallel computers allow a more
detailed modeling of climate. The detailed
examination of the balance of physical processes
in the models moves closer to the observed state
as modeling of details increases. building
confidence that the physics is being captured.

Current atmospheric climate models capture
very well the qualitative structure of the global
circulation. The transport of energy from the
warm equatorial regions to the cold poles and the
split of the associated winds into cells are
reproduced in simulations both qualitatively and
quantitatively. The tropical Hadley cell and the
mid-latitude Ferrel cells and jet streams are in
good agreement with observations. These are the
basic structures of the atmospheric circulation felt
on the earth’s surface as the doldrums, trade
winds, mid-latitude westerlies, and polar highs.

The ability of the models to reproduce the
current climate builds confidence in their

physical validity. This validation, however. is not
license to use the models for future climate
predictions. Another important justification for use
of the models has been their application to past
climatic regimes. The NCAR CCM has been used
to simulate climate effects resulting from increases
in solar radiation in the northern summer because
of changes in the earth’s orbit. One of the effects
was warmer land temperatures that gave rise to
more intense monsoons. Increases or decreases in
solar radiation resulting from changes in the
earth’s orbit are believed to be responsible for
conditions that produced climates of past ages.
According to Stephen Schneider of NCAR, “The
ability of computer models to reproduce regional
climatic responses to the changes in solar radiation
brought about by variations in the earth’s orbit
lends a major element of confidence to the
reliability of these models as forecasting tools for
the future climate resulting from increasing
greenhouse gases.”

CCM2, the most recent code in a series of
climate models developed by NCAR, captures the
intricate interactions of the physical processes
outlined here. This climate model, which is
available to academic and industrial research
users, simulates the time-dependent response of
the climate system to the daily and seasonal
variation of the solar input and of sea surface
temperatures. For the past 10 years and into the
foreseeable future, these models form the basis of
a broad range of climate research and scenario
testing used in support of decision makers who
formulate national energy and environmental
policies.

Advances in computer technology have been
welcomed by climate researchers because long
climate simulations can take months of computing
time to complete. The latest generation of
supercomputers is based on the idea of
parallelism. The Intel Paragon XP/S 150 can solve
a single complex problem using the combined

Oak Ridge National Laboratory REVIEW




speed of 2048 processors. This computer differs
from other supercomputers in that the memory of
each processor is not accessible by the other
processors. Such a system is called a distributed
memory computer rather than a shared memory
computer. This computer design allows for
massive parallelism to be applied to problems but
complicates formulation of the calculations.

The CCM2 is used almost exclusively on
parallel supercomputers. The large computational
requirements and the heavy volume of output
generated by the model exclude its effective use
on workstation-class systems. The heart of the
dynamics algorithm in the CCM2 is based on
spherical harmonics, the favorite functions of
mathematicians and physicists who must represent
functions with values on the surface of a sphere.
The method transforms data on the sphere into a
compact, accurate representation. Data for a 128 x
64 point grid on the earth’s surface could be
represented with only 882 numbers (coefficient)
instead of 8192. It has had a very long reign as the
method of choice for weather and climate models
because of the accuracy of the spherical harmonic
representation and the efficiency of the methods
used to compute the transform. The transform is a
“global™ method in the sense that it requires data
from the entire globe to compute a single
harmonic coefficient. For distributed memory
parallel computers, these calculations require
communication among all the processors. Because
communication is expensive on a parallel
computer, many thought that the transform
method had seen its day.

Before ORNL researchers became involved,
parallelism in the models was limited to a shared
memory paradigm in which only a few—1 to
16—processors were used. Because of the global
communication required for the spectral
transform, the distributed-memory parallel
computers did not look promising. However.
further study at ORNL revealed ways to organize
the computation, completely changing our view
and making it possible to implement the CCM2 on
massively parallel computers.

Our research identified several parallel
algorithms that keep the transform method
competitive, even when using large numbers of
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processors as on the Intel Paragon XP/S 150 at
ORNL. This powerful machine has 1024 node
boards, each having two computational processors
and a communication processor. The full CCM2
climate model was implemented for this parallel
computer by a collaboration of researchers from
ORNL, Argonne National Laboratory, and
NCAR. It is currently being used by ORNL’s
Computer Science and Mathematics Division as
the basis for the development of a coupled ocean-
atmosphere climate model under the sponsorship
of the Department of Energy’s Office of Health
and Environmental Research.

With the increase in computing capacity
offered by the new generation of parallel
computers. many researchers are working to
improve the models by coupling the ocean and
atmosphere. This exciting advance in the models
brings us a step closer to a comprehensive model
of the climate system. With this type of integrated
model, a number of areas of climate study will
open up. First, an improved method will emerge
to simulate the earth’s carbon cycle. Ocean and
land processes (e.g.. forests and soils) act as
sources of and sinks for carbon in the atmosphere.
Second. inclusion of high-resolution, eddy-
resolving ocean models with atmospheric models
will allow scientists to address previously
unapproachable questions of the climate’s
predictability. The models will exhibit the typical
behaviors of the interaction of the ocean and the
atmosphere. The El Nifio is but one mode of
interaction. Discovering and identifying these
modes may hold the key to the question of the
climate’s predictability.

Our models could be used to predict the overall
impact on climate of counteracting atmospheric
effects from both manmade and natural
emissions—the warming effects of greenhouse
gases and the cooling effects of sulfate aerosols.
By using the increased computing power of the
Intel Paragon, the IBM SP2, or the Cray Research
T3D, researchers should advance one step further
in understanding the complex interrelations
among natural processes, human activities such as
fossil fuel combustion, and the climate of our
terrestrial home.
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lived wood products? Is there some other or
mixed strategy that is most attractive for
minimizing the net emissions of carbon dioxide?

In this discussion we focus on minimizing the
risk of global climate change through minimizing
carbon dioxide emissions, but we recognize that
other criteria go into land-use decisions. Many of
these are being evaluated in other portions of
ORNL’s assessment of biomass energy resources
and opportunities. For example, in some regions
of the world, deforestation is a major source of
carbon dioxide emissions. Currently, an estimated
15 to 20% of atmospheric carbon dioxide emitted
by human activities results from deforestation or,
more generally, from changes in land use.
Clearly, many motivations, including the need for
food production, are involved in decisions on
land use and will affect the amount of land
available for reforestation or for biomass energy
crops. Although we are considering the
possibility of planting new areas of forest, the
rate of growth in atmospheric carbon dioxide
could also be reduced substantially by decreasing
the current rate at which forest is being converted
to other land uses. Coincidentally, the amount of
carbon dioxide emitted annually from
deforestation around the world is of the same
order of magnitude as the amount of additional
carbon dioxide that would be discharged if the
14% of primary energy now supplied by biomass
fuels globally were instead supplied by oil and
coal.

The net impact of land management and the
use of biomass-based products on the cycling of
carbon will depend on the type of land used, the
management practices used on that land, how the
biomass products are used, and the time frame of
the analysis. Especially important are how much
carbon is stored on the land (including in trees
and other plants and in the soil and plant litter on
the ground) at the beginning and end of the
analysis, how much fossil-fuel use is displaced.
how much carbon is stored in durable wood
products, and how much energy is required for
forest and other land-management operations.
Also important are how efficiently forest and
other biomass products are used and the alternate
products for which they substitute, including
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whether biomass fuels are substituted for coal, oil,
or natural gas; whether they are used to produce
liquid fuels, heat. electric power, or some
combination of these: and the efficiency with
which they are used. The net impact on carbon
cycling will depend on the mix of forest and other
biomass products used for short-lived products
like paper, long-lived products like construction
lumber, and fuels. It will depend on whether the
lumber displaces aluminum, concrete, glass, or
plastic. It will depend ultimately on whether the
waste products are reused, buried in landfills,
burned for energy, or incinerated.

Although we have focused on trees and forest
products in our analyses to date, the most
advantageous land use for confronting the carbon
balance may not necessarily involve trees. If the
primary intent is to store carbon on site, the
obvious choice is a high-density forest. On the
other hand, if production of biomass energy is the
goal, a fast-growing herbaceous crop such as
switch grass may be the best choice for some
biomass energy technologies and some types of
land. Under other circumstances, wood. biodiesel,
or another fuel may be abie to displace the most
fossil fuel. And, if we broaden consideration to
include other biomass products, we may find
other alternatives. It is important to examine the
full range of the affected system and to see how
the carbon balance is affected.

To illustrate the impacts of some land-
management alternatives on net carbon emissions,
we use a simple mathematical model to compare
two scenarios. In the first scenario (top half of the
figure on p. 18) 1 hectare of land is used to grow
trees to store carbon for 50 years. During this
period, a coal-fired power plant is used to
generate electricity. In the second scenario
(bottom half of the figure), the trees are harvested
each time they reach an appropriate size and are
used to displace some of the coal that would
otherwise be burned. At the end of 50 years, there
will be more carbon stored in living trees in the
first scenario, but there will also have been more
coal burned than in the second scenario. The net






(scenario 2) depend on the growth rate of the
trees.

By comparing the results of these and other
scenarios under a variety of initial conditions,
biomass growth rates, and end uses, we begin to
get some clues to the most carbon-efficient ways
to manage forest or other lands and to the
potential for biomass fuels to mitigate the increase
in atmospheric carbon dioxide. The comparisons
show that when the amount of forest biomass on
the land in the beginning is very large and the
productivity of the land is low, the most effective
strategy is to allow the trees to grow, to stand, and
to store carbon. In other words, slow-growing old-
growth forests are best left in place. Similarly, the
net carbon balance on degraded lands with low
productivity is best when they are reforested.
without harvesting, to store carbon.

Results are quite different on lands that can
support high growth rates. There, the net reduction
in carbon dioxide emissions is far greater if the
trees are harvested and used as a fuel, with prompt
replanting, than if the trees are left unharvested for
carbon storage. On such lands, several generations
of fast-growing trees (such as poplars) can be
harvested in 50 years, displacing additional fossil
fuel with each harvest. There are also intermediate
productivities where the choices are not so clear-
cut and the sign of the net carbon balance depends
on other variables such as the efficiency with
which biomass is substituted for fossil fuels.

Using current technologies, the most efficient
way to convert biomass to useful energy, and thus
to maximize the carbon dioxide savings, is to burn
the biomass for heat or electricity generation,
displacing coal. In all scenarios. carbon dioxide
benefits increase as biomass growth rates increase
and as utilization efficiency increases. The
Biofuels Feedstock Development Program at
ORNL aims to increase the productivity of tree
and grass crops and improve the efficiency of
biomass feedstock supply systems. Improvements
in these areas offer a large payback both in the
economics of biomass fuels and in the potential
for net reductions in carbon dioxide emissions.

A more comprehensive model of carbon flows
is now being developed at Joanneum Research in
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Graz, Austria, in collaboration with ORNL. This
spreadsheet model allows us to calculate the
carbon balance of land management and biomass
utilization strategies. It can consider different
types of biomass fuels as well as other biomass-
based products from forestry or agriculture. Input

parameters for the model describe the growth rate,

rotation length, management intensity, previous
land use, carbon dynamics of the soil and litter,
fate and life expectancy of the harvested products,
efficiency of fossil-fuel substitution, and energy
required for land management. Model output is
shown in diagrams with time on the horizontal
axis and cumulative net reduction in carbon
emissions on the vertical axis.

To illustrate the variety of factors that come
into consideration, the figure on p. 20 shows
model results for a scenario in which a forest is
harvested for a conventional mix of long- and
short-lived products and energy and is then
replanted for production of fuel wood. This
scenario assumes high forest productivity and
high efficiency in use of the fuel wood. Note that
the carbon in wood products is gradually released
to the atmosphere over time as the products
decay. Some carbon is lost from soils (reflected in
the drop in the bottom line of the figure) as the
forest is converted to shorter rotations with more
frequent harvests. Most strikingly. the net savings
of carbon emissions continues to build over time
as coal consumption is displaced.

Much remains to be learned about the potential
for producing and using biomass fuels to reduce
carbon emissions. However, initial studies of the
carbon balance suggest that biomass fuels could
play a significant role in minimizing net
emissions of carbon dioxide to the atmosphere.
And, very importantly, the initial studies suggest
that the optimal strategy will be different from
place to place, determined by the quality of the
land, its current uses, competing uses, and the
demands for energy and other products.
Continuing studies at ORNL and at Joanneum
Research will explore the potential of biomass
fuels as a strategy for confronting global climate
change.
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GLOBAL CHANGE RESEARCH HIGHLIGHTS

“That this interpretation is wrong is shown by
the large response of white oak trees to elevated
carbon dioxide levels at the same experimental
site at ORNL,” Norby says. “Both species
increased their growth efficiency despite a
deficiency of nutrients at the site. When our
results were corrected for short-term
experimental influences on leaf area, we found
that both white oak and yellow poplar trees
showed about a 35% increase in productivity in
elevated carbon dioxide. These results suggest a
potential increase in forest capture of carbon even
when nutrients are limited.”

ORNL scientists have found that ground-level
ozone in the environment can reduce the growth
of the loblolly pine. a forest tree species of great
economic importance in the Southeast. Their
findings suggest that significant reduction in
forest tree growth could result from exposure to
ozone combined with the higher temperatures and
drought of predicted global climate change.

The scientists reported the results of their
5-year study of 28 mature trees on the Oak Ridge
Reservation in a March 1995 issue of the journal
Nature. Authors of the article “Interactive effects
of ambient ozone and climate measured on
growth of mature forest trees” are S. B. (Sandy)
McLaughlin, an ecologist in ORNL’s
Environmental Sciences Division, and
Darryl J. Downing, a statistician in the
Computing and Mathematical Sciences Division.
Together they used statistical techniques to
separate the effects of ozone from other factors.
An article on the work also appeared in the
March 21, 1995, issue of the New York Times.

Ground-level ozone forms when hydrocarbons
and nitrogen oxides in the air react in the
presence of sunlight. Sources of these chemicals
include emissions from vegetation, fossil-fuel
power plants, and highway vehicles.

In the 1980s, declines in growth of loblolly
pine trees in the Southeast were observed. This
decrease aroused concern because loblolly pine is

an important component of southern pine forests.
Logging of southern pine forests, which cover an
estimated 60 million acres, contributes

$4.5 billion to the regional economy annually.

Air pollution was suspected as a cause of the
forest decline. Studies of tree seedlings exposed to
ozone in closed chambers at ORNL and elsewhere
showed that the pollutant stunted seedling growth.
The new ORNL study is the first to determine that
ozone retards mature tree growth in a real forest
environment.

The growth of the trunk of each tree in the
experiment was monitored over 5 years using a
dendrometer. This instrument consists of a metal
band positioned around the stem that precisely
measures fluctuations in the stem’s rate of
expansion.

“When ozone levels in the air remained about
40 parts per billion. as happens almost every day
in the eastern United States, tree growth was
reduced,” McLaughlin says. “The decline was
more pronounced under drying conditions. When
ozone levels were especially high. we found that
the stems actually contracted as water became
very limited. Ozone seems to multiply the adverse
effect on trees of lack of moisture.”

Evidence from other studies, McLaughlin
notes, suggests that tree exposure to 0ozone can
lead to increased water losses through foliage and
lower uptake of water (because of reduced root
growth). As a result, ozone may impair a tree’s
ability to efficiently use water available for
growth.

Thanks to a wide range of temperature, rainfall,
and other weather conditions, the scientists were
able to measure differences in growth reduction
for periods of both high and Jow moisture. In
1988, the driest year of the study, high ambient
ozone levels reduced tree growth by an average of
13%. In the wettest years, 1989 and 1992, little
growth reduction occurred. The average growth
reduction attributed to ozone for 5 years was 5%.

“Predicted results of future climate change
from some computer models,” McLaughlin says,
“include periods of increasing temperatures and
drought. Our results suggest that trees exposed to
ozone under these climatic conditions would
experience more significant growth reductions.”
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Studies at ORNL by Rich Norby and others
have shown that elevated levels of atmospheric
carbon dioxide may increase productivity of
yellow poplar and white oak trees, at least in terms
of increased root growth. But if the levels of this
greenhouse gas are high enough to cause
significant warming of the climate and drought, the
McLaughlin-Downing study of loblolly pines
suggests that overall growth rates of some trees
may be reduced, not increased, because regional
ozone levels are also projected to increase. Of
course, ORNL scientists note, these studies must
be repeated for other species of trees, under
various conditions such as reduced availability of
water and nutrients, to better understand the
detailed effects on trees of elevated levels of
carbon dioxide and ozone.

It is predicted that global warming could lead to
changes in regional precipitation, even periods of
drought. How would climate change affect the
growth of forest trees?

To answer this question, scientists in ORNL’s
Environmental Sciences Division are conducting a
precipitation experiment in a forest on DOE’s Oak
Ridge Reservation.

In this “throughfall displacement experiment”
conducted at the Walker Branch Watershed on
DOE’s Oak Ridge Reservation, trees in various
plots of a predominantly oak forest receive
different amounts of soil moisture from rain and
snow. One-third of the precipitation falling through
the trees is intercepted by troughs, preventing the
water from reaching the soil. The captured water
flows by gravity from the “dry” treatment area to
the “wet” treatment area, where it provides
additional moisture to the soil. This project is
believed to be the world’s largest experimental
manipulation of an oak forest (which also has
maple and dogwood trees).

“We found that the experimental system can
produce statistically significant differences in soil
water content in years having both extremely dry
and extremely wet conditions,” says Paul J.
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Hanson, an ESD project researcher. “The
experimental design produces soil water changes
without affecting temperatures of the soil and
forest floor.”

Project researchers had predicted that oak trees
would be more resistant to drought than maples
for two reasons: oaks have longer roots that can
reach deep water supplies, and oaks maintain or
accumulate high concentrations of water-soluble
compounds in leaves, making them more drought
tolerant.

“Large differences in drought tolerance were
observed between dogwoods and chestnut oaks
even in the first year of the study with above
normal rainfall,” says Timothy J. Tschaplinski,
another project researcher. “The oaks were better
able to withstand dry conditions.

“Such differences might ultimately lead to
altered species composition in the Southeast’s
deciduous forests if climate changes occur.”

After almost two years of the experiment, the
researchers found no differences in growth
responses for mature oaks and maples. However,
in the forest undergrowth the leaves and stems of
maple and dogwood saplings were found to grow
45% faster in wet areas than in dry ones.

“Our goal,” says Hanson, “is to understand how
climate change that may result from increasing
emissions of greenhouse gases will affect forests.
In this way. we will be able to better assess the
impacts of greenhouse gas emissions.”

Some 7000 to 9000 years ago, vegetation in the
Chihuahuan Desert in New Mexico shifted from
mostly grass to mostly shrubs. Evidence for this
vegetation shift comes from a study of isotope
ratios in the geologic record by geochemist David
Cole of ORNL’s Chemical and Analytical
Sciences Division and H. Curtis Monger of New
Mexico State University in Las Cruces.

What was the dominant cause of this shift?
Climate change, increases in atmospheric carbon
dioxide, or a combination?
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MANAGING GLOBAL CHANGE INFORMATION

These are among the thousands of questions to
which ORNL data analysts respond every year.
Recently, the topic of global environmental
change, including climate change, has grown in
importance. At ORNL we have improved our
understanding of the science underlying this major
environmental issue. At the same time the
Laboratory is playing a pivotal role in directing
the data and information management activities
for what some researchers consider the most
information-intensive science project ever
undertaken.

Long one of the world’s leading energy R&D
facilities, ORNL has more recently emerged as
one of the preeminent environmental research
centers in the world. Within ORNL’s
Environmental Sciences Division, the
Environmental Information Analysis Program was
established to serve as a focal point for the
assimilation of data related to global
environmental change. The three major
components of the program are the Atmospheric
Radiation Measurement Archive, the National
Aeronautics and Space Administration’s
(NASA’s) Earth Observing System Data and
Information System Distributed Active Archive
Center, and the Carbon Dioxide Information
Analysis Center (CDIAC). The World Data
Center—A for Atmospheric Trace Gases is located
in CDIAC.

The earth’s climate is determined by the
amount of solar radiation absorbed by its surface
and the amount of infrared radiation (heat)
reflected back into space. The balance of the
earth’s heat depends on the input energy deposited
by the sun and atmospheric abundances of
radiatively active trace gases (the greenhouse
gases), clouds, and aerosols. Greenhouse gases,
which result from both natural and man-made
processes, include carbon dioxide, nitrous oxide,
methane, chlorofluorocarbons, halogenated
compounds, and water vapor. Heat from the earth
and its atmosphere that ordinarily radiates into
outer space is instead absorbed by the greenhouse
gases. This process boosts the heat energy in the
lower atmosphere and on the earth’s surface. As a
result, the temperature of the lower atmosphere

and the earth’s surface increases, causing the
planet to be warmer than usual.

Scientific success in understanding global
environmental change depends on integration and
management of numerous data sources, extensive
data holdings, and a number of data products.
Achieving true success in this endeavor requires
an information system that stimulates and enables
cooperation among many researchers,
empowering them to contribute to the overall
effort. The U.S. Global Change Data and
Information System (GCDIS) provides for the
management of data, the sharing and harvesting of
information, the dissemination of ideas, and the
establishment of a widespread community of
collaborators. Both the Department of Energy
(DOE) and ORNL participate in the GCDIS.

The issue of global change is international in
scope. In 1988, the World Meteorological
Organization and the United Nations Environment
Programme established the Intergovernmental
Panel on Climate Change to develop a scientific
response strategy to investigate global climate
change. The Office of Science and Technology
Policy’s Committee on Environment and Natural
Resources oversees the U.S. multidisciplinary
research effort. This committee developed the
U.S. Global Change Research Program (GCRP) to
provide a better understanding of the integrated
earth system. This national program examines the
possible implications of global change from
scientific and social perspectives.

Under this program, DOE’s GCRP aims to

« predict future atmospheric concentrations of
carbon dioxide and other greenhouse gases;

» predict the rate and extent of potential global

change resulting from an enhanced greenhouse
effect;
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* understand the direct impacts of greenhouse gas
emissions on animal and plant life and the
consequences of global change on ecosystems;

* develop the tools to assess the impacts of global
change on production, delivery, and use of
energy; and

* develop and assess technologies and practices
to offset or limit the extent of adverse climate
changes and increase understanding about
differences in lifestyles resulting from the
environmental, social, and economic
consequences of global change.

An information program in the DOE GCRP
serves as a scientific interface through which
technical information can be obtained, evaluated,
quality-assured, and distributed. Such attention to
these data and information requirements fosters a
greater exchange of information across disciplines
and reduces the uncertainties with which
decisions are made.

Information programs established at ORNL
help DOE meet those objectives. As data are
acquired or data products generated, they are
made available to the research community,
policymakers, educators, and the general
interested public. Most data represent a significant
investment of public support for research, and
holding these data is a public trust.

The Earth Observing System Data and
Information System is NASA’s portion of the
U.S. Global Change Data and Information
System. This system manages data resulting from
NASA'’s earth science research satellites and field
measurement programs and other data essential
for the interpretation of these measurements.
Accordingly, Distributed Active Archive Centers
(DAAC) are located at U.S. institutions to ensure
that data will be available indefinitely in an easily
usable form. These centers serve as the primary
user interface to NASA’s global change database.

Numbers Two and Three, 1995

ORNL was designated in 1993 as NASA's
archive center for biogeochemical dynamics. This
center gathers, performs quality-assurance checks
on, documents chives, and distributes data and
data products in support of NASA’s field projects
and other global change research and policy-
making efforts. Biogeochemical research, as it
relates to ecological modeling and global change,
has been a long and fruitful pursuit of staff at
ORNL. The establishment of the DAAC at ORNL
enhances the abilities of researchers at ORNL and
other research centers worldwide to study further
the dynamics of critical biogeochemical cycles in
support of the U.S. GCRP.

DOE designated the Laboratory as the archive
for data generated by the Atmospheric Radiation
Measurement (ARM) Program. A major goal of
DOE is to improve predictive climate models for
the earth and use these improved computer
models to generate more nearly accurate
predictions of the climate’s response to increasing
concentrations of greenhouse gases. Thus, the
primary objective of this program is to improve
the treatment of radiation and clouds in models
used to predict climate changes, particularly
general circulation models.

Achieving this goal entails measuring radiative
fluxes, temperature, atmospheric composition,
and wind velocity at five highly instrumented
sites worldwide. These sites constitute the Cloud
and Radiation Testbed (CART). Each site covers
a geographic extent of 200 km on a side—about
the current size of a grid cell in a general
circulation model. It is estimated that each site
will produce as many as 3 gigabytes of
observation data per day.

Each site has a variety of instruments capable
of measuring the radiative spectrum from near
infrared through microwave frequencies. Such
instruments vary in their tasks from scanning the
radiative spectrum with a very narrow window to
measuring total irradiance (direct and diffuse).
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complexes, intensity and frequency of occurrence
of storms, vulnerability of coastal regions to rising
sea level, and effects of elevated carbon dioxide
levels on plant growth. The center makes its data
available in a variety of formats including hard
copy and diskette. More recently, the center has
initiated the delivery of its numeric data in other
electronic formats including compact disc and on
the Internet.

In addition to producing and distributing data
packages, CDIAC performs a number of other
important information functions. For example, its
newsletter CDIAC Communications is distributed
to more than 10,000 subscribers in approximately
150 countries. The center publishes Trends *93: A
Compendium of Data on Global Change, a
Catalog of Data Bases and Reports, a Catalog of
Numeric Data Packages and Computer Model
Packages, Glossary: Global Change Acronyms &
Abbreviations, Carbon Dioxide and Climate, and
the DOE Research Summary (a four-page
newsletter, each issue highlighting a specific
DOE-sponsored research project). The center also
produces ARM Outreach, a newsletter for DOE’s
Atmospheric Radiation Measurement Program.

Since 1985, the center’s staff has responded to
more than 60,000 requests for information and has
distributed more than 100,000 technical reports
and other information products. Staff is available
to discuss both general and technical aspects of
issues related to the carbon cycle; carbon dioxide,
methane, and other trace gas emissions; and other
climate change topics, including data and
information management issues. CDIAC responds
to requests from telephone calls, letters, and
facsimile messages. However, in this new era of
electronic communications, the center receives
queries from a variety of electronic networks,
including the Internet.

CDIAC operates World Data Center—A for
Atmospheric Trace Gases. The World Data
Centers were established by the International
Council of Scientific Unions in 1956. The U.S.

National Academy of Sciences oversees World
Data Center-A, which includes 12 data centers
throughout the United States. As a World Data
Center, CDIAC’s ability to obtain and disseminate
information is enhanced. The center shares
responsibility with ORNL’s Central Research
Library for operating a regional information
center established by the International Geosphere-
Biosphere Program. This program, which has

50 information centers in 37 countries, expands
the information services for the international
global change community.

In 1993, CDIAC received an Exceptional
Public Service Award from DOE during the
center’s annual program review, which recognized
the center’s significant achievements in support of
DOE. The award citation, signed by Energy
Secretary Hazel R. O’Leary, reads: “For
exceptional service to the global change research
community worldwide, creative innovations in the
field of numerical data and information exchange,
development of a model data center, achievement
of international acclaim and recognition in the
area of atmospheric trace gases, and significant
contribution to the success of the Department of
Energy’s Global Change Research Program.”

CDIAC was again given a high honor at its
1995 annual program review, when its DOE
program manager, Bobbi Parra, presented each
member of the CDIAC staff a Certificate of
Achievement for “outstanding contributions in the
collection, analysis, coordination, and
dissemination of global change information, and
specifically for the efforts being made in the
electronic exchange of information.” Certificates
were signed by Martha A. Krebbs, director of
DOE’s Office of Energy Research.

To maintain its proactive position in global
change information management activities, ORNL
strives to keep informed about current research
policy and information developments and needs at
the international, national, and local levels. In
addition to the exchange of data among
researchers, ORNL has taken an active role in the
networking of information among government
agencies, industries, businesses, special libraries
and information/data centers, academic
institutions, nongovernmental organizations, and
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special and public interest groups. Maintaining
close professional contacts with individuals and
organizations, CDIAC’s networking capabilities
include the dissemination of research results,
policy initiatives, and education developments;
objective technical interpretations and discussions
of the technical aspects and information
management related to carbon dioxide and climate
change; referrals to other individuals or
organizations; and access to resources relevant to
individuals’ information needs.
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ORNL'’s networking capabilities have been
further enhanced by active participation in the
programs and organizational administration of
professional societies, associations, and
interagency and intergovernmental panels and
working groups. Through these networking
activities, ORNL can monitor the information
needs of the broad global-change community and
develop specific information products and
services to help meet those needs.
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MANAGING GLOBAL CHANGE INFORMATION

Want to find out more about global warming, its potential effects, and the role that future emissions of carbon

dioxide might play? The information can be easily obtained, thanks to a highly accessible staff at ORNL that

serves DOE’s Global Change Research Program. Just ask your questions by calling, faxing, or sending postal or

electronic mail messages.

For more information contact:
Environmental Information Analysis Program

Paul Kanciruk, Program Manager
Oak Ridge National Laboratory
P.O. Box 2008, MS 6407

Oak Ridge, TN 37831-6407
Phone: (423) 574-7817

Fax: (423) 574-4665

E-mail: pkk@ornl.gov

EOSDIS Distributed Active Archive Center

Larry D. Voorhees, DAAC Manager
ORNL DAAC

Oak Ridge National Laboratory

P.O. Box 2008, MS 6407

Oak Ridge, TN 37831-6407

Phone: (423) 574-7309

Fax: (423) 574-4665

E-mail: ornldaac @ornl.gov
URL:http://www-eosdis.ornl.gov

Atmospheric Radiation Measurement Archive

Paul T. Singley, Director, ARM Archive
Oak Ridge National Laboratory

P.O. Box 2008, MS 6407

Oak Ridge, TN 37831-6407

Phone: (423)241-5914

Fax: (423) 574-4665

E-mail: sin@ornl.gov
URL:http://arm3.esd.oml.gov

Carbon Dioxide Information Analysis Center

Robert M. Cushman, Director, CDIAC
Oak Ridge National Laboratory

P.O. Box 2008, MS 6335

Oak Ridge, TN 37831-6335

Phone: (423) 574-0390

Fax: (423)574-2232

E-mail: cdiac @ornl.gov
URL:http://cdiac.esd.ornl.gov/cdiac

World Data Center-A

Thomas A. Boden, Director, WDC-A

Oak Ridge National Laboratory

P.O. Box 2008, MS 6335

Oak Ridge, TN 37831-6335

Phone: (423)241-4842

Fax: (423) 574-2232

E-mail: tab@ornl.gov
URL:http://cdiac.esd.ornl.gov/cdiac/wdcinfo.html

Global Change Data and Research

CDIAC has recently assisted the U. S. Global
Change Data and Information System by
constructing the GCDIS Home Page for the Worlc
Wide Web. The address for this comprehensive
compilation of global change resources is http://
www.gcdis.usgerp.gov. The address for DOE’s
Global Change Research Program home page is
http://www er.doe.gov/production/oher/GC/
ESD_gc.html.
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PROMOTING INTERNATIONAL DEPLOYMENT OF GREENHOUSE GAS TECHNOLOGIES

domestic sewage treatment, and the manufacture
of cement and nylon. To slow global warming,
technologies are being developed, promoted, and
deployed to reduce these emissions.

To make a practical response to global
environmental issues such as greenhouse gas
emissions, it is recognized that international
collaboration is needed. Because of the
accelerating pace of technology innovation and the
increasingly interconnected world economy,
national efforts to adapt to global environmental
challenges are no longer sufficient. Through
international collaboration, scarce resources can
be shared and technological solutions can be
adapted and replicated.

Several international cooperative agreements
are now in place to accelerate worldwide
deployment of technologies that mitigate
greenhouse gas emissions, and ORNL staff
perform work in support of these agreements.
Because energy efficiency and renewable energy
technologies have vast potential for reducing
greenhouse gas emissions, much of the support for
these international activities comes from DOE’s
Office of Energy Efficiency and Renewable
Energy, which funds the ORNL work. In
supporting these activities, DOE recognizes the
importance of developing foreign as well as
domestic markets for new and improved high-
efficiency and renewable energy technologies
produced in the United States. Widespread
deployment of these technologies should reduce
energy costs to consumers, improve the nation’s
standard of living, increase energy security, and
enhance environmental quality.

Because of its exploding population, increasing
buying power, and growing energy consumption,
the developing world is a key market for energy-
efficiency and renewable energy technologies. The
two main forces driving energy demand in
developing countries have been population growth
and economic development. The growth in energy
use has for some time been fastest in developing
countries. In the past decade, for instance, the
demand for energy in the developing world has
grown by 49%, compared with a 14% increase in
the developed world. At these rates of growth, the
World Energy Council Commission estimated in

1993 that, by 2010, developing countries will
account for the major part of the world’s
greenhouse gas emissions from burning fuels.

To date, 150 countries have signed the United
Nations Framework Convention on Climate
Change, which commits them to work toward
controlling and reducing greenhouse gas
emissions. Thus, there is a sizeable commitment
around the world to implementing greenhouse gas
mitigation technologies. The International Energy
Agency (IEA) has established a number of
information centers that assist the efforts of these
countries. ORNL’s role in supporting one of these
centers—the Greenhouse Gas Technology
Information Exchange (GREENTIE)—is the
primary focus of this article, although ORNL’s
involvement with two other IEA activities is also
highlighted.

The IEA was created in 1974 within the
framework of the Organization for Economic
Cooperation and Development (OECD). It
implements an international energy program of
cooperation aimed at reducing the excessive
dependence on oil among its 23 member
countries, through energy conservation,
development of alternative energy sources, and
energy research and development. Activities are
set up under “implementing agreements” that
provide the legal mechanisms and management
structure for collaboration.

Currently, 42 implementing agreements are in
effect, covering the following topics:

* Energy technology information centers
(7 agreements)

* Fossil fuel technologies (7 agreements)

* Renewable energy technologies (20
agreements)

* Nuclear fusion technologies (8 agreements).

ORNL is responsible for managing and
supporting the U.S. involvement in many of these
implementing agreements. In addition to
collaborating with GREENTIE, ORNL is
involved with the following other IEA
implementing agreements, either as executive
committee members, national team leaders, or
operating agents: the Center for the Analysis and
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emissions of carbon dioxide from combustion of
fossil fuels. First, advanced technologies are
being developed to improve the efficiency with
which stored energy is converted to useful
energy. For example, pressurized fluidized-bed
combustion is gaining favor as an energy source
because it extracts more heat from burning coal
than do other coal-combustion methods for
generating electricity. As a result of its high
thermal efficiency, pressurized fluidized-bed
combustion emits less carbon dioxide per unit of
energy produced than do other types of coal
power plants. Other examples include gas turbine
technologies and fuel cells.

Second, to further reduce carbon dioxide
emissions from fossil-fuel combustion,
technologies are being developed to improve the
efficiency with which energy is consumed in

various applications. Examples of these end-use
efficiency improvements include compact
fluorescent lighting, adjustable-speed electric
motors and drives, pulse combustion boilers, and
compressed natural gas vehicles.

In contrast to fossil energy sources, renewable
energy forms such as solar, wind, hydro, tidal, and
wave energy, and the sustainable use of biomass
are either carbon-free or carbon-neutral. Thus,
renewable energy technologies are a major thrust
of the GREENTIE program. GREENTIE also
deals with techniques for separating, recovering,
and disposing of carbon dioxide once it has been
produced.

Technologies for reducing methane emissions
are sin-*'--'y diverse, reflecting the wide range of
anthropogenic sources of emissions: natural gas
systems, coal mining, waste disposal, wastewater
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The GREENTIE Center coordinates its
activities with other IEA implementing
agreements and publishes a free newsletter called
GREENTIMES. It also promotes GREENTIE
worldwide by collaborating with other
international energy or environmental
organizations and by participating in international
conferences and meetings.

Included in the outlook for future GREENTIE
products are (1) country-specific analyses of
technology options prepared by member countries
and (2) an electronic communications capability.
It is anticipated that, by 1996. an Internet-based
system will connect GREENTIE to existing on-

Other sectors

line information sources such as DOE’s Enery
Efficiency and Renewable Energy Network.
GREENTIE will then be able to offer a “smar
window” to a wealth of information available
globally. Potential users will be able to searct
GREENTIE directory themselves, compare
technologies, and contact suppliers.

Ultimately, the combination of a directory «
information on suppliers, customized supplie1
information packages, country-specific techns
analyses, and liaison group activities will exp
the worldwide dissemination of information ¢
cost-effective technologies for reducing
greenhouse gas emissions.
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Efficiency and Renewable Energy Program. She has a Ph.D.
degree in geography from Ohio State University and a master’s
degree in resource planning from the University of
Massachusetts. Before coming to ORNL in 1984, she was an
associate professor at the University of Illinois. Her research at
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of new energy technologies and frameworks and methods to
evaluate the impacts of federal and utility-operated conservation
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Transfer Society, and the Association for Women in Science.

JULIA S. KELLEY is a project mar er in the Integrated
Project Management Section of Information Management
Services in Lockheed Martin Energy Systems. She received her
master’s degree in library and information science from the
University of Kentucky in 1987. Following a position as a
research librarian at the Knoxville News-Sentinel, she joined
ORNL in 1991. She is a member of the Amercian Society for
Information Science.
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Renewables Research Section of ORNL’s Energy Division. Her
work includes creating outreach materials that promote energy-
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and implementing marketing strategies for three International
Energy Agency programs. In 1993, she received a master of
business administration degree in marketing from Western
Illinois University and began working at ORNL. She is a
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demand-side management (DSM) programs. Using
DSM, utilities can affect the amount and timing of
customer electricity use. They can reduce the
amount of electricity use by improving the
technical and operational efficiency with which
customers use electricity. The timing of electricity
use can be influenced by direct-load control
programs in which the utility controls equipment
at the customer site and by electricity-pricing
options that vary the price of electricity with time
of use. Research on utility DSM programs has
been conducted in ORNL’s Energy Division and
supported by the Department of Energy and its
predecessor agencies since 1970. Here I give
examples of some technologies promoted by these
programs, explain why utilities are running such
programs, and mention other forces that affect

electricity use.
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Utilities run different kinds of DSM programs.

Early programs during the 1970s focused on
providing general information, primarily through
flyers, newspaper ads, and workshops. Then,
around 1980, utilities began to offer site-specific

information, in which a wutility staffer inspects the
customer’s facility (home, office building, or
factory) and offers specific suggestions along
with estimates of installation costs and savings for
each measure. Many utilities now help their
customers pay for the extra cost of energy-
efficiency measures through rebates or low-
interest loans. In some cases, it is cheaper (for

100
. a— Capital and operating
€ 80t -
o Electricity
7
S
€ sk
wimad
8 y
© wl
©
S
S
< 20
o l_ A 2 N 3
Incandescent Compact Light-
fluorescent emitting
diodes
70
60 |-
50 —\/\_\

Load (mw)
8
T

20
10 i~
period |y ’
0 l l |<—>|
0 6 12 18 24
Hour of the day

Numbers Two and Three, 1995

55







as of early 1994 show continued growth in DSM
spending and effects (see figure at top of p. 56).
Recently, many utilities have reduced their
planned DSM expenditures, and, to a lesser
extent, their planned energy and demand
reductions in response to growing competition in
the electricity industry. These data and projections
make two points. First, DSM is a nontrivial utility
activity that is having a measurable effect on
utility sales, demand, and revenues. Second, even
though DSM effects are increasing, DSM alone
will not meet the growing demand for electricity
in the United States. The nation will continue to
need new power plants, transmission lines, and
distribution systems.

These national figures mask substantial regional
variation in DSM activity. The majority of DSM
utilities are in seven states—California, Florida,
Massachusetts, North Carolina, New York,
Washington, and Wisconsin. The leading utilities
are concentrated along the east coast (especially
the Northeast), west coast, and upper Midwest. In
the Southeast, the Florida utilities, Duke Power (in
North and South Carolina), and Georgia Power
are among the leaders.

At first glance, it seems ridiculous for a
company to encourage its customers to use less of
its product. Does General Motors urge us to
carpool and keep our cars longer? Does Pizza Hut
tell us to eat more vegetables and fruits and avoid
faity cheeses and meats?

Electric utilities are different in three ways.
First, they are regulated monopolies. If you don’t
like Sony stereos, you can always buy from Zenith
or Panasonic. But if you don’t like your local
utility, you have to move outside its service area
to be able to buy electricity from another entity.
Because of utilities’ monopoly status, they are
regulated by state agencies, the public utility
commissions. Second, electricity is considered a
necessity “clothed with the public interest.” Third,
the production and transmission of electricity
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cause serious environmental problems, including
emissions of greenhouse gases.

Utility experience during the past several years
shows that DSM programs provide resources that
cost-effectively substitute for power plants. That
is, direct-load-control programs and interruptible
rates provide the same types of services that a
combustion turbine does but at lower cost.
Similarly, energy-efficiency programs are often
low-cost alternatives to the construction and
operation of baseload coal and nuclear plants.

The recognition that DSM is a “resource,”
analogous to power plants, led to a new way of
planning for electric utilities, called integrated
resource planning (IRP). IRP involves utility
consideration of a broad array of ways to meet
customer energy-service needs, rather than only
building and operating power plants. Utilities now
consider purchasing electricity from other utilities
and from nonutility entities, repowering and
extending the life of existing plants, DSM
programs, transmission and distribution
improvements, and pricing as alternative ways to
meet the growing demand for energy services.

Utilities and their regulators recognize also the
environmental benefits of DSM programs.
Because these nonpolluting programs substitute
for power plants, we can keep our homes and
offices cool in the summer and warm in the winter
with fewer air-pollution emissions. The bottom
figure on pg. 56 shows the direct and
environmental costs for three types of power
plants: a baseload coal plant, an intermediate
combined-cycle gas-fired plant, and a peaking
simple-cycle combustion turbine. The bottom
portion of each bar shows the direct economic
cost of building and operating each plant. The
upper two bars show the range of estimates of
damages caused by the air pollution produced by
these plants plus the damages associated with
carbon dioxide emissions. (I show a range
because there is considerable uncertainty about
the costs to society of power-plant emissions.)
DSM avoids these emissions. Therefore, it is
more cost effective than would appear from
consideration of the direct economic costs only.

In addition, utilities run DSM programs
because they and their regulators recognize that

57




58

ELECTRIC UTILITIES AND ENERGY EFFICIENCY

utilities can help overcome the market barriers
that keep customers, in all sectors of the economy,
from adopting what would otherwise be cost-
effective energy-efficiency measures (see table
below). For example, in tenant-occupied
buildings, the occupants have no incentive to
install efficiency measures because they don’t
own the building. The owner, on the other hand,
has no incentive to install such measures because
he doesn’t pay the utility
bills. Utilities can help cut
the “transaction costs”
associated with selecting and
installing suitable measures.
Utilities are well situated to
assist here because of their
long-standing relationships
and monthly contacts with
all customers. Utilities have
substantial technical
competence and are
generally regarded as reliable
sources of information. And
utilities have intimate
knowledge of electricity
consumption patterns and
trends and of the costs of
providing electrical services.

The U.S. electric sector
now accounts for 36% of
U.S. primary energy
consumption. This share is
increasing as our homes and
economy become more
electrified. Consider, for
example, the proliferation of
electricity-using office
equipment that barely existed
a decade ago, including
personal computers, printers,
modems, and fax machines.

A recent study for the Electric Power Rese:
Institute examined the various forces likely to
affect electricity use between 1990 and 2010.
primary factor that will increase electricity us
growth in population, households, businesses,
industry. In addition, changes in the structure
the economy (especially electrification of
industry) will also increase electricity use.
Offsetting some of this growth are normal ma
forces and government efficiency standards, a
well as utility DSM. Government standards h;
had substantial effects already. The efficiency
new refrigerators in 1993 was almost triple th
efficiency of new refrigerators sold in 1972. 1
addition, the fraction of new homes built in th
Pacific Northwest that meets the region’s Mo
Conservation Standards grew from about 5%
1984 to more than 90% a decade later.

What is the future for utility DSM program
Positive factors include the development and
commercialization of new technologies (inclu
those developed at ORNL) that provide imprc
services at lower cost, utility experience in
marketing such programs. and growing presst
to protect the environment and slow global
warming by limiting emissions from fossil-fu
plants. Offsetting these positive factors are
concerns that the actual performance of DSM
measures is generally less than engineers prec
and the effects of increasing competition in th
electric industry. Increasing competition is
driving down the cost of new supply options.
which makes DSM less cost effective and exe
strong pressure to keep retail prices low.

I think that DSM’s substantial benefits, bot
individual consumers and to society as a who
imply a bright future for energy efficiency. Ti
programs provide capacity and energy resourt
that can defer construction of new power plan
and transmission lines. They are cost effectivt
they improve environmental quality, and they
provide better customer service.
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resources. And, for countries lacking energy
resources, importing oil and other fuels is also a
major drain on foreign exchange reserves (the
amount earned on exports minus the amount spent
on imports).

The capital and foreign exchange required to
develop modern electric power sectors, of course,
compete with those same requirements in other
sectors of the economy. That is, the electric power
sector’s drain on scarce capital and foreign
exchange is exacerbated by the process of
economic development itself: The transition from
a self-sufficient, agriculturally based economy to a
more specialized urban one requires capital and
foreign exchange. Electric power is an important
factor in this development process, fueling
urbanization of an economy, its industrial growth,
and rising standards of living.

Environmental problems, such as higher levels
of carbon emissions that go along with economic
development, further increase the complexity of
electric-power decision making in developing
countries. For example. the agreement at the
United Nations Conference on Environment and
Development in June 1992 that all countries
should adopt programs to limit increases in
greenhouse gas emissions is an example of an
environmental obstacle to developing the power
sectors of many developing countries.

IRP of the type practiced in developed countries
is a management tool used to help reconcile
power-sector capital and foreign-exchange
requirements with the same requirements in the
general economy and with the need to meet
environmental regulations in producing electricity.
Concisely, IRP is a tool that allows electric
utilities to compare consistently the cost-
effectiveness of all resource alternatives on both
the demand and supply side, taking into account
their different financial, environmental. and
reliability characteristics. If applied properly, IRP
leads to the most cost-effective electric-power
resource mix, reducing the financial requirements
to satisfy electric-power service needs. IRP is
especially useful as a planning tool in growing
economies that have increasing electric-generating
capacity needs and, consequently, high power-
supply costs.
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In the IRP process, altering patterns and levels
of electricity demand and constructing
nontraditional generating plants (e.g., biofuel
combustion) are weighed as resource options on
an equal footing with traditional supply resources,
such as building conventional fossil-fuel
generating plants and extending the life of old
ones. Or. alternatively. the IRP process is a
combination of (1) traditional least-cost planning,
a process by which utilities minimize the cost of
generating a given amount of electricity. and
(2) demand-side planning. a process by which
utilities quantify and assess programs to alter the
pattern and level of their customers’ demand for
electricity. The goal of IRP is to provide
electricity at the lowest possible economic, social,
and environmental cost.

Demand-side planning is part of a dynamic
electric-utility planning process (as shown in
the figure on p. 62). This process includes
(1) motivating utilities to consider IRP, rather
than using traditional methods of energy supply
planning, (2) placing demand-side planning and
supply-side planning on an equal basis in the
planning process, and (3) implementing and
evaluating the most cost-effective mix of demand
and supply options. The process is dynamic not
only because planning by its very nature is
evolutionary but also, as shown in the figure,
because the performance of demand-side
management (DSM) programs and supply
alternatives has feedback effects on both the
process of selecting the programs and the way in
which they are implemented.

Besides regulatory factors, characteristics of
both a utility’s supply system and customer
demand influence the decision to engage in IRP.
For example, the types of generating units used
by electric utilities can be a motivating force to
engage in IRP. If a utility relies on fossil-fuel
units and fuel costs are rising, it may find IRP
attractive. On the demand side, utilities with low
load factors are more likely to seek ways to alter
demand patterns to shave peak load (maximum
daily demand for power) and forego the need to
build peaking capacity. Several powerful tools
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can accomplish changes in demand, including
setting cost-based electricity prices—prices
reflecting the actual costs of power used during
different times of day. The goal in all cases is to
find the mix of supply and demand resources that
lowers present and future costs.

When comparing resource options in the IRP
process, their varying characteristics complicate
the process. That is, although DSM programs and
supply resources have the common characteristic
of meeting future energy and capacity
requirements, they typically differ in reliability,
cost, and economic impact, including
considerations such as external costs (e.g.,
environmental degradation and injuries to
workers) and the value of service.

The final two sets of blocks on implementation
and evaluation in the figure are important. DSM
programs are implemented and evaluated in the
same way that supply resources are. That is, DSM
programs are treated parallel to the manner in
which a utility (1) chooses to build a power plant,
(2) constructs it, and (3) evaluates its
performance. The problem that many utilities in
developing countries confront in treating DSM
and supply resources in a parallel manner is the
lack of data on running DSM programs. The
technical savings of these programs are generally
well known. Information on the marketing side is
deficient; for example, the number of customers
using different types of electricity-using
equipment and the possible market penetration of
energy-efficient equipment are not well known.

China is a good example of a country in which
IRP could make a difference by reconciling
financial and environmental considerations in the
power sector. National electric-power capacity in
China is currently estimated to be 20% short of
requirements, stifling economic development and
growth. By 2000, authorities estimate that
$100 billion will be required to construct needed
generating capacity in an economy now growing
at a rate of more than 10% per year.

As an indication of the potential of IRP to
reduce the amount of funds required for the powe
sector in China, our group at ORNL applied IRP
principles to the power sector in Hainan Province
China, one of the most rapidly developing areas i
all of China. In 1988, Hainan Island off the
southeast coast of China was separated from
Guangdong Province, organized as a separate
province, and designated China’s fifth—and
largest—special economic zone (SEZ). SEZs are
areas designated to develop products to export as
part of China’s mixed development strategy.

In a prefeasibility study, we found that
electricity savings from implementing DSM
programs could be quite substantial. We estimate
that Hainan could cut as much as 80% of its 199:
peak electricity demand by 2000 by investing in
cost-effective DSM programs. Then we identifie:
economically attractive, environmentally benign
energy resources as alternatives to constructing
coal-fired power plants in Hainan.

An important potential cost-effective source o
savings is setting electricity prices that reflect the
real costs of producing and distributing power
during different hours of the day and days of the
week. To varying degrees, many countries use
electricity prices as an economic development
tool. As a matter of policy, they set prices below
costs to foster economic development, rather tha
at cost-based levels to reduce electricity demand
In the process, national governments subsidize
electricity production. China is no exception.
Changing these prices to reflect costs and,
therefore, lowering the demand for electricity is
an important alternative to constructing coal-fire
power plants in Hainan. Also, cost-based pricing
compares favorably with other technology-relate
DSM programs as alternatives to constructing
generating plants.

Another cost-effective alternative to
constructing power plants is to set more stringen
standards to ensure construction of energy-
efficient buildings in the three rapidly growing
cities of Haikou, Sanya, and Yang Pu. These
cities are currently experiencing a construction
boom that is expected to continue. Therefore, no
is a particularly favorable time to implement
standards that require insulation, energy-efficien
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atricia Hu and Jennifer Young, both of

JRNL’s Center for Transportation

Analysis, paint a foreboding picture of

on America’s crowded highways.

:ir work shows that rush hour has
become nearly an all-day affair, stretching from
dawn until dusk, with only a brief midmorning lull.

Their report, based on a U.S. Department of
Transportation survey of more than 21,000
households across the country, suggests a number
of reasons for this trend. More drivers are driving
more cars more often than ever before. More
women are working outside the home, and more
women are getting drivers’ licenses. Teenagers are
driving more too—nearly twice as much as they
did in the 1960s. Even retirement-aged folks are
getting in on the act, driving 40% more than they
did 25 years ago.

And society itself is changing: Referring to
urban sprawl, Hu says, “You can’t really compare
driving habits people had 30 years ago with the
way we drive today. Thirty years ago, people could
walk to the store, to school, even to work. Most of
us can’t do that anymore.”

Carmakers and policymakers have been taking
these trends into account for some time. So have
scientists, who see technology as the source of
solutions to the issues the travel boom has brought
about—issues such as increases in traffic
congestion, energy consumption, and emissions of
pollutants that may threaten personal health and
the global climate’s stability.

When materials researcher Geoff Wood
considers the range of transportation research
going on in Oak Ridge, he sees practically
unlimited potential. “We have tremendous
opportunities in transportation research,” he says,
“particularly in the area of passenger cars, if we
make the most of our resources.” Lighter, stronger,
and more durable materials, improved passenger
safety systems, more efficient engines, cleaner
burning fuels, and state-of-the-art manufacturing
technologies are just some of the areas where Oak
Ridge scientists are teaming up with researchers
from U.S. industry to develop vehicles for the next
century.

The transportation revolution that began almost
a century ago with Ford’s clattering Model T (and
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paved highways to drive it on) continues to
transform our lives. In 1905, there were only
200,000 cars and trucks in the entire world; today
there are 200 million automobiles in the United
States alone, and the number grows daily.
Although it has undoubtedly changed the world
for the better, the transportation revolution also
carries some heavy baggage—problems that
threaten present and future generations’ quality of
life. For one thing, as vehicles consume more than
60% of our petroleum, they are responsible for
more than 30% of the greenhouse gases produced
in the United States. Gases emitted by cars and
trucks can make the air we breathe unhealthy,
may damage the ozone layer that protects us from
ultraviolet light, and may eventually cause climate
changes that could upset our economy and
seriously restrict our standard of living. Regulated
pollutants—nitrogen oxides, carbon monoxide,
hydrocarbons, and particulates are known health
hazards. There is also the possibility—or what
many call the reality—that we will simply exhaust
ready supplies of the petroleum fuels that power
us down the pike.

To help solve these problems and help keep the
revolution rolling without derailing the economies
it has bolstered, ORNL has joined forces with
other laboratories, corporations, and universities.
In fact, transportation research in Oak Ridge is a
$100-million-a-year business, bringing together
world-class scientists with specialties from
advanced materials to communications
technologies to supercomputing. The goal is to
keep people in the driver’s seat of a transportation
system that will carry us, as well as our children
and grandchildren, through the next century.

ORNL is no stranger to transportation research,
having laid much of the groundwork for nuclear-
powered ships and submarines early in its history.
The Laboratory has conducted extensive studies
of the nation’s transportation systems over the last
two decades, and, most recently, developed the
computer software systems that the U.S. military
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converters and developing a lean-burn engine—
one that uses more air and less fuel. Third is the
magic formula: achieve three times the fuel
economy without giving up comfort or
performance, at an affordable price.

Today Laboratory researchers are attacking the
transportation problem on many fronts through
partnerships with others in academia, industry,
and government. The Partnership for a New
Generation of Vehicles involves several federal
agencies, including DOE, that have teamed up
with the “Big Three” automakers—General
Motors, Ford, and Chrysler—to rethink what
vehicles will need to be and do in the next
century. This partnership is developing
technologies to make a new generation of highly
efficient, safe, reliable, and environmentally
friendly cars. The ultimate goal of this initiative is
an affordable midsize car that gets 80 miles to the
gallon and emits significantly less pollution.

Toward this goal, ORNL researchers have
characterized and guided development of
ceramics and metal alloys for high-temperature
engines that run both cleaner and leaner. They
have worked with industry to develop advanced
piston engines and automotive gas turbines to
improve efficiency and reduce emissions (see the
sidebar “Ceramic Parts for Autos” on p. 72). They
have developed ways to raise the efficiency of car
air conditioners to improve fuel economy and
reduce emissions of greenhouse gases (see liquid
overfeed air conditioner sidebar on p. 70).
Researchers are also evaluating use of lighter-
weight structural materials in cars and aircraft—
aluminum. magnesium, and plastics—to improve
fuel efficiency and reduce greenhouse gas
emissions.

ORNL researchers are using massively parallel
supercomputers to improve the design,
manufacture, and fuel combustion efficiency of
future vehicles. They are using supercomputers to
simulate car crashes and assess the effect lighter
vehicle materials may have on a vehicle’s ability
to absorb energy and maintain passenger safety.
They are providing flywheel and power
electronics technology to an industry team
developing a “hybrid vehicle” powered by
gasoline and electricity. They are helping
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automotive suppliers use advanced manufacturing
techniques. They are identifying fast-growing
trees and grasses that can be converted to
alternative fuels such as ethanol.

As more and more traffic clogs our highways,
ORNL is working to unlock gridlock by helping
to develop smart-car technologies. Part of the
solution is evolution—adapting our current
transportation system to the demands of a new
century. ORNL researchers are developing on-
board traveler information displays, collecting
data for the design of crash avoidance systems,
and evaluating “smart” cars that converse with
central control computers about road conditions,
safety concerns, and the fastest way to get from
point A to point B. These developments won’t
just help Joe Commuter get to work on time—
they’ll also help travelers avoid traffic congestion
in places like Atlanta, Georgia, during the 1996
Summer Olympic Games.

The PNGV, sometimes called the Supercar
Initiative, is “one of the federal government’s
premiere ventures into cooperative civilian
technology development,” said John H. Gibbons,
President Clinton’s science adviser and a former
ORNL physicist, in a speech to Congress last
year. “In it, we are tackling a technological
challenge as tough as putting a man on the
moon—that is, to develop within 10 years a car
with three times the efficiency of today’s
automobiles with no sacrifice in cost, comfort, or
safety. If the project succeeds, the payoff to the
public will be huge in terms of less dependence
on foreign oil and lower emissions. The project
also holds the promise of an extremely attractive
car for world markets in the 21st century and a
thriving U.S. auto industry to produce them.”

Most vehicles use gasoline or diesel fuel, which
are made from petroleum. The United States now
imports close to half (45%) of its petroleum.
Reducing its dependence on foreign oil would
help the United States improve its trade imbalance
and ensure secure energy supplies. From a global
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fiberglass. Auto components targeted by ORNL
studies are steering mechanisms, suspension
systems, valves, structural components. and body
parts such as hoods, roofs, and doors. The goal is
to fabricate cars that are 40% lighter than today's
cars by using steel substitutes: a 10% reduction in
a vehicle’s mass increases fuel economy by up to
6%.

You can’t simply substitute for a material like
steel by making the same component out of
aluminum,” says Phil Sklad of the Metals and
Ceramics (M&C) Division. “You have to
compensate and make design changes to take
advantage of aluminum’s unique properties so that
the component works as well as the steel
counterpart.”

One concern is passenger safety in vehicles
made of lightweight materials. These vehicles
must be designed so that lightweight materials
will absorb energy as well as or better than steel
during collisions. Another concern is affordability.
The costs of the materials and the processes for
manufacturing vehicle components must be
competitive with steel.

To help meet these goals, ORNL is involved in
several cooperative research and development
agreements (CRADAs) with the U.S. Automotive
Materials Partnership. One CRADA involves a
study of the use of adhesives, rather than fasteners
and welds, to join materials such as aluminum to
steel or PMCs to aluminum. “Because adhesives
are a different joining technique, they will affect
how energy is absorbed by the vehicle under
different impacts,” Sklad says. “Computer models
of a car’s energy-absorption ability must take into
account the role of adhesives.”

Many automobile parts are made by forging—
forming a hot metal into desirable shapes by
compressing it. To reduce manufacturing costs,
another CRADA in which ORNL is involved is
examining casting, which is less expensive than
forging. Casting involves pouring a liquid metal
into a mold and letting it solidify into the desired
shape.

“The molded part must have certain properties,”
Sklad says. “These properties are related to certain
microstructures which can be attained if casting
conditions are properly controlled. Casting
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conditions include temperature of the liquid,
pouring speed, mold design, and solidification
rate. If these conditions are not right, the product
will contain defects such as pores that can lead to
cracking. We are trying to determine how
parameters in the casting process should be
controlled to achieve the desired microstructure
and properties.”

Jim Corum of ORNL’s Engineering
Technology Division is testing the durability of
polymer matrix composites that are candidates for
structural components of cars. PMCs are matted
fibers held together by a resin. The fibers provide
strength to the material, but they can break.
weakening the component.

“What happens to the material if an auto
worker drops a wrench on it or if a stone is kicked
up into it by a moving car or if oil or windshield
wiper fluid spills on it?"” Sklad asks. “Corum is
characterizing PMC samples, exposing them in
test rigs to impacts and various auto fluids, and
characterizing them again to see how much they
degrade.”

The High Temperature Materials Laboratory,
where much transportation-related research is
conducted, was built soon after work began on
ceramic materials for automotive gas turbines and
low heat rejection diesels in 1983. This jewel in
ORNL’s crown was made possible by DOE’s
renewed interest in developing highly efficient
and cleaner-running engines for automobiles.
These engines—gas turbines and diesel engines
for cars and trucks—would operate at
temperatures high enough to weaken metals used
in internal combustion engines; thus, research was
needed on how to form reliable engine parts from
ceramics. ceramic-metal composites. and high-
temperature alloys—materials that can withstand
the higher temperatures needed to extract more
energy from fuel and release less pollution. Thus,
DOE supported efforts at ORNL and elsewhere to
guide industry in developing reliable ceramic and
nickel-based components for high-temperature
engines and to develop low-cost methods of
manufacturing these engine parts.

One of these promising materials is silicon
nitride, the preferred material for components of
gas turbines because it is strong, hard, and
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and then rely on the model to fabricate the part in
a way that allows for the heat-treat distortions. “In
many cases,” Park says, “they might start out with
a part that appears to be out of specifications, but
conforms after heat treating.” Participants in the
CRADA include General Motors, Ford Motor
Company, the Torrington Company, the U.S.
Army, and Illinois Institute of Technology as well
as ORNL, Sandia National Laboratories, Los
Alamos National Laboratory, and Lawrence
Livermore National Laboratory. The CRADA is
managed by the National Center for
Manufacturing Sciences in Ann Arbor, Michigan.

In another development that promises to pay
dividends in the factory, a U.S. car manufacturer
(General Motors) has found that ORNL’s
modified nickel aluminide is more resistant to
cracking than the material now being used for
heat-treating trays in furnaces. According to
Vinod Sikka in the M&C Division, nickel
aluminide is not affected by exposure to oxygen
and carbon, and thus is more durable in those
high-temperature environments. These trays hold
automobile parts—valves, ball bearings, and
gears—that are hardened (to make them resistant
to wear) by heating them in a carbon atmosphere.
Longer-lasting nickel aluminide furnace
components could save the company a
considerable sum of money.

For materials researcher Geoff Wood, one of
the keys to reaching ORNL’s potential in
transportation research is the Oak Ridge Centers
for Manufacturing Technology, which could help
clear a middle ground between the drawing board
and the marketplace, enabling industry to explore
the potential of new products and technologies
more completely.

“These projects are working within a long time
frame,” Wood says. “For example, the auto
companies would like to develop a process that
would allow them to efficiently assemble the
entire structure of a car—chassis, body panels,
and so on—out of only six to ten composite
pieces.”

The challenge facing Wood and his colleagues
isn’t just how to make a car out of a half dozen or
so pieces of polymer-matrix composite
components. It’s how to turn them out fast enough
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to match the industry’s production line rate. That
means figuring out how to make a part out of fibers
and liquid resin and get it onto the assembly line in
less than 5 minutes.

“The four basic steps in this process,”says
Wood, “are loading the mold with fibers, injecting
the resin, allowing the panel to harden, and
removing it from the mold. The curing and
removing steps aren’t a big concern at this point.
The areas we need to work on are creating and
loading the fiber preform and injecting the resin.

“The first step is packing the fibers into the
preform. Right now, this takes on the order of 5
minutes. Once the mold is loaded, we inject the
resin—that’s what holds all the fibers together. It’s
important that the resin completely saturates all of
the fibers in the preform because the bonding
between the fibers and the resin provides the
strength of the vehicle. Pumping the resin into a
thin mold that is tightly packed with fibers can take
up to about 5 minutes. We’'re working on ways of
reducing that to a half minute or so.”

Of course, 5 minutes here and 5 minutes there
begins to add up, particularly for a group aiming to
put a part on the assembly line in under 5 minutes.
However, says Wood, “These two processes are
usually done in parallel—someone is filling molds
with fiber on one machine while someone else is
injecting them with resin on another. We’ll meet
the industry’s goal—it’s just a matter of time.
We’re down to 8 or 10 minutes for the whole
process now.”

In the past, Wood notes, transportation research
projects were sponsored by a number of different
groups that didn’t talk to each other much. Now the
U.S. automotive industry is becoming more
focused and beginning to speak with one voice.
“All the major components of any transportation
system—materials, propulsion, and fuels—are
here. Now that we’re all working toward a common
goal, progress can be made much more quickly.”

Dick Ziegler, manager of ORNL’s Advanced
Automotive Technology Program, recently spent a
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year in ORNL’s Washington, D.C., office doing
what he could to “make it happen™ for the
Partnership for a New Generation of Vehicles.
Before that, he helped guide the Lightweight
Materials Program through the early stages of its
collaboration with industry. The automakers had
already made huge investments in developing new
materials for lighter, more-efficient autos. The
hangup, the ORNL group found, was that a lack
of knowledge of how these new materials
performed during production was slowing their
implementation. The manufacturers had lots of
experience in forming steel, but more exotic
alloys were uncharted territory.

“The automakers identified material
performance modeling and process modeling as
critical needs to allow them to determine, without
many years of testing, how to design and produce
cars with new, different materials,” Ziegler said.
In other words, if a car door is stamped out of a
new alloy, will it spring back into a shape within
specifications? Trial and error production is too
costly for the car business.

“All of this must be known four to five years
prior to new model introduction, and little or no
risk can be taken in light of the severe
consequences of failure,” Ziegler said. ORNL’s
computer modeling could give the industry
helpful information on crash effects, weight
minimization, tool design and limitations,
durability, and finished costs. *“We are helping in
ways that may be too costly or risky for them to
do.” he said.

In 1992 ORNL hosted an industry workshop
that identifed a wide range of material and process
interests in the industries. Those processes
focused on forming, joining, alloy development,
and finishing technology for high-strength steel,
aluminum, and magnesium. Because of the
automobile industry’s raw material and
production costs, ultralight vehicles are years
away. New materials, fabrication processes, and
knowledge are required to make it a reality.
ORNL’s best contributions may be through its
materials development and computer modeling
capabilities.

In addition to predicting how new materials
will adapt to manufacturing, ORNL’s

supercomputers—primarily the Intel Paragon
S 150—are also being used for tasks such as
modeling combustion processes in automobil:
Perhaps the most visually stimulating work h:
been produced when the Paragon is used to
predict how cars behave when they slam into
other or into other objects.

Describing work being done by Srdan
Simunovic of the M&C Division, Thomas
Zacharia leafs through computer-generated
images of a Ford Taurus colliding with a
telephone pole. “You see these areas here anc
here,” he says, pointing to crushed areas betw
the car’s engine and front bumper. “These are
crumple zones. Each time you crumple some!
you absorb some of the force of the impact, s
force is transferred to the passengers.”

Not too long ago. solving design and
manufacturing problems was a matter of trial
error. Car designs were tested by crashing
specially built and instrumented cars into
obstacles and studying the results. This was r
only expensive—about a million dollars per
crash—but it was also time-consuming. It toc
months to thoroughly test a design—inevitab
increasing the time it took to get new produc!
market. In the last few years, however,
supercomputers have shouldered much of thi
load by providing detailed computer models
collisions. The idea is to crunch numbers, no
to get the answer. This alternative has turned
to be considerably cheaper than crash-testing
until recently. it still took 6 weeks to simulat
single crash on a conventional Cray
supercomputer.

“Today.” Zacharia says, “a single set of
analyses takes a few days to a few weeks on
standard supercomputers. Using parallel
supercomputing technology, we’re working «
bringing that down to a few hours. Calculatic
that used to take 48 hours, we can do in 2, ar
we're well on our way to doing it in minutes

Instead of using a single microprocessor, ¢
“brain,” to solve a problem one step at a tim¢
parallel supercomputers use hundreds or eve
thousands of smaller brains to break a proble
into pieces and solve them all at once.
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“We’re one of the few groups in the country
putting together high-performance parallel
computers with manufacturing sector
applications,” says Zacharia, who originally
headed up ORNL’s effort to apply
supercomputing to automotive design. Using the
Intel Paragon XP/S 150 supercomputer, a half-
dozen crash scenarios can be modeled at once, in
hours instead of days or weeks, helping designers
to explore a range of alternatives to optimize the
use of lightweight materials.

“Modeling on the parallel computer not only
promises to combine the advantages of new
lightweight materials with the safety of today’s
vehicles,” says Zacharia. “but it should also knock
weeks off overall vehicle development time.” This
head start helps get new designs off the drawing
board and on the market sooner and for less
money—and gives U.S. auto manufacturers a
jump on the competition.

Efficient cars stalled in heavy traffic lose their
efficiency. They burn more fuel and pollute more
than they should. How bad has traffic congestion
in America become?

As described at the beginning of this article,
ORNL Center for Transportation Analysis
researchers Patricia Hu and Jennifer Young gather
statistics that tell of a day-long urban traffic jam
where pedestrians have become about as obsolete
as the horse. They published their analysis of
findings from a U.S. Department of
Transportation (DOT) survey in the 1990
Nationwide Personal Transportation Survev. DOT
collected data for a 1995 study, Hu says, and she’s
pretty confident that the number of cars and
drivers on the road will show a continued
increase.

Hu and Young’s report brings to the surface a
number of interesting developments in the
activities of American drivers, and in American
culture itself. The rate of increase in the number
of U.S. licensed drivers from 1983 to 1990, for
instance, was double the rate of population
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growth. The high rate is attributed to more women
in the work force and more women who drive. The
surge in traffic between the morning and afternoon
rush hours, Hu says, is partly the result of an aging
population—out in the noonday sun to avoid the
rush hours. These same retirees have driven all their
lives and have seen American culture become
centered largely around the automobile. They've
seen the corner grocery and hardware stores
virtually disappear, replaced by superstores almost
inaccessible to the foot traveler.

In the face of a never-ending rush hour, rising
gasoline taxes, and a growing hole in the planet’s
ozone layer, you'd think the public would be
clamoring for greater access to transportation
alternatives, such as buses and trains. “We asked
people about that,” says Hu. “They’d still rather use
their cars—it’s more convenient.”

Traffic is already unacceptably clogged in many
U.S. cities. although devoting land and resources to
building new highways is increasingly difficult.
Adding one lane of interstate highway can cost $30
million per mile in an urban area and $10 million in
the country. As a result of the increased number of
vehicles on the highway. roads and bridges are
deteriorating fast. energy and time are wasted. more
carbon dioxide and pollutants are needlessly
discharged to the air, and more accidents occur,
causing property damage, injuries, and deaths.
Mishaps kill 40,000 Americans a year; property
losses cost $350 billion a year. Overall, a
dilapidated highway system jammed with traffic
could ultimately stall economic growth and curb
U.S. competitiveness.

“We see three primary consequences of increased
travel,” Hu said. “They are more air pollution, more
congestion, and more demand for imported oil,
which threatens our national energy security. All of
the transportation activities at ORNL—from
lightweight materials to intelligent vehicles—
address this human behavior by coming up with
technologies to deal with those consequences.”

Will telecommuting—working at home and
communicating with the office by computer—cut
down on traffic congestion? David Greene, Ed
Hillsman, and Amy Wolfe in ORNL’s Energy
Division developed a computer model to study this
question. (continued on p. 82)
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“We found that telecommuters will drive fewer
vehicle miles, reducing fuel consumption and
reducing congestion,” Greene says. “Remaining
traffic would move more efficiently, further
cutting fuel consumption. However, reduced
congestion might induce drivers who normally
avoid heavy traffic to use highways more during
the day, increasing fuel consumption. Because
telecommuting allows people to live and work
farther apart, increased urban sprawl could result,
increasing driving distances and fuel
consumption. On balance, telecommuting appears
to provide significant reductions in fuel
consumption, thus decreasing emissions of carbon
dioxide.”

Telecommunications technology, particularly
the broadband information highway, could further
reduce fuel consumption, Greene says. “People
will drive less if they rely on the information
highway to do their shopping and banking, to pay
their bills, to send their letters, and to provide
education and medical advice.”

Tight budgets and land-use restrictions mean
that we can’t just keep building more highways to
accommodate the growing number of cars. Is
there a technological fix to move traffic more
efficiently and safely? Is there a solution to the
traffic congestion problem?

State and local governments, national
laboratories, universities, the transportation
industries, and companies that were defense
contractors during the Cold War have teamed to
work on constructing the Intelligent
Transportation System (ITS) under the leadership
of the U.S. Department of Transportation. Smart
cars and smart highways are now technologically
feasible because of recent advances in computing,
communication, display, and sensing
technologies.

“One of ORNL’s greatest successes has been
our work with the ITS,” Honea says. “Our
involvement has grown from a few hundred
thousand dollars worth of research to nearly $20

million in 1995. This is an area of research that
isn’t going away. It is estimated that, in the long
term, the technology that will make for safer,
more-efficient highways will be a $300 billion-
dollar investment, most of which will be
shouldered by the private sector.

“In addition to making our highways safer,”
Honea says, “ORNL is a partner in improving the
safety of the cars we drive. We are doing research
in car crash avoidance that will contribute to the
design of crash avoidance systems.”

When ORNL researchers first got involved with
the ITS program, the only thing they had to worry
about was the simulation of traffic flow on
highway networks. Today the ITS program looks
at virtually all aspects of applying advanced
technology to transportation systems, including
safety, navigation, congestion, and environmental
impacts. “We have broadened our horizons
somewhat,” program director Ajay Rathi notes
wryly.

Building on their experience with modeling
traffic flow, ORNL researchers’ ITS traffic
research is spread over 20 different projects. Their
studies range from mathematically modeling an
ITS system to developing the electronics and other
technologies that will make intelligent vehicles
and highways a reality.

“Probably our most important project right now
is the Real-Time Dynamic Traffic Assignment
Model,” Rathi says. “Eventually, the system will
consist of a network of traffic sensors around a
metropolitan area, for example, that communicates
with a central traffic computer. Electronic
information from on-the-road sensors will be
supplemented with information on what traffic is
usually like this time of day and instantaneous
updates from drivers calling in on cellular phones.
Vehicles will be equipped with an on-board
navigator that will gamer up-to-the minute traffic
information from the central system on alternative
routes, the time a certain route is likely to take,
and ‘forecasts’ of expected traffic conditions. This
effort will involve hundreds of miles of roads and
thousands of vehicles. It may well stretch the
limits of computing and mathematical modeling.”
Over the next 5 years, ORNL’s job is to
demonstrate the model under real-world
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operational conditions in Atlanta and beyond to
provide real-time route guidance to drivers.

Another project of Rathi’s group is working
with the Federal Emergency Management Agency
to develop software to model emergency
evacuations. This simulation is designed to help
planners cope with the overwhelming number of
variables that come into play during an
evacuation.

“Ideally, people either leave town in their cars
or stay where they are and put on protective
equipment,” says Rathi. “But things aren’t usually
that simple. Variables such as reaction time,
number of people being evacuated, the types of
vehicles they’re driving, the area of the
evacuation, destinations of the evacuated, human
behavior, traffic flow, and other parameters are
being considered in the simulation.”

The Cognitive Systems and Human Factors
Group of the Intelligent Systems Section within
ORNL’s Computer Science and Mathematics
Division is developing an Advanced Traveler
Information System. The group, led by Bill Knee,
takes a broader view of transportation safety.
Using technology originally developed by the
U.S. military for helicopter navigation, the system
alerts drivers to potential traffic hazards and
slowdowns on the way to their destination and
suggests the quickest ways around them.

This high-tech road map is scheduled to be up
and running in time for the 1996 Summer
Olympic Games in Atlanta. Part of the system will
be set up in traveler information displays at
Atlanta’s airport, hotels, malls, and Olympic
village. These displays will supply travelers with a
schedule of Olympics events of the day and
recommendations on the quickest route to these

events and the best places to park.
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vehicles and will offer five levels of information,
ranging from simple warnings, such as
“construction ahead,” to an electronic road map
showing the location of the vehicle, areas of
traffic congestion en route to its destination, and
suggested alternative routes. “The navigation
display can really be valuable to the driver,” says
Richard Carter, a staff psychologist in the group.
“It gives you an up-to-date, blow-by-blow
description of what’s going on down the road, so
you don’t end up stuck in traffic.”

Carter has high hopes for the system. “We are
using the most sophisticated technology available
to reduce traffic congestion and move people to
their destinations.™ he says. “All of the displays
will communicate with a traffic control center,
which will process a constant stream of data from
road-based traffic sensors around Atlanta and
from the Global Positioning System satellite
overhead.” The result will be unprecedented: an
up-to-the-minute traffic advisory, custom-tailored
to the traveler’s location and destination.

“It’s the least we can do,” says Carter. “The
world is coming to visit.”

Recently. the Cognitive Systems and Human
Factors Group arrived at functional requirements
for an In-Vehicle Signing system to be developed
for the Federal Highway Administration. An In-
Vehicle Signing system will bring information
from roadway signs, signals, and pavement
markings into the vehicle and present it to the

driver. By
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As homes and commercial buildings age, their
roofs often begin to leak. When a roof is 15 to 20
years old, a typical building owner will have it
replaced. But, is a costly replacement of a roof
needed so soon? Not always, say researchers at
ORNL’s Buildings Technology Center.

The researchers are finding ways to dry a wet
roof and extend its life by five years at one-third
the cost of replacing it. They also are identifying
methods of building new low-sloped roofs that
dry easily and can be re-covered to make them
last longer. These techniques, they say, will save
energy and money.

BTC researchers David Kyle and Andre
Desjarlais have written an Assessment of
Technologies for Constructing Self-Drying Low-
Slope Roofs, which evaluates currently available
techniques for removing water from flat roofs.
According to Tom Smith, director of the National
Roofing Contractors’ Association, this report has
been cited by roofing contractors as “one of the
most important reports . . . to come out in the last
five years.”

Traditionally, after 15 years of use, an old roof
assembly is torn from the metal deck and replaced
at a cost of about $9.00 per square foot. Adding to
the expense is the cost of landfill disposal of the
large volume of old roof parts, including asphalt,
foam, and asbestos, which are no longer classified
as a single construction waste.

To reduce the cost of roof repair to one-third
that of the traditional tear-off approach, more and
more building owners are asking roofers to dry
out their roof insulation and cover it with a new
top layer. BTC researchers say this approach
offers benefits to consumers and the country.

“An increase in roof service life of 5 years in
the United States should reduce the cost of
roofing by 21%, saving the country $2.5 billion a
year and cutting by 25% the landfill waste from
roofing, which currently represents almost 4% of
the total volume of solid wastes in the United
States,” says Jeff Christian, manager of ORNL’s
Buildings Envelope Research Center. “This
savings is possible if roofers could dry out and re-
cover old roofs and build new self-drying roofs
that can be safely re-covered later.”
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Starting from the bottom up, a typical roof
comprises a corrugated metal deck, two layers of
foam insulation, and a membrane made of sheet
rubber or plies of felts mopped together with
asphalt. Water eventually enters gaps in the roof
assembly, leading to its deterioration. As the
moisture accumulates, metal fasteners may
corrode, the ability of roof insulation to keep out
heat may decrease by as much as 40%, and
dripping water may enter building interiors,
causing damage and motivating owners to
consider roof repair.

How can an old roof be dried most rapidly
before covering it with a new membrane? ORNL
researchers and their industry partners at the
Buildings Technology Center have identified
effective ways to reduce and prevent moisture
accumulation in roofs.

“We are studying moisture and heat flow in
low-slope roofs to learn how to make them last
longer,” Christian says. “To determine the best
alternative solutions for roof repair, we have
combined field diagnostics, laboratory
experiments, computer modeling, and assessments
of available techniques for drying out roofs.”

Researchers have found some special materials,

called vapor retarders, that block the flow of water
into a roof assembly. Other materials absorb water

as liquid and release it downward as vapor. When
this vapor reaches the building interior, it can be
removed by air conditioning.

BTC researchers Christian, Desjarlais, and Phil
Childs in collaboration with Dow Corning
researchers are demonstrating “downward drying”
in Building 2518, which is home to ORNL’s Plant
and Equipment Division. Using infrared cameras
and neutron sources, they found that 40% of the
insulation in the 27-year-old roof was saturated
with water.

They repaired the leaks and increased the roof’s
insulating ability from R-2 to R-13 by spraying
the roof with polyurethane foam. Before
reroofing, holes were drilled in the metal deck and

vapor retarder to let vapor from the insulation pass

through the roof deck below. In this way, the wet
insulation dried out.

In the summer the large difference in the
pressure of vapor in the roof and in the air-
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conditioned space inside forces the vapor down
into the building, where it is removed by air
conditioning. The roof”s outer membrane was
covered with white granules (donated by 3M
Corporation) that reflect sunlight more effectively
than typical black roofs, reducing the air-
conditioning load on the building.

The researchers removed wet roof samples
from Building 2518 and thermally tested them in
the Large-Scale Climate Simulator while
weighing them on “load cells.” The Large-Scale
Climate Simulator was programmed to reproduce
summer outdoor weather conditions. They
measured loss of moisture mass over time,
confirming downward drying.

They also conducted neutron gauge surveys of
the moisture content in the Building 2518 roof to

. . d
Metal decking with
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Underlay as possible
second wicking layer

Insulation board (absorptive

Wicking layer
Closed-cell insulation

Membrane

measure vapor losses. They sent sample materials
to the National Institute of Standards and
Technology to measure their vapor permeability
and capillarity. Based on periodic data obtained,
they modeled the roof system on the computer so
they could predict how fast the roof will dry out.
By not replacing the roof at Building 2518 by
the typical procurement process and by having
Dow Corning re-cover the roof as part of its
contribution under a cooperative research and
development agreement, the Buildings
Technology Center effort saved ORNL $250,000
in roof replacement and disposal costs. Based on
computer modeling of energy use before and after
the roof work, the researchers found that the
installed insulation and reflective granule reduced
heating costs by 42.5% and cooling costs by
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conservation measures for a typical
meteorological year.

“After the conservation measures were
installed.” McLain says, “the United Unions
building used 37% less energy per year than it did
before. The savings in energy costs totaled
$163.,000 per year, or 35% of the original building
energy cost. This savings would cover the cost of
the installed measures in 4.3 years.”

Half of the savings was the result of the light-
fixture changes. The other half was from HVAC
system improvements.

“The newly installed computerized energy
management and control system, while convenient
for building operators. did not contribute much to
energy savings,” McLain says. “because the
operators were already doing a good job with
manual controls.™

At ORNL. a building energy conservation
experiment was carried out at the Energy Division
Office Building (Building 3147). “In this
building,” MacDonald says, “‘new fixtures have
fewer ballasts and fewer but more efficient lamps
than the old fixtures. This change reduced the total
amount of light by about 50% based on the fact
that the building had more lighting than DOE
standards allow. The electricity used for lighting
was reduced by 70%. and total electricity use for
this all-electric building decreased by almost 30%.
However, lighting quality appears about equal to
previous conditions.”

In another study. MacDonald found that
Commonwealth Electric. an electric utility in
Massachusetts, saved energy in a demand-side
management (DSM) program by giving tenants
and owners of commercial buildings financial
incentives to install more-efficient lighting.

“Throughout their history, utility DSM
programs have saved a total of only about 0.3% of
the energy used by residential and commercial
buildings in the United States.” he says. “Utilities
are more strongly motivated by the potential to cut
peak demands for electricity to reduce the need
for costly new power plants and the associated
financial risk.

“To achieve substantial savings, the United
States needs a program 10 times larger than the
collection of current DSM programs. An
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infrastructure of partnerships is needed to make it
easier and more attractive for owners of
commercial buildings, especially the large ones,
to alter and maintain their buildings to save
energy. Such an infrastructure is now being
developed through the Rebuild America
initiative.”

In October 1993, President Clinton’s Climate
Change Action Plan was initiated in response to
the Earth Summit in June 1992 in Brazil, which
drew representatives from more than 200
countries. The plan’s first item of action is the
“Rebuild America™ initiative, because energy use
in buildings accounts for about 36% of the carbon
dioxide emissions produced in the United States.
These emissions could contribute strongly to
global warming.

BTC’s Existing Buildings Research Group was
one of the original participants in formulating the
Rebuild America initiative. Much of the input
came from ORNL's Bill Mixon (now retired) and
Mike MacDonald. ORNL is now developing a
handbook for Rebuild America “partners,” in
collaboration with other national laboratories and
private organizations.

“Rebuild America,” MacDonald says, “will
involve partnerships of state and local
governments and others who will deal with
engineering firms, financial companies, and
commercial building owners. The partnerships
will help get financing for installing energy
conservation measures in commercial and
multifamily buildings.”

Six partners were selected by DOE for financial
assistance in the first round of partner selection.
These six partners have goals of retrofitting 200
million square feet of commercial and multifamily
buildings to save over 0.5 billion kilowatt hours
per year of electricity and over 0.01 quadrillion
British thermal units per year of natural gas.

In short. Rebuild America will make
institutional arrangements to deploy existing
energy-efficiency technologies in commercial and
multifamily buildings. These measures can save
significant amounts of energy and money and
help protect the environment.
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it may become a target for future phaseout
because it contributes to global warming,
although much less so than CFCs. In that event,
its likely replacement will be a hydrocarbon such
as isobutane or propane. These natural
refrigerants will have to be “engineered around”
in a new refrigerator design because they are
flammable. Thus, their widespread use may slow
global warming but raise the risk of house fires.

Home refrigerators are a significant user of
world electricity; hundreds of millions are
currently in use, and 58 million new units are
manufactured worldwide each year. In the United
States, refrigeration systems (including air
conditioners and heat pumps) account for 41% of
the energy consumed by residential and
commercial buildings. The buildings sector
requires about 36% of the energy used in the
United States. If no improvements are made,
energy use in the buildings sector is projected to
climb 37%—from 29 quads (quadrillion British
thermal units) today to 40 quads—by 2010.

The goal of the Department of Energy’s
Refrigeration Systems Program, in which
ORNL’s Buildings Technology Center (BTC)
plays a large role, is to develop and market
advanced refrigeration systems to reduce the
projected energy consumption in U.S. buildings
by 10% in 2010. There are several reasons for the
current energy reduction goal. They include
saving money, reducing reliance on imported oil,
and helping utilities avoid risky capital
investments in new power plants to meet
escalating demands for electricity during certain
times of day.

The most compelling reason to curb demand
for electricity is to slow global warming. Fossil
fuels used for electricity production are a large
source of atmospheric carbon dioxide, a
greenhouse gas that may alter the climate. Energy
use in buildings accounts for 36% of carbon
dioxide emissions produced in the United States,
suggesting that buildings may have a significant
impact on outdoor as well as indoor
environments.

ORNL has been heavily involved in the
refrigerator redesign efforts of the past two
decades. Today the Laboratory has the largest and
most comprehensive refrigerator-freezer research
program supported by DOE. ORNL has the
expertise and experience to help meet the
challenge of increasing energy efficiency of
refrigeration. Since 1977, ORNL’s contributions
to developments of commercial refrigerator-
freezers and other refrigeration equipment include

* Design of more-efficient refrigerator,
refrigerator compressor, and supermarket
refrigeration systems through collaboration with
subcontractor firms;

» Improvement of a computer model of a
refrigerator developed by an ORNL
subcontractor that is still being used to design
energy-efficent refrigerators, including single-
door models being built and sold in India;

* Identification of a refrigerant blend that is
ozone safe and of a new refrigerator design that
allows the blend to be used without loss of
energy efficiency; and

» Introduction of a computer model that allows
engineers to optimize heat-exchanger designs
rapidly to produce efficient appliances.

BTC is now working on developing a highly
energy-efficient refrigerator-freezer that uses an
efficient and environmentally acceptable
refrigerant and insulation. This work is being done
under cooperative research and development
agreements (CRADAs) with the largest
manufacturers in the refrigeration industry.

ORNL also will play a role in DOE’s latest
effort to save energy. In addition to developing
new highly efficient refrigerators, DOE seeks to
help industry sell existing energy-efficient
refrigeration equipment.

Among the researchers who have led the more
recent developments in BTC’s $1-million-a-year
refrigeration research program are Van Baxter,
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Phil Fairchild, Steve Fischer, Patrick Hughes,

Keith Rice, Jim Sand, John Tomlinson, and Ed
Vineyard, all of the Energy Division, and Tom
Kollie, Ron Graves, and Ken Wilkes, all of the
Metals and Ceramics Division. Several of these
researchers have been influential in their fields.

In three of the past five years, Sand and
Vineyard have won American Society of Heating,
Refrigerating, and Air-Conditioning Engineers
(ASHRAE) technical paper awards; the award
recognizes the best papers presented at the annual
meetings of the international organization.
Vineyard has participated on technical panels for
ASHRAE, the Super Efficient Refrigerator
Program of the Consortium for Energy Efficiency,
the Association of Home Appliance
Manufacturers (AHAM), and the United Nations
Environmental Programme (which in 1991 and
1994 produced Technical Progress on Protecting
the Ozone Layer, to which he contributed a
chapter). Sand is a member of an advisory
committee for the Materials Compatibility and
Lubricant Research program of the Air-
Conditioning and Refrigeration Institute (ARI),
which sponsors research aimed at solving the
equipment problems resulting from the use of
alternative refrigerants. He also was a panelist for
a February 10, 1994, video conference on CFC
refrigerant recovery and replacement, which was
broadcast by satellite to a wide regional audience
in the Southeast.

Baxter was the recipient of ASHRAE’s 1982
Willis H. Carrier Award. Fairchild, who helped
establish ORNL’s research program on CFC
alternative refrigerants, is an adviser to ARI’s
Research and Technology Committee; in 1987 he
gave testimony at U.S. Senate Joint Subcommittee
Hearings on Stratospheric Ozone Protection and
Substitutes for Ozone-Depleting Chemicals.
These and other ORNL researchers have also
helped steer the refrigeration industry in a new
direction through their work as influential
members of ASHRAE's Refrigeration Technical
Advisory Committee.
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In 1977, ORNL engineers led by Virgil Haynes
in the Energy Division were asked by DOE’s
predecessor agency to work with subcontractor
firms to develop a more efficient refrigerator.
Funds received by ORNL paid for the work of
subcontractors selected by the Laboratory.

In one project, ORNL engineers worked with
engineers from Amana, a refrigerator
manufacturer, to develop a more efficient
refrigerator-freezer. To help them, they used a
computer mode] of a refrigerator developed in
1977 by Arthur D. Little, Inc., under an ORNL
subcontract. Amana performed field tests of
different models of refrigerators to determine
which ones were most efficient. ORNL provided
technical guidance and expertise for all this work.

The engineers focused on vapor-compression
refrigeration. In this device, a refrigerant under
low pressure is evaporated in a coiled pipe called
an evaporator. To get energy to evaporate, the
refrigerant pulls heat away from the refrigerator
compartment, chilling it to the desired
temperature. A compressor draws away the
evaporated refrigerant, compresses the vapor, and
passes it to a condenser, where it gives off the heat
it had absorbed to the kitchen air. The increased
pressure and loss of heat forces the refrigerant to
condense into a liquid. The liquid refrigerant is
expanded to the lower pressure, reducing its
temperature, and then is returned to the
evaporator. Throughout these cycles, a thermostat
regulates the temperature inside the refrigerator by
switching the compressor on and off.

To design a more efficient refrigerator, Amana
and ORNL engineers decided to increase the
insulation thickness in the refrigerator’s walls
from 1/2 inch to 2 inches, install an anti-sweat
switch, move the fan to a better location, improve
compressor efficiency, and increase heat
exchanger areas. They elected to have two
evaporators instead of one—one evaporator for
maintaining freezer temperature at 0-5°F and the
other for holding the refrigerator at 40°F for fresh
food. Because electric heaters are used for
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defrosting, they decided to save additional energy
by setting the refrigerator-freezer for automatic
defrost every 4 days instead of every 18 hours.

The collaborating engineers showed that
refrigerator efficiency could be increased by these
changes. Although these changes would raise the
cost of the appliance, they argued that the
difference could be made up by reduced long-
term operational costs through decreased use of
electricity.

Amana built and sold a more efficient
refrigerator that incorporated these changes. “Its
major features were a delayed defrost, increased
insulation, and a dual evaporator,” says Sand.
“But it was on the market for only a few years
because it had some moisture problems in the
fresh food compartment.”

However, the refrigerator model developed
under ORNL subcontract and later improved and
validated by ORNL researchers is still in use
today. It will be used by Indian manufacturers to
develop more-efficient single-door refrigerators
for India. ORNL is assisting the effort to develop
more-efficient but affordable appliances in India
and China through a DOE program called
Assisting Deployment of Energy Practices and
Technologies (ADEPT). For the Indian project,
BTC evaluated the energy performance of
refrigerators made by five different Indian
companies and suggested design changes to
improve their efficiency. Improved efficiency is
deemed necessary to keep demand for electricity
under control in a country that lacks resources for
adding power plants. The demand for power will
rise because the portion of the population that
uses refrigerators is expected to increase from 6%
now to nearly 60% by 2010.

In a November 17, 1994, letter to DOE
officials, Tom Wilbanks, corporate fellow in
ORNL’s Energy Division, wrote: “Quite clearly,
the ADEPT project is viewed as a major success
in India—a model of bilateral cooperation.
Besides leading to a new joint venture between
Amana and Voltas, it is credited with encouraging
Whirlpool’s entry into the Indian market
(purchasing Frigidaire’s share in Kelvinator-
India). The results of ORNL'’s tests of five Indian
home refrigerators have led directly to a decision

by the Bureau of Indian Standards to [tighten] the
voluntary efficiency standard for Indian
refrigerators. . . . In addition, the Indian Institute
of Technology (IIT) has added an environmental
chamber to its refrigeration R&D lab as a direct
result of [an IIT professor’s] participation in the
April 1994 workshop in Oak Ridge and his
observation of ORNL’s testing approaches.”

A related project in the late 1970s that was an
unusually big success was the development of a
more efficient refrigerator compressor by
engineers from industry. ORNL was technical
monitor for this project with Columbus Products,
which later became White Westinghouse and then
Americold Compressor Company. In 1981, the
subcontractor, by incorporating design changes to
the motor, suction muffler, and compressor valve
assembly, developed a compressor that uses 44%
less energy than conventional units of the same
size. The compressor is part of product lines of
Americold Compressor and Frigidaire. This
compressor technology has helped reduce annual
refrigerator energy use from 1500 kilowatt hours
(kwh) to 900 kwh per year in 1990. Between 1980
and 1990, according to DOE, the energy-efficient
refrigerator compressors saved U.S. consumers
$6 billion in energy costs. The more efficient
compressor is one of three achievements cited as
“notable successes” in DOE’s 1991 Refrigeration
Systems Program Summary report, and it was
recently awarded a DOE Pioneer Award.

Another ORNL-led project that received a
DOE Pioneer Award resulted from a collaboration
of the Laboratory’s Energy Division and Foster-
Miller Associates (FMA), H. E. Butt Grocery, and
Friedrich Commercial Refrigeration. The project
goal was to reduce electricity consumption in
supermarket refrigeration systems, which use
nearly 2% of the electricity consumed in the
United States. The research led to improvements
in refrigeration systems that cut energy use in U.S.
supermarkets by 30%, reducing energy bills by
about $4 billion since the mid-1980s. About 80%
of supermarkets now use the advanced system.

An improved microprocessor controller that
modulates the compressor capacity to meet
changing refrigeration loads accounted for about
half of the efficiency gain. The remaining
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In June 1992, the international Earth Summit
meeting was held in Brazil. Concemns about
global warming were strongly expressed, and the
United States was urged to reduce its emissions of
carbon dioxide. The U.S. pledge to restrict carbon
dioxide emissions through increased energy
efficiency and other measures was formulated in
President Clinton’s Climate Change Action Plan
of 1993. This plan exerts additional pressure on
the refrigeration industry to design, manufacture,
and market energy-efficient appliances that use
environmentally acceptable refrigerants and
insulations. In addition, the Energy Policy Act of
1992—1legislation passed by Congress that was
based on information gathered for DOE’s
National Energy Strategy—gives DOE the
authority and responsibility to pursue energy
efficiency actively.

The problem is that CFCs contribute not only to
ozone depletion but also to global warming. In
fact, their contribution to global warming is
second only to that of carbon dioxide, which
accounts for 80% of greenhouse gas emissions in
the United States. However, replacing CFCs with
ozone-friendly compounds such as
hydrochlorofluorocarbons (HCFCs) and
hydrofluorocarbons (HFCs) would still affect
global warming. HCFCs and HFCs are also
greenhouse gases, but their direct impact on
global warming is much smaller than that of
CFCs. However, widespread use of some CFC
alternatives in refrigeration systems would result
in larger consumption of electricity from fossil
fuel plants. Thus, emissions of carbon dioxide
would increase, speeding up global warming.
Clearly, the substitute refrigerants would have an
indirect impact (energy-related) as well as a direct
impact (emission-related) on global warming. The
combined effect is called the total equivalent
warming impact (TEWI).

The concept of TEWI and of indirect and direct
effects of greenhouse gases on global warming
was developed by Steve Fischer, Patrick Hughes,
and Phil Fairchild, all of ORNL’s Energy

Division, and analysts from Arthur D. Little, Inc.,
for the first CRADA at the Laboratory. The
agreement involved ORNL and the Alternative
Fluorocarbons Environmental Acceptability
Study, a consortium of 12 of the world’s largest
producers of fluorocarbons. The work was started
in December 1990 and completed in December
1991 with the publication of Energy and Global
Warming Impacts of CFC Alternative
Technologies.

Under the CRADA, ORNL evaluated the
relative performance, subsequent carbon dioxide
emissions, and net global climate change potential
of CFC alternatives in building energy-related
applications. ORNL investigated alternative
refrigerants; insulation materials and systems; and
advanced refrigeration, air-conditioning, and
heating technologies. Consortium members
contributed technical expertise on refrigerant
alternatives. The CRADA was extended and a
second report was issued in December 1994. The
extension focused on investigating several
alternative technologies to fluorocarbon-based
vapor-compression refrigeration.

“The direct effect on global warming of a
refrigerant leaking from refrigerators is less than
the indirect effect on global warming of carbon
dioxide from their energy use,” Sand says. “For
leaking automobile air conditioners, the direct
effect of the leaks on global warming is larger
than the indirect effect of burning gasoline. But
for refrigerators the indirect effect of consuming
electricity inefficiently from fossil fuel plants is
much larger than the direct effect of refrigerant
leaks. So, for environmental reasons, emphasis
should be placed on improving energy efficiency
of refrigerators to reduce carbon dioxide releases.”

In 1990, ORNL researchers tested DuPont
refrigerant blends proposed as substitutes for
R-12, the commonly used refrigerant that contains
CFCs. They identified an HCFC blend of R-22/
R-152a/R-124 as an ozone-friendly chemical that
could be even more energy efficient than the
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in agreement. The differences observed guided
the researchers in improving the model.

Partly as a result of the influence of ORNL
researchers Sand and Vineyard on AHAM’s
Refrigeration Technical Advisory Committee, the
refrigeration industry adopted R-134a as the
refrigerant of the future.

“ Just as you must switch from an internal
combustion engine to a diesel engine if you want
to use diesel fuel instead of gasoline,” Sand says,
“we found that the refrigerator design had to be
changed to use R-134a as a refrigerant.”

“It is not easy to change from a refrigerant used
for 40 years,” Vineyard says. “To use 134a, the
refrigerator had to be redesigned in a short time
because after 1995 it will be illegal to build a
refrigerator that uses only R-12 because this
refrigerant will be phased out.”

“We faced several complications in the rush to
redesign the refrigerator for the new refrigerant,”
Sand says. “For example, we learned that the
conventionally used lubricating oil is not
compatible with 134a. So we tried a different oil.
But we found out that this oil dissolves insulation
for the compressor motor, causing it to burn out.
So we tried a different oil, but it plugged up the
expansion valve. As you can see, the ripple effect
of one change necessitates a cascade of changes
that jacks up the cost of the refrigerator.”

Because of these problems, DOE and the Air-
Conditioning and Refrigeration Technology
Institute are jointly funding research to determine
the compatibility of structural materials and
lubricants with refrigerants being considered as
replacements for restricted CFC compounds.

“Some environmentalists complain that the
refrigeration industry is slow to manufacture
environmentally sound refrigerators,” Sand says,
“but the reason for the delay is that it takes time
to develop and test a system that accommodates a
change in refrigerants. If enough time is not taken
to conduct tests, a financial disaster could occur.
Recently, a leading manufacturer of refrigerators
lost almost a billion dollars replacing damaged
refrigerators. For these new models, the company
had decided to use a new compressor design. But
the new compressors failed in consumers’ homes

after a few weeks of operation, so the company
lost a considerable amount of money.”

HFCs such as R-134a have been favored over
CFCs because they are less of a threat to the
ozone layer. However, HFCs have since fallen
into disfavor in some quarters because they are
greenhouse gases that have long atmospheric
lifetimes. R-134a absorbs infrared radiation
emitted by the earth’s surface in the spectrum not
absorbed by other gases.

“The ultimate refrigerant of the future,” Sand
says, “could be hydrocarbons like isobutane or
propane if HFCs fall victim to global warming
concerns. Hydrocarbons are 4 to 5% more
efficient than R-12, they don’t destroy the ozone
layer, and they don’t contribute to global
warming. Isobutane is a propellant used to replace
CFCs in spray cans, and propane is found in crude
petroleum and natural gas. European refrigerator
manufacturers are now switching to
hydrocarbons.”

“Hydrocarbon refrigerants have one problem,”
Vineyard says. “They are flammable. That’s why
hydrocarbons, which are natural refrigerants, were
not originally selected for electric refrigerators.
Vendors will have to deal with lawsuits that may
arise from expected increases in refrigerator-
related house fires. They will have to worry about
the risk of fire in factories that store hydrocarbon
refrigerants and in hydrocarbon tanks in trucks
used by refrigerator service people. To reduce the
fire risk to homeowners, we will have to engineer
around such refrigerants and keep them
hermetically sealed. But there will always be a
small risk that they could leak out into defroster
heaters or catch electrical sparks and ignite. We
hope to study these problems for the
Environmental Protection Agency.”

R-11, an insulation blowing agent that contains
CFCs, was once used to blow polyurethane foam
into refrigerators. Now HCFC-141b, which
contains chlorine, is used as the common blowing
agent; the problem with it is that chlorine can
attack the ozone layer. Today the goal is to
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manufacturer. The goal is to develop the most
energy-efficient unit using advanced door gaskets
(with better seals to reduce energy losses).
improved defrost, advanced insulation, and a
different evaporator-compressor-condenser cycle.

ORNL research has had an impact on the
development of more-efficient heating and cooling
equipment as well as refrigerators. This equipment
includes gas-fired and electric-driven heat pumps.

In the 1980s, C. Keith Rice together with Steve
Fischer and other staff in ORNL’s Energy
Division developed a computer model that has
become a valuable tool for heat pump designers.
The model allows designers to determine the
effects of newly designed individual system
components on performance of new heat pump
and air-conditioner designs. The ORNL computer
code has been widely used by U.S. manufacturers
to design highly efficient air-to-air heat pumps and
air conditioners. The Trane Company uses the
model together with its own expert system to cut
component design time by 75%. According to
DOE, application of this model has contributed to
the development of heat pump systems that use
20% less energy than conventional systems. This
development is another of the three achievements
cited as “notable successes” in DOE’s 1991
Refrigeration Systems Program Summary report.

ORNL also manages a program for DOE that
has guided industry in producing more-efficient
heating and cooling equipment. A new technology
that doubles the efficiency of gas heating—a gas-
fired heat pump called the GAX system—has been
developed. ORNL engineers are working with a
leading company and gas utilities to market this
technology (see the following article).

Developing highly efficient appliances is not
the only way to reduce appliances’ use of energy.
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Another way is to increase sales of appliances
already on the market that are “energy savers.”
These include $1200 refrigerators that will save
buyers $1200 over 10 years in electricity costs.

“DOE is focusing more on helping vendors sell
their efficient appliances than on developing new
ones,” Sand says. “This is the softer side of DOE.
It is selling the sizzle rather than the steak.”

“The DOE sticker will be on future appliances
to lend credibility to vendors’ claims that energy
savings from a product will eventually pay for its
initial cost,” Vineyard says. “Because DOE has
name recognition and a reputation for energy
expertise, appliance vendors want DOE’s name
on their efficient products to help them sell. DOE
wants to help the vendors because it knows that
convincing consumers to replace yesterday’s
inefficient appliances with today’s more efficient
ones will save energy.”

The DOE sticker will also be useful to
salesmen and customers. It will help them identify
the high-efficiency appliances for which some
electric utilities give rebates.

The refrigerator of the future will likely also
bear a DOE sticker because it will use half as
much energy as today’s refrigerator. Saving
energy benefits many groups. Consumers enjoy
lower electricity bills and may use their savings to
buy other products, stimulating the economy.
Commercial and industrial firms using more-
efficient refrigeration equipment may use their
savings to hire more workers. Electric utilities
may be able to avoid building new power plants.
The nation has less of a need to rely on imported
oil for electricity production. And,
environmentalists and policymakers have less
concern that refrigerators will contribute to
thinning of the ozone layer and to global
warming. In short, the refrigerator of the future
will be environmentally acceptable. It is hoped
that it will keep our food cold without making the
globe too warm.












Abdi Zaltash and Delmar Fraysier, both of
Energy Division, are investigating advanced
absorption fluids that work better than water with
ammonia or lithium bromide. Much of the magic
in cooling with gas lies in better refrigerant and
absorbent combinations. “One issue for large
commercial chillers is developing additives that
accelerate heat and mass transfer,” DeVault says.
“Also, with the triple effect, corrosion caused by
the high temperatures is a factor.”

Bill Miller of the Energy Division has
investigated lithium bromide and water falling-
film absorption systems for several years. His
original research, which featured a vertical
column, concentrated on quantifying heat and
mass transfer that occurred in a falling-film
absorber. Although falling-film absorption
systems have been used for decades, most designs
ignored mass transfer—data for heat- and mass-
transfer modeling were not available. The Gas
Research Institute, the sponsor, was impressed
enough with ORNL’s work to fund studies toward
industrial applications—double- and triple-effect
chillers. As a result, the tall vertical absorption
column, designed to be compact enough for
residential use, took on a more conventional
horizontal layout.

That work has been successful; Jerry Atchley
and Miller have characterized 12 different tube
surfaces for a falling-film absorber system. Two
of the surfaces, donated by Wolverine Tube, Inc.,
improve performance comparable to alcohol
additives. “Alcohol in small amounts will double
performance, but it is difficult to control in these

Numbers Two and Three, 1995

triple-effect, high-temperature systems,” Miller
says. “Advanced surfaces would eliminate design
problems with alcohol and would improve system
reliability.”

Why has the Thermally Activated Heat Pump
Program become so heavily involved with the
HVAC industry? As DeVault explains, one reason
is the Energy Policy Act of 1992, which
authorizes labs to work with industry and requires
programs to be cost-shared, “which industry has
been willing to do.” Working with industry adds
the aspects of demonstration and
commercialization to R&D.

Another reason could be global
competitiveness. Japanese makers now dominate
the world market for large commercial absorption
chillers. Although the double-effect chillers were
pioneered in the United States, the U.S. makers
were slow to manufacture them, and now most of
the double-effect chillers made by U.S. companies
are licensed Japanese technologies. The triple-
effect chiller could give the United States a jump
in the global market.

The environmental benefits are important.
More efficiency means reduced energy
consumption and related emissions. Natural gas is
our “cleanest” fossil fuel, and instead of using
ozone-depleting refrigerants, absorption chillers
use natural refrigerants—ammonia or water. In
most cases, especially compared with natural gas
furnaces or coal-fired electric generating plants,
they will substantially reduce carbon dioxide and
nitrous oxide emissions to the atmosphere.
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Leggett was recognized as the Author
of the Year for his paper “An Age-
Specific Kinetic Model of Lead
Metabolism in Humans,” which
describes a new, detailed pharmaco-
dynamic model for lead that unifies
experimental, occupational, and
environmental data on the toxin.
Lowndes was recognized as Scientist of
the Year for the discovery of a pulsed-
laser method for growth of compound
semiconductor thin-films and
heterostructures with doping and
continuously variable composition.
Other Energy Systems employees who
won top honors were Alex Riedy,
recognized as Manager of the Year for
his leadership of Project Sapphire, a
mission to prepare and undertake the
safe packaging and transfer of highly
enriched uranium from Kazakhstan to
to the Oak Ridge Y-12 Plant; and
Dennis Cope, who won the Operational
Improvement Award for leadership of
the Pond Waste Management Project,
under which the repackaging of 33,000
steel drums was completed three
months ahead of the approved schedule
and six months ahead of the original
schedule submitted to the Tennessee
Department of Environment and
Conservation. Other ORNL employees
recognized at Energy Systems’ Awards
Night for their outstanding
achievements are listed below with their
citations.

Operations and Support Awards for
direct provision of exceptional
administrative, technical or operational
services in support of the missions and
programs of Energy Systems were
given to Kathleen R. Ambrose
(ORNL) for outstanding leadership in
establishing goals for and in
management of the ORNL Animal Care
and Use Committee, ensuring that
ORNL life sciences research meets all
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required guidelines; Sylvia Hurt
Arow, Lynn D. Duncan, Kathy
Johnson, David R. Rupert, and Judy
Trimble for empowering themselves
and producing the manager’s handbook
Employee Development—Focus on the
Future; Shih-Jung Chang, R. Dowe
Dabbs, James D. Freels, Peter C.
Hambaugh III, and Charles T.
Ramsey for superb work on the design
and fabrication of new fuel racks for
the High Flux Isotope Reactor;
Manuel G. Gillispie for exceptional
dedication to photographic excellence
for Energy Systems customers; Phyllis
Green for outstanding organization of
the Historically Black Colleges and
Universities Workshop on the Physics
of Materials and Materials Science and
for working to improve workforce
diversity in the Solid State Division;
Marilyn S. Hendricks for providing
exemplary support to Environment,
Safety and Health in the areas of
environmental protection,
environmental compliance, and waste
management; H. Gerald Hodge for
distinguished service and leadership in
providing quality care for
indispensable research animals;
Sharron Parrish King for
accomplishments associated with
managing the Solid State Division’s
computer system and for developing
unique computer software for data
acquisition and control of neutron
scattering spectrometers; Karen B.
Lee for assuming senior secretarial
responsibilities for two ORNL
directorates and organizing the offices
to allow for overhead reduction while
providing extraordinary support;
Kenneth E. Long and Carlie E. Miles
for outstanding efforts and exhibition
of team spirit during the Oak Ridge
Research Reactor pipe bypass project;
Susan R. C. Michaud and Randali B.
Ogle for reducing the Metals and

Ceramics Division’s hazardous waste by
90% by applying Total Quality
Management and sound business
decision-making principles; Shirley
North for continued and extraordinary
effort in the administration of the
Industrial Energy Efficiency Materials
Program for the Metals and Ceramics
Division; Donna L. Slagle for
exemplary financial management and
contributions to the overall operation of
the Metals and Ceramics Division; Fred
Smith for superior performance in
organizing and implementing the
Environmental Safety and Health and
quality functions in the Chemical and
Analytical Sciences Division; Carol E.
Stewart for excellent leadership and
dedication in providing administrative
support to the Chemical Technology
Division; Christine A. Valentine for
outstanding innovation and initiative in
meeting the Energy Secretary’s goal of
cutting CRADA approval time by more
than one-half; and Mark C. Vance for
developing and implementing an
effective quality assurance program for
ORNL’s Metals and Ceramics Division,
a large and complex research and
development organization.

Management Achievement Awards
for management contributions to the
activities of Energy Systems by ORNL
employees went to Jerry L.
Hammontree for successfully directing
the Plant and Equipment Division using
cost-effective, customer-oriented
techniques; and Michael A. Karnitz for
developing a $50 million lead role for
ORNL in the Materials/Manufacturing
for the Advanced Turbine Systems
Program.

Technical Achievement Awards for
excellence of employee contributions of
a technical nature to the activities of
Energy Systems went to Lawrence F.
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Allard and Ted Nolan for significant
accomplishments in making ORNL the
nation’s leading laboratory in electron
holography for materials research; Don
Bible and Robert J. Lauf for
developing the Variable Frequency
Microwave Furnace and successfully
transferring the technology to industry;
John E. Bigelow for 29 years of
excellent coordination and leadership
of the national program for
transuranium element isotope
production; Lynn A. Boatner and
Brian C. Sales for the discovery and
development of two new families of
high-durability glasses for glass-to-
metal seal and optical applications;
Katherine T. Cain for helping to
develop more than 300 translocation
stocks that are providing the basis for
cloning genes of significance to human
health; Harold Davis for significant
contributions to the theory and
application of low-energy electron
diffraction for determining the atomic
structure of the surface and near-
surface region; Walderico M.
Generoso for mechanistic and
imaginative approaches to research on
chromosome aberrations and
developmental effects that have
resulted in numerous exciting
discoveries; Guy D. Griffin and Isidor
Sauers for sustained performance in
the study of the physical, chemical, and
biological properties of gas dielectrics;
Gerald R. Hadder for developing an
innovative and practical method for
calculating cost-effective NOx
emission reduction standards; William
Hamilton and John B. Hayter for
small-angle neutron measurements of
shear-induced hexagonal ordering
observed in viscoelastic fluid flow past
a surface; Fred C. Hartman and Mark
Harpel for seminal studies of the
structure-function relationships of
D-ribulose-1-5, bisphosphate
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carboxylase/oxygenase, the life-giving
enzyme; Steven Paul Hirshman and
Deok Kyo Lee for a paper exhibiting a
remarkable combination of theoretical
elan and thoughtful focus on the
question of using plasma theory to
make practical contributions to the
understanding of plasma physics
experiments; Michael Huston for the
first demonstrated linkage between
global patterns of biodiversity and
global patterns of economic
development; Philip M. Jardine for
sustained integration of field- and
laboratory-scale studies with theoretical
concepts to advance the understanding
of nutrient cycling and contaminant
mobility in unsaturated, heterogeneous
soil systems; John K. Jordan for
effectively designing and developing
software and using it as a significant
contribution to project successes;
Milind N. Kunchur, David Christen,
and Charles E. Klabunde for
experimental research demonstrating
the fundamental balance between the
kinetic energy of an electric current and
the condensation of a high-temperature
superconductor; .~ T n ~ "for
sustained, exemplary performance and
substantial contributions toward
establishing ORNL’s power electronics
program; Edward A. Lazarus for
pioneering work in testing the limits of
fusion plasmas: Rich Leggett, for a
paper providing new insight into the
movement and effects of lead in humans
of all ages; Douglas H. Lowndes for
discovery of a pulsed-laser method for
growth of compound semiconductor
thin-films and heterostructures with
doping and continuously variable
composition; Chris Luck for
significant contributions to the
successful development of thin-film
rechargeable lithium batteries; Rodney
McKee, Lynn A. Boatner, Gerald E.
Jellison Jr., and Eliot D. Specht for a

paper that brings forward an entirely
new and fundamental approach to th
growth of a whole class of thin-film
oxides; April D. McMillan for
sustained, creative contributions
supporting microwave processing an
electronic materials development an¢
for dedicated efforts in transferring t
technologies to industry; David H.
Smith for sustained contributions to
progress in analytical inorganic mass
spectrometry; Audrey Stevens for tt
discovery of enzymes involved in
messenger RNA turnover and
elucidation of their roles in regulatin
cell growth; Jonathan Woodward f
paper describing a novel, energy-sav
and environmentally friendly methoc
for recycling waste paper with
significant cost savings and
implications for the pulp and paper
industry; and Thomas Zacharia for
outstanding advances in applying
massively parallel computing to the
modeling of material processing and
behavior.

Community Service Awards for
outstanding and noteworthy
performance by Energy Systems
employees engaged in voluntary
activities that provide significant ber
to the community went to Diana Ga
Cooper for notable contributions to
community and individuals of Ander
County by providing guidance, traini
and leadership to the young, enablin;
them to become better citizens; Sanc
Guinn for recognition of two decade
of dedicated service at the Recording
for the Blind for visually handicappe
and dyslexic students; and Thomas |
Row for outstanding contributions o:
time and talent to Habitat for Human
United Way, and other worthwhile
institutions to improve the quality of
life for many people in the communi
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TECHNICAL HIGHLIGHTS

ORNL researchers have found a way to turn a
pollutant into a useful product. The pollutant is
sulfur dioxide from coal-fired steam power plants
(which helps cause acid rain), and the product is
elemental sulfur. Their biological process could
save energy while reducing pollution and waste.

Eric Kaufman, a researcher at the
Bioprocessing Research and Development Center
in ORNL’s Chemical Technology Division, and
P. T. Selvaraj, a postdoctoral scientist at the
center, are using bacteria to convert sulfur dioxide
and other sulfur oxide products into hydrogen
sulfide, which they then convert chemically or
biologically into elemental sulfur. They have also
found that these bacteria can live off sewage,
making the process economical.

Sulfur, a natural component of coal that is
released to the air as sulfur dioxide when coal is
burned, is the largest-selling element in the United
States. It is used to make the largest-selling
commodity chemical—sulfuric acid, which is
essential to the manufacture of plastics, fertilizers,
and other products.

“A 500-megawatt coal-fired power plant that
burns coal that is 3.5% sulfur with no sulfur
dioxide control,” Kaufman says, “has the potential
of releasing up to 360 metric tons of sulfuric acid
per day.” Sulfuric acid, a component of acid rain,
is formed in the atmosphere when sulfur dioxide
reacts with moisture there.

American utilities must comply with
increasingly stringent requirements to reduce
emissions of sulfur dioxide to the atmosphere.
These requirements are being phased in under the
Clean Air Act Amendments of 1990 to protect the
public from this air pollutant, which can cause
potentially fatal respiratory ilinesses, and to
reduce acid precipitation, which can slow the
growth of forests and fish populations.

Utilities can meet these requirements in several
ways. They can burn lower sulfur coal or they can
treat flue gas containing sulfur dioxide as it is
produced at coal power plants. The treatment is

called flue gas desulfurization (FGD) beca
removes sulfur from the gas.

In the more commonly used treatment, ¢
limestone-forced oxidation, the sulfur diox
the gas is passed through a slurry of water
limestone (calcium carbonate). The reactio
the product calcium sulfate, commonly kn
gypsum.

Although this FGD waste gypsum is use:
wallboard in Japan, in the United States it
compete economically with mined gypsurr
1% is used for cement and building materi
this country, most gypsum—some 20 milli
a year—is buried or stacked in landfills.

A second, emerging flue gas treatment i
use of regenerable sorbents. Here, sulfur d
is absorbed onto a catalyst and then is free
generate a concentrated sulfur dioxide stre
This stream is run through a hydrotreatmer
process, which requires methane and wate;
hydrogen to sulfur dioxide. Hydrogen sulf:
formed in the hydrotreating process is ther
combined with additional sulfur dioxide in
plant to produce elemental sulfur.

To conduct their bioprocessing experim
Kaufman and Selvaraj introduced into a ve
glass cylinder, or bioreactor, two types of
bacteria—sulfate-reducing bacteria (SRBs
cannot tolerate oxygen, and heterotrophs, '
remove oxygen to help the SRBs survive. "
bacteria are fed a sewage digest that provi
bacteria with carbon, their main food sour

“Use of pretreated sewage as the source
carbon makes this process economical,” K
says. “Without this approach, we’d have tc
expensive organic acids to serve as the foc
source for the bacteria.”

In the bioreactor, gelatin-like beads con
SRBs are suspended in sewage media thro
which sulfur dioxide flows. The SRBs con
sulfur dioxide into hydrogen sulfide.

“We got the idea that SRBs can also bre
down the sulfate in calcium sulfate, which
gypsum,” Kaufman says. “Gypsum is
accumnulating at many coal-fired steam pla
an end product of flue gas desulfurization.
dissolving the gypsum in water or sewage
we can make a slurry that can be passed tt
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“This experiment,” Bamberger concludes,
“showed that, by a simple reaction with a common
gas, an inexpensive material could be converted
into an industrial product of potential high value.”

—~Carolyn Krause

Many cannabis gardens, from which the illegal
drug marijuana is obtained, can be spotted by
inspectors on the ground or in airplanes. But some
cannabis gardens escape optical detection because
they are planted beneath a dense canopy of foliage
in such areas as national forests.

Scientists at ORNL may have a solution to this
problem. In work sponsored by DOE and the U.S.
Forestry Service, they have developed an
advanced method for detecting hidden cannabis
gardens. Their method “sniffs” trace vapors from
the pot smoker’s plant.

The detection method uses a portable ion-trap
mass spectrometer and personal computer, called
a Multi-Threat Analyzer (MTA). In a field test in
the summer of 1994 at a legal cannabis garden
grown by the U.S. government for evaluation of
detection technologies, ORNL researchers
demonstrated that the MTA can detect and
analyze trace levels of airborne organic vapors
from mature cannabis plants under normal
growing conditions.

“The field test was very successful,” says
Marcus Wise, an MTA developer and scientist in
ORNL’s Chemical and Analytical Sciences
Division. “The MTA detected a wide range of
volatile organic compounds of various molecular
weights.

“It appears that the higher-molecular-weight
compounds—hydrocarbons called terpenes that
are found in oils, resins, and balsams—may be
unique enough to the cannabis plant to be used as
a signature for detection.”

In the test, Wise says, the MTA was operated in
the field to determine if it could detect organic
vapors from the cannabis plant in real time. Also,
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vapor samples were collected on sorbent tubes and
later analyzed in the laboratory.

The data collected and displayed as spectra by
the MTA indicated that the organic compounds in
the vapors were related to terpene. These findings
at the garden site were confirmed in the laboratory
by gas chromatography and mass spectrometry of
the sorbent tube samples.

“When we operated the MTA in a conventional
mode at the garden,” Wise says, “we found we
could detect several molecules of organic
compounds for every billion molecules of air in
our samples. Newer ion traps, which can be
operated in an advanced mode, will allow us to
detect organic compounds at levels lower than one
part per billion in air as they are emitted from
cannabis plants.”

“Work is scheduled to continue on this project,”
Wise says, “The plan is to optimize MTA
operating conditions for maximum sensitivity and
to survey other vegetation for the presence of the
target terpenes.”

In the late 1980s, Wise, Michelle Buchanan,
and Mike Guerin, then of ORNL’s Analytical
Chemistry Division, developed new sample-
handling equipment and computer software to
enable an ion-trap mass spectrometer to sample
and monitor air directly. Today this system can
detect and measure trace levels of organic
compounds in air, water, soil, and body fluid
samples within minutes.

Participants in the marijuana research include
Wise from the Instrumentation Group; Jan Ma
from the Analytical Methods Group; and Rob
Smith from the Environmental Monitoring Group,
all in ORNL’s Chemical and Analytical Sciences
Division.

—Carolyn Krause

Iron filings—the materials students sprinkle on
paper above a magnet to see signs of a magnetic
field—can also be used to clean up groundwater












In 1990 ORNL became DOE’s lead national
laboratory to assist in management of the national
EMF program. ORNL also conducts technical
workshops, assembles and distributes packets of
information, and reviews results of DOE-funded
research on EMF bioeffects. ORNL is responsible
for ensuring the quality of research at universities
and other government laboratories under the DOE
program. Clay Easterly of the Health Sciences
Research Division and Paul Gailey of the Energy
Division both worked on a report on EMFs for the
Environmental Protection Agency, focusing on
epidemiological studies, risk assessment, and
policy analysis. The report concluded that EMFs
may cause subtle biological effects, but added that
it is not yet clear that EMFs pose a health risk.

The theory that EMFs cause biological effects
such as cancer is controversial for three reasons,
says Gailey, a physicist.

“First, some epidemiological studies of various
populations, beginning with a study in 1979, have
shown a trend toward a higher incidence of cancer
for people living near power lines,” he notes. “But
this correlation has not always been observed in
studies of exposed populations.

“Second, no physical mechanism has been
proposed to adequately explain reactions of
biological tissue to weak electromagnetic fields in
the environment. A theoretical problem is sorting
out the effects of these environmental EMFs from
the influence of the body’s own electrical fields
from nerve signals and background noise from the
earth’s geomagnetic field.

“Third, subtle EMF effects have been detected
in cells such as changes in the flow of ions and
increases in the proliferation of a line of cancer
cells. But these effects have not been replicated
consistently. That’s why the government is
supporting four EMF replication facilities.”

The other three EMF bioeffects facilities are a
Food and Drug Administration laboratory in
Rockville, Maryland; a National Institute for
Occupational Safety and Health laboratory in
Cincinnati, Ohio; and DOE’s Pacific Northwest
Laboratory in Richland, Washington. The results
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of the experiments from these facilities will be
used for a risk assessment to be completed by
1997 as mandated by the National Energy Policy
Act of 1992. The assessment will be prepared by
DOE and the National Institute of Environmental
Health Sciences.

Startup funds for EMF research at ORNL came
from an internal source: the Laboratory Directed
Research and Development Fund. Later, DOE
contributed $75,000 to purchase and install the
EMF exposure system.

The facility consists of two exposure chambers,
each containing a box for cell and tissue samples
surrounded by a coil. When the coil is electrified,
it produces an electromagnetic field. A computer
operates the whole system, turning on one coil but
not the other for each study. Researchers do not
know which sample is exposed to the EMF until
after the data are analyzed, preventing them from
being biased in interpreting results. After they
have analyzed the data, the computer tells them
which of the two samples was exposed to EMFs.

The blind cell culture experiments at the facility
are being conducted by biologist Guy Griffin of
the Health Sciences Research Division; Gailey
and Griffin will analyze the results. The first
experiment used genetically engineered breast
cells that emit light when exposed to estrogen-like
compounds. The researchers searched for possible
effects of EMFs on breast cells by measuring the
cells’ dim light emissions. The researchers will
also try to replicate the results of a study that
suggests that EMFs cause abnormal nerve cell
growth.

Gailey says that many schools are built near
power lines because land next to power corridors
tends to be inexpensive. Some worried parents, he
adds, take their children out of neighborhood
schools near power lines and drive them farther
away to a different school. “The safety risk of
driving the extra distance each day is measurable,”
he says, “but the hypothetical health risks of
EMFs are not. The decision to change schools is
difficult to justify based on current scientific
information.” —Carolyn Krause
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R&D UPDATES

ORNL’s new Science and Technology
Partnership Office has opened. The building,
located near ORNL’s East Portal, houses offices
of the ORNL technology transfer and user center
programs. Full-time staff in the new facility total
20. Guest researchers and foreign nationals
working at ORNL will also use the facility as an
access point.

Louise Dunlap, director of the Office of
Science and Technology Partnerships, said the
new facility will bring together technology
transfer functions into a central location that will
enable the office to serve both its internal and
external customers more efficiently.

“Both the user center and guest research
programs attract large numbers of scientists to the
Lab,” Dunlap says. “We have about 4000 guest
researchers here annually, or about 1500 FTEs
(full-time equivalents). These researchers enhance
our scientific staff. Our new center will make the
Laboratory more accessible to them.”

The Energy Research Laboratory Technology
Applications Program, which is managed by Tom
Rosseel through the partnership office, is a major
resource for technology transfer programs at the
Laboratory. In addition to cooperative research
and development agreements (CRADAs), this
program includes personnel exchanges,
technology maturation, and technical assistance
projects.

This program also provides funding and
leadership for such broad efforts as the American
Textile Initiative (AMTEX), a CRADA program
involving the American textile industry and 10
DOE laboratories, including ORNL.

The user center program, which encompasses
11 facilities at ORNL and one at the Oak Ridge
Y-12 Plant, attracts both academic and industrial
users. About 300 universities and private firms
have active user agreements.

The Minority and Small Business Office
headed by Will Minter will also be located in the
new facility. This group informs small and

minority businesses of opportunities to work with
ORNL staff and facilitates such interactions.
—Fred Strohl

Reaching once again into their treasure trove of
genetic information and selectively bred mouse
stocks, researchers in ORNL’s Biology Division
are now helping to uncover the genetic roots of
alcoholism. Working in collaboration with a
research team at the University of Colorado at
Boulder, genetics researcher Dabney Johnson and
her associates are investigating one of at least
eight genes believed to play a role in determining
whether mice develop a condition similar to
human alcoholism.

Johnson and her group were brought into the
study when University of Colorado researchers
found that the gene they were looking for was
located in a region of a chromosome that has been
extensively studied at ORNL since 1947. The
ORNL studies had examined chromosomes from
which small pieces had been knocked out, or
“deleted,” by exposure of mouse sperm to
radiation.

“The gene we are looking for is located near tht
albino gene, a defective form of the gene that
controls the amount of pigment in skin and hair,”
says Johnson. “Because the effect of having or no
having the albino gene is obvious to the naked
eye, it was one of the focal points of early genetic
research at ORNL. As a result, we have mice with
about 50 different deletions around the albino
locus.”

Traditional research into inheritance patterns
concentrates on studying traits that are determinec
by a single gene—like extra fingers. In these
situations, if one parent carries the gene for extra
fingers, a dominant gene, their child has one
chance in two of having the trait. If both parents
carry the gene, the child’s chances of having extre
fingers increase to three in four. In the case of a
recessive gene like the one that causes cystic
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fibrosis, a child’s chance of developing the
disease is one in four if both parents carry the
gene. If only one parent carries the gene, the child
has one chance in four of becoming a carrier of
the gene, but will not develop the disease.
Recently, computer-assisted analysis of genetic
experiments has enabled researchers to digest the
vast amounts of data necessary to study more

time control genes deleted entirely with a long-
sleep mouse would result in half of the offspring
being purebred long-sleep mice. On the other
hand, if a long-sleep mouse were bred with a
mouse having two intact sleep time control genes,
then none of their offspring would exhibit the
long-sleep reaction to alcohol. By breeding long-
sleep or short-sleep mice with mice having
deletions that come closer and

complex traits, such as

alcoholism, which are controlled
by the interaction of several

genes. The initial Colorado studies
identified two lines of mice that
differ dramatically in their physical
reaction to alcohol. Known as “long-
sleep” and “short-sleep,” both groups of
mice fall asleep when injected with ethanol
(grain alcohol), but the long-sleep mice
sleep 20 times as long as their short-sleep
counterparts.

Unlike some of the other genes in
the eight-gene group, such as the
genes that control behaviors
related to alcohol-water
preference and alcohol
withdrawal, the exact relationship
of the long-sleep or short-sleep gene
to an individual’s tendency toward
alcoholism has yet to be determined.
“We can’t tell which of these variations provides
the good input and which provides the bad,” says
Johnson.

By breeding mice having selected deletions
with long- and short-sleep mice, Johnson hopes to
isolate the location of the gene more closely. For
example, breeding a mouse with one of its sleep
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closer to the suspected location of
the gene, the boundaries of the
gene can be fairly closely defined.

The gene is then copied, or
“cloned,” and analyzed by laboratory
techniques to determine its structure and

function. As a final proof, the cloned gene
can be inserted into fertilized mouse

embryos. If the mature mice that develop
from these embryos exhibit the predicted long-

or short-sleep reactions to alcohol, then the

gene has been accurately identified.
“Looking for eight genes that
control one trait isn’t that much
different from looking for a
single gene that controls

a trait,” Johnson

says. “It’s just a
matter of being able
to localize the genes
closely enough. Then we can use
our usual tricks to go in and find them.”

Such a discovery would move science one step
closer to understanding the genetic bases of
alcoholism in humans and help lay the foundation
for research into treatments for this condition.

"im Pearce
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What will global warming do
to our climate? John Drake
ponders a computer
simulation of future climate
under a global warming
scenario. ORNL has adapted
climate models for use on
parallel computers. See
Drake's article “Predicting
Climate Change” on p. 6.
Photo by Bill Norris
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