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HURDLING THE BARRIERS

ORNL’s High-Temperature Superconductivity Pilot Center

Interview with Tony Schaffhauser and Louise Dunlap

The Pilot Center concept has smoothed the way for industry and national laboratories to cooperate
effectively on developing new technologies using high-temperature superconducting materials.
Superconductivity Research Successes

Interview with David Christen

Some of the technical barriers to making practical devices from high-temperature superconducting
materials are being overcome, and superconducting wires and tapes are now being fabricated and
characterized at ORNL in cooperation with industrial partners.

The Superconducting Motor

Carolyn Krause

ORNL has developed and tested a unique high-efficiency superconducting motor concept and built a
flexible motor test bed. Tests and upgrades of this device may aid the development of smaller, lighter,
more energy-efficient motors.

Waste Site Remediation: Are We Doing It Right?
Curtis C. Travis

The bad news is that contaminated groundwater cannot completely be restored to drinking water quality,
but the good news is that only 11% of the Superfund hazardous waste sites are dangerous to public
health.

“No Option Would Satisfy Everyone”

On the question of groundwater contamination, Robin White, the Energy Systems risk coordinator, talks
about the health risks and costs of the remediation choices facing the public.

Enzymes for Extracting Energy from Trash
Jonathan Woodward

By using the cellulase enzyme to turn cellulose into sugar (which can be fermented into alcohol), waste
wood and paper headed for the landfill could be converted into transportation fuel.

Awards and Appointments

Pick a Number-—New math columnist for the Review

Educational Activities—ORNL participants in WATTec’s Science in Action program

R&D Updates—Gordon Bell Prize for scientific computing to ORNL; A-E firm for ANS chosen;
the HPRR closed; global change data book published; changes in ORNL’s work for the SSC
Technical Highlights—Female-specific mutagens discovered at ORNL; viewing DNA features
with near-atomic resolution using X-ray analysis and crystals made of chicken blood

Technology Transfer—SERS continuous monitoring technology licensed to GAMMA-METRICS;
ORNL involved in first DOE CRADA; new class patent waiver in DOE-Energy Systems contract






o find practical applications for the

new high-temperature super-

conducting oxide materials discovered
in 1986 and 1987, several barriers must be
overcome. Technically, ways must be found to
make flexible wires and films from normally brittle
ceramic materials that lose all resistance to
electrical current when cooled to liquid nitrogen
temperatures (75 to 125 K). In addition, for power
applications, such as motors and generators, the
new materials must be able to carry usable amounts
of current in a magnetic field. Researchers are
making headway on these problems, as described
by ORNL's David Christen in the article on p. 13.

From an institutional point of view, however,
other barriers existed. Ways had to be found to
speed up the transfer of research results obtained at
Department of Energy national laboratories, such as
ORNL, to private companies having the ability to
manufacture superconducting materials and devices
made from them.

Toward this end, DOE in 1988 established High
Temperature Superconductivity Pilot Centers at
ORNL, Argonne National Laboratory, and Los
Alamos National Laboratory (LANL). Pilot Center
projects have been jointly developed and cost-
shared by industry and government, using new
cooperative agreement mechanisms to facilitate
cooperation between these parties. To date, the
Pilot Center at ORNL has signed 20 cooperative
research and development (R&D) agreements with
industrial firms.

To learn more about the history, purpose, and
progress of the ORNL Pilot Center, the Review staff
interviewed Tony Schaffhauser and Louise Dunlap,
director and former industrial partnership manager,
respectively, of the Pilot Center here. An edited
version of their comments follows.

The idea was originated by Sig Hecker, director
of Los Alamos National Laboratory, who suggested
it to DOE. Here’s the background. In July 1987
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President Reagan announced a National
Superconductivity Initiative. One part of the
initiative established a National Commission on
Superconductivity, which published a report in the
summer of 1990. He also asked the Defense
Advanced Research Projects Agency, the
Department of Commerce, and DOE to develop
their own superconductivity initiatives. DOE’s
initiative involved reallocating existing funding for
high-temperature superconductivity research. Very
little new money was available to put into the
effort. DOE also asked its national laboratories to
determine how they could work with industry more
effectively on this initiative.

So Hecker proposed that LANL set up a Pilot
Center for superconductivity and build a facility
outside LANL’s fence that would be similar to
ORNL’s High Temperature Materials Laboratory
but dedicated to superconductivity. He asked for
$25 million from DOE’s Energy Research
program, which referred him to the Conservation
and Renewable Energy program led by Donna
Fitzpatrick. She said that new money cannot be
easily obtained for bricks and mortar and that DOE
labs must use their existing money more
effectively. She suggested that Sig talk to people in
Oak Ridge who have been effective in technology
transfer. Hecker visited Oak Ridge and proposed a
joint program involving ORNL and Los Alamos.
Argonne National Laboratory also got involved
because it had the largest superconductivity R&D
program of the national labs. Fitzpatrick decided
that DOE should have three Pilot Centers supported
by existing funds and charged with the mission of
conducting cooperative R&D with industry.

First, DOE Secretary John Herrington and
Deputy Secretary Joe Salgado requested that Los
Alamos put together a plan to involve labs and
industry. LANL held workshops in the fall of 1987
to provide private companies an opportunity to
indicate how they would like to work with national
labs on developing high-temperature super-
conductivity devices. In January 1988 LANL
proposed the Pilot Center idea. Fitzpatrick set up an







agreements with industry. This change also required
a modification of the Energy Systems prime
contract with Oak Ridge Operations so that Energy
Systems would have rights to intellectual property
(patents) developed under cooperative agreements.

By the middle of November 1988, the Pilot
Centers also obtained approval from DOE for a
model agreement for use in negotiations between
the Pilot Centers and private firms. This basic
agreement was developed as a result of the three
laboratories and three Operations Offices working
together.

In short, this experimental two-year pilot program
was funded for cooperative R&D and not for new
bricks and mortar. We were supported by
reallocated existing funds. Each pilot center was
provided $1.5 million from this source for the first
year. Qur center started in fiscal year 1989 so the
two-year term has just ended. However, our
activities have been extended for two more years.
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The chief program objective is to arrange for

national laboratories and private industry to conduct
cooperative R&D to develop the technologies
needed to accelerate the commercialization of
superconducting materials and their applications.
The result should make the United States more
competitive with other countries in manufacturing
and marketing devices using high-temperature
superconducting materials.

Before the Pilot Centers were established, there
were few examples of collaborative research
between ORNL and private industry. When such
agreements occurred, DOE, not ORNL, negotiated
the terms. The process was long and tedious; the
terms and conditions with respect to ownership of
data and intellectual property were fairly inflexible;
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and the provisions generally were onerous from
industry’s point of view. Then, too, the issue of
augmentation of government funding with private
dollars nearly always created questions and
uncertainty—and sometimes killed the proposed
project. As a result of these barriers, most of
ORNL’s interaction with the private industrial
sector occurred through the well-established modes
of subcontracting, work-for-others, and utilization
of user facilities.

The cooperative R&D agreement, which was
established for the new Pilot Centers, introduced a
new dimension into the concept of government
laboratories doing business with the private sector.
It gave us the mechanism to put together joint
ventures with industrial partners. It offered
programmatic flexibility—that is, the Pilot Center
projects were jointly developed and intended to be
responsive to industry’s needs. The cooperative
agreement offered flexibility in contract terms and
conditions. DOE did provide a model agreement,
but within that structure there was room to
negotiate. The cooperative agreement offered
flexibility in funding arrangements; all projects are
cost shared, but the Pilot Center can provide
funding to its industrial partner to meet specific
needs; the industrial partner can place funding at
the Laboratory, or each party can fund its own
share of the work at its own location. It offered
data protection and a waiver of intellectual
property rights to the inventing party—very
acceptable provisions to industry. In other words,
the cooperative agreement removes many barriers
and allows combinations of laboratory, industry,
and even university partners to get the work done
in the most effective way. And, by working
together in the developmental stage, the transfer of
technology occurs along every step of the way—
and flows both ways.

The question of ownership of patents developed
under the Pilot Center agreements was one of the
areas where private industry mandated some

N






Operations really bent over backwards. We had a
tremendous working team involving our staff and
people like Bob Poteat and George Manthy at
ORO. It’s a good example of how well ORNL and
ORO can work together. Partly because of this
cooperation, we were out in front of the other Pilot
Centers. We had the first three agreements signed
before Argonne and Los Alamos had any.

There are two kinds of data. One type is
patentable data, which are protected under our
current system. We don’t publish such data until a
patent application for the work has been filed. If
you patent something, then you have to enforce its
protection. Getting a patent broadcasts that new
information is available on a technology that could
be useful to competitors.

The second type of data is nonpatentable
intellectual property which may have near-term
commercial value. Because industry is under no
obligation to patent or publish the information it
develops, this class of commercially valuable data
is usually protected as trade secrets. When a
company shares such information with us, we treat
it as proprietary information as long as it is not
patented or published.

However, data developed within the scope of
Pilot Center agreements are not proprietary
because the government has supplied 50% or more
of the funds for the development. So a third class
of data, called “limited access” data, which can be
protected for two years, was defined. Under an
agreement, the company has access to our data and
we have access to theirs. The government can
have access to it for national security reasons.
Once data have been stamped “limited access,” the
company’s competitors cannot have access to
them, and because they are not yet government-
owned data, they are not accessible under the
Freedom of Information Act. At the end of the
two-year protection period for limited access data,
they revert to government ownership and are
available to the public. This arrangement gives the
industrial partner a head start because part of the
initial R&D cost was paid by the government.
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The basic research data that come out of the Pilot
Center are made available to the technical
community and are published if the participants
agree. We don’t throw a blanket over all the data.
It’s only in the case of key trade secrets that we do
not want to give away the store. We have a lot of
good scientific publications coming out of our Pilot
Center. In general, industry wants to publish the
good scientific data, and, of course, our people
need to publish.

As to class-waiver patent rights, industry owns
all the patents developed by their employees within
the scope of the cooperative agreement. The federal
government retains a royalty-free license for
government purposes because the government is
cost sharing. There is also a waiver of patent rights
by DOE to Energy Systems. We can give our
industrial partners preferred licensing terms. It
depends on who is bringing what to the table.
Because Energy Systems has the ownership of
patent rights, we can cross-license the technology
to our industrial partners. The patent must be
assigned to one organization or the other even
though persons from both organizations can be
listed on the patent. In most cases, a patent is an
asset to the company.

The decision on which organization the patent is
assigned to is made on the basis of what will be in
the best interest of commercialization. In general,
an industrial firm is given the patent rights to
facilitate commercialization. However, that was not
true in the case of our cooperative agreement
involving Bellcore, which is the old research arm
for the Bell operating companies. When AT&T was
split up and put under antitrust supervision,
Bellcore could not give an exclusive license to
anyone. Bellcore asked Energy Systems to keep the
patent and asked for an exclusive license only for
the field of use. Bellcore told Energy Systems,
“You are free to license it elsewhere and we will
share the royalties. Sometimes a small company
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Right now,
scientists are focusing

for YBCO, BSCCO, and Nb,Sn for several applications. on developing

Corporation of Boston and Westinghouse
Research Laboratories, had been working on the
yttrium-barium-copper-oxide (YBCO) material,
but as soon as the company heard about the
German work, it started developing BSCCO and
duplicated the German results. The Japanese have
been working with bismuth-based materials all
along because they first discovered that BSCCO
materials can achieve high-temperature
superconductivity.

This powder-in-tube melt processing does not
work as well for YBCO as it does for BSCCO. Its
anisotropic variations are not as large—that is, the
differences in superconducting properties along
different crystal directions are smaller than those
in the bismuth materials. The YBCO crystals
don’t grow as rapidly in the copper-oxide basal
planes as the bismuth does. The other problem is
that YBCO cannot be melted in the silver tubes
because its melting temperature exceeds that of
silver. Silver is needed because it acts like a
catalyst, enhancing crystal growth. In addition,
silver is a relatively inert metal and acts as a

bismuth-based cables

that would operate not
at liquid-nitrogen temperatures (77 K) but in the
liquid-hydrogen (20 K) or liquid-helium (4.2 K)
range. BSCCO has an advantage over conventional
low-temperature superconductors, such as those
containing niobium-tin or niobium-titanium: it can
sustain much higher magnetic fields in liquid
helium—more than 30 tesla (T) rather than just
20 T. In the near term, these materials could be used
to make hybrid helium-cooled superconducting
magnets in which the outer part of the
superconducting solenoid would consist of
conventional superconductors and the inner part,
which is designed to sustain a really high field,
would contain bismuth-based materials.

It’s true that liquid helium is 15 times more
expensive than liquid nitrogen. That’s why some
high-temperature superconductor applications are
attractive. Liquid helium costs $3/L and liquid
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Several alternative models of high-T , mechanisms
have been proposed, and those models are being
tested. No definitive answer has emerged.

At ORNL Malcolm Stocks, Sam Liu, Richard
Klemm (visiting scientist, now at Argonne National
Laboratory), Dick Wood, Mark Rasolt, and Mark
Mosteller have done theoretical work on the
fundamental pairing mechanism. It is fairly evident
that superconductivity occurs because the conduction
electrons form pairs, which move in step with each
other, rather than collide with each other and
dissipate heat, as do the electrons in normal resistive
conductors. Liu and Klemm developed a new model
to address this question: If a pairing mechanism
exists, how does it manifest itself in highly
anisotropic crystalline layers found in high-
temperature superconductors?

Stocks, who is with the Metals and Ceramics
Division, has been working with Al Geist of the
Engineering Physics and Mathematics Division to
use the new Intel parallel computer to do high-speed
simultaneous calculations of the electronic structure
of YBCO materials. Also in the M&C Division, Bill
Butler and Nancy Wright have developed an ionic
model for the structural stability of YBCO
superconductors.

In the Solid State Division, Wood and Rasolt have
independently done some nice work in interpreting
how T_ is influenced by the relative thicknesses of
conducting and insulating layers in superlattices.
When a superconductor and an insulating layer are in
proximity, experiments show that varying their
relative thicknesses changes the T,. Why? Wood’s
explanation has to do with the transfer of electronic
charge carriers from the praesodymium insulating
layers to the YBCO conducting layers, and Rasolt’s
interpretation is based on two-dimensional electronic
effects arising from the very thin layers.
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Of course, neutron scattering is a very powerful
tool for the study of materials in general. Both the
wavelength and the energy of neutrons are well-
matched to interatomic spacings and excitational
energies in solids, and the neutrons penetrate all
the way through large samples. By using small-
angle neutron scattering, researchers can measure
the relatively large spacings between the quantized
magnetic vortices, thus obtaining a real
microscopic picture of a vortex lattice. Recent
measurements at the HFIR by Herb Mook of the
Solid State Division show that the vortex structure
in a unique, cubic oxide superconductor is
dependent on temperature and magnetic field.
Also, Mook has recently used inelastic neutron
scattering to measure the Doppler shift associated
with atomic vibrations in the YBCO and BSCCO
high-T_materials. He has found a significant shift
in the in-plane copper atom vibrations as the
sample is cooled through the superconducting
transition temperature. This result is important
because it implies that lattice vibrations provide
the mediating attractive interaction between
electrons that is responsible for superconductivity.
[t was previously thought that this mechanism was
too weak for high-T_superconductivity, although
there is clear evidence for electron-lattice
interactions in conventional superconductors.

The United States is competitive. We are
leading the world in the fundamental
understanding of superconducting properties.
From attending international conferences, my
reading is that the Japanese are ahead of us in
fabricating flexible cables, but they lag behind us
in the fundamental sciences. They seem willing to
let the United States do the basic science, while
they apply the findings—a familiar scenario! I
think the Europeans are doing well in basic
science and, in isolated cases, in applications.
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The Laboratory’s extensive materials fabrication
capabilities, directed by Vinod Sikka of the M&C
Division, have been an important element in our
collaborative effort with American Superconductor
Corporation to develop practical conductors using
BSCCO. Also significant is our ability to study the
important effects of grain boundaries and
intergrowths on critical current density in all these
materials with an aim toward conductor
applications. Kroeger, Bob Williams, and Fred List,
all in the Metals and Ceramics Division, and
postdoctoral fellow Amit Goyal work on this
project.

We also have a strong capability in studying the
microstructure of various superconducting
materials and in relating it to actual properties.
Steve Pennycook, Matt Chisholm, and John Budai,
all of the Solid State Division, and Kathy
Alexander of the M&C Division have been
studying microstructural properties. Budai uses
X-ray diffraction, and Pennycook uses his own
Z-contrast technique to achieve chemical sensitivity
at atomic resolution in a scanning transmission
electron microscope. They are trying to determine
why some materials are better superconductors than
others by comparing grain alignments as well as
defects, second phase intergrowth, and atomic
spacings in the crystal lattices.

Another strength is our ability to determine and
measure the fundamental properties of materials,
including superconducting properties. One basic
property that I am studying, along with my Solid
State Division colleagues Jim Thompson, Rich
Kerchner, Charlie Klabunde, and our graduate
students, is flux pinning. Our group is also working
with IBM on flux pinning through a Pilot Center
cooperative agreement.

In this work, we systematically introduce defect
structures into single crystals and thin films of
YBCO and study flux pinning, flux motion, and
magnetic relaxation. By introducing defects in a
controlled way using proton and heavy-ion
accelerators, we have raised JC flowing in the
copper-oxygen planes by a factor of 100. This
irradiation technique is not practical for a general
application, but it may help guide us to, say, a
metallurgical process that introduces desirable
defects during material fabrication.
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In high magnetic fields, J is limited even in the
best epitaxial films. In studying the limits to J ,
we find that, under certain conditions, these
materials can conduct very high currents almost
intrinsically if the superconductor’s external
magnetic field is oriented parallel to the copper-
oxygen planes. In this case, the YBCO material
can conduct at 77 K as large a J_as niobium-tin
(Nb,Sn) at 4.2 K. But the materials are highly
anisotropic, and if rotated to the other orientation,
they perform less favorably because of weaker
pinning and thermally activated flux motion.

Magnetic flux pinning refers to the ability of
the microstructural defects in the crystal lattice to
prevent motion of the quantized magnetic flux
lines. Flux lines are entities that occur naturally as
part of the magnetic structure of a superconductor
when it is in a large magnetic field. For a perfect
superconductor with no defects, these magnetic
lines will move under the influence of a force
exerted on them by the transport current. This
motion will dissipate energy, and the heat could
make the superconductor go normal. For that
reason, it is desirable for a material to contain an
optimal array of defects that pin flux lines and
keep them from moving. Energetically, it is more
stable for a magnetic flux line to sit on a defect
than away from the defect; that’s pinning. To
maximize a superconductor’s current-carrying
capacity, we should optimize the defect structure
to ensure good flux pinning. At present, we are
just trying to determine which defects are
important for maximizing pinning and current-
carrying capacity. Recently, as part of our
collaboration with IBM, we discovered that line
defects, called linear defect tracks, which are
produced by heavy-ion irradiation damage, can
dramatically increase the J _of single crystals. The
flux pinning by the tracks is extremely strong and
orientation dependent because both the tracks and
flux lines are linear structures. The Holifield
Heavy Ion Research Facility at ORNL was used
for this work, which is an example of the
multidisciplinary approach of the Pilot Center

For more information, call David Christen at
615-574-6269.

23


















for cleanup pose a serious risk to public health.
The second misconception is that contaminated
aquifers can be restored to drinking-water
standards. Our conclusions have prompted the
National Academy of Sciences to propose a study
on the issue of reducing health risks from
groundwater contamination.

Decision Process ved

CERCLA mandated that the EPA develop a list
of the nation’s worst hazardous sites based on
relative risk. More than 1200 sites have been
placed on the National Priorities List (NPL) for
cleanup, including 13 sites in Tennessee, one of
which is the Oak Ridge Reservation. The
estimated cleanup costs for these sites range from
$32 billion to $80 billion, excluding Department
of Energy sites. We found, however, that the
process by which the sites are placed on the NPL
and remedial alternatives are selected for the sites
is flawed.

EPA developed the Hazard Ranking System
(HRS) for placing and ranking sites on the NPL.
To determine if the proper sites have been placed
on the NPL, we studied the correlation between
HRS scores and actual risk levels at hazardous
wastes sites where risk levels were later estimated.
We found poor correlation between the scores
used to place the sites on the NPL and the actual
risk levels at the sites.

Our analysis suggests that most of the sites on
the NPL pose little or no current risk to public
health. The possibility also exists that many sites
that do present a health hazard may not be
included in the Superfund program. In fact, a
report from the Senate Budget Committee states
that more than 425,000 toxic waste sites are
potential Superfund sites but that the EPA has
given priority listing to only about 1200.

In September 1990, Senator James Sasser of
Tennessee, who heads the Senate Budget
Committee, cited the report’s finding that only
4%, or 52, of the nation’s 1200 priority sites have
been cleaned up in the first 10 years of the
Superfund program. He said that many of the most
hazardous sites “are being left to fester year after
year.” The senator called for a new approach
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before billions of dollars are poured into the
program.

The Sasser report supports a general belief that
large numbers of people are being exposed to
elevated health risks at Superfund sites. The facts
do not substantiate this viewpoint. A study
completed in 1990 by the Agency for Toxic
Substances and Disease Registry found that only
11.5% of the 950 sites on the NPL pose actual or
potential current risk to public health.

Once a site is on the NPL, the likelihood that it
will be remediated is great. Although
approximately 88% of the sites we reviewed were
remediated, little correlation existed between risk
levels and remediation decisions. Risk assessment
is being used to determine baseline risk at most
Superfund sites. However, about 75% of the sites
fall in a gray area, where, to be conservative, sites
are considered to be potential hazards to public
health because the data needed to verify that they
are not dangerous are unavailable. Thus, most of
the decisions to remediate these sites are based on
the existence of contamination per se and not on
current public health risk.

In addition to setting clear priorities for
selecting sites for cleanup, the selection of
effective remedies is essential. Many remedial
alternatives have been selected despite inadequate
evidence that they can effectively and
permanently decontaminate sites that pose an
urgent threat to human health. We found that one
of the ineffective remedial actions selected for
many sites is the “pumping and treating” of
groundwater with the objective of restoring an
aquifer to drinking-water standards.

Environmentalists and EPA managers
generally believe that aquifers at Superfund sites
can be restored through groundwater “pumping
and treating.” This expensive and widely used
approach involves pumping water from the
ground, removing the organic contaminants by air
stripping or other treatment methods, and
discharging the decontaminated water into
surface streams or reinjecting it back into the
ground. (Continued on p. 32.)

































In Reese’'s C,-C,
hypothesis
explaining the
action of cellulase
on crystalline
cellulose, C, acts
on tight bundles of
cellulosic chains
held together by
hydrogen bonding,
rendering them
susceptible to the
action of cellulase
(C). Although the
identity of C, is still
unknown, it is
believed to be a
function of the
CBH (and possibly
EG) component of
cellulase resulting
from its adsorption
to the cellulosic
surface.
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Glucose Glycosidic
molecule bond

Crystalline cellulose

Gy

ié

Amorphous or swolien
cellulose

speaking, it is a polysaccharide, which is a large,
complex molecule that can be decomposed by
hydrolysis into its constituent glucose
molecules. Hydrolysis is the chemical process of
decomposition in which chemical bonds are
broken and the elements of water are added to
the final reaction product. Cellulase is a catalyst
in this reaction because it stimulates the process
of breaking down the large molecules of
cellulose (also called sugar polymers) into
smaller glucose molecules.

In its native state, crystalline cellulose is
composed of parallel or antiparallel fibril chains
that are held together in tight bundles by
hydrogen bonds. Cellulose is completely
insoluble in aqueous media, but acid treatment

or a chemical modification render it
noncrystalline, or amorphous. In
1950 Reese observed that two
groups of cellulase-producing fungi
exist, but they differ in their
hydrolysis abilities. Both groups
were found to produce the cellulase
enzyme that can hydrolyze
glycosidic bonds (the covalent
bonds linking pairs of glucose
residues) in amorphous cellulose
[e.g., carboxymethyl-cellulose
(CMC)]. However, Reese observed
that only a limited number of fungi
(e.g., T. reesei, T. koningi, Fusarium
solani, Penicillium funiculosum,
Sporotrichum pulverulentum, and
Talaromyces emersonii) produce
cellulase enzymes that can
hydrolyze naturally occurring
crystalline celluloses, such as
cotton. This discovery prompted
Reese to propose his C -C,
hypothesis to explain the difference.

Basically, the hypothesis states
that cellulases capable of
hydrolyzing naturally occurring
cellulose require a factor (C)) that
renders cellulose susceptible to the
hydrolytic action of C_ that results in
glucose formation. The role of C,
would be to separate individual
cellulose chains from bundles of crystalline
cellulosic fibers so that they could be hydrolyzed
by C. . Reese proposed that those cellulases
unable to hydrolyze naturally occurring cellulose
lack C,. His hypothesis was the primary impetus
for the next four decades of research, dedicated to
understanding the mechanism by which cellulases
catalyze the hydrolysis of naturally occurring
cellulosic materials to glucose.

Cellulases produced by “cellulolytic” fungi are
composed of three main types of enzyme
components: cellobiohydrolase (CBH),

Oak Ridge National Laboratory REVIEW




endoglucanase (EG),
and B—glucosidase
(BG), based upon
their catalytic
activity. Both CBH
and EG adsorb to the
cellulose surface, and

Cellobiose
their action results in N -
the formation of
cellobiose (paired t
glucose molecules BG
called dimers) and
single glucose
molecules. BG
catalyzes the
hydrolysis of

Ho Ao

cellobiose to glucose:
it does not need to
adsorb to the surface
of cellulose because
cellobiose is a soluble
sugar. The names of
CBH and EG are

o WW\/WM/ an

HO g o

Cellulose

In this schematic
of how cellulase
components work
CBH and EG
adsorb to the
cellulosic surface.
where CBH
removes
cellobiose units.
EG acts internally
depolymerizing
the chain and
generating new
ends for the
action of CBH.
BG hydrolyzes
cellobiose to
glucose.

HO
ar
~ ﬁ - Ol
HO

Glucose

based on their
mechanistic action.
The main product
resulting from the action of CBH on different
celluloses (e.g., cotton, cellulose powder, acid-
swollen cellulose) is cellobiose, which is released
from the chain ends of cellulose. EG acts upon the
amorphous cellulosic materials—CMC and acid-
swollen cellulose—in random fashion, catalyzing
the hydrolysis of internal glycosidic bonds,
resulting in a rapid decrease in chain length and the
generation of soluble sugars (e.g.. tetramers.
trimers. and dimers of glucose, and glucose itself).
The BG component completes the hydrolysis of
these soluble sugars, primarily cellobiose, to
glucose.

With regard to Reese’s hypothesis. the EG
component is accepted to be C_and CBH to be C,
because the cellulases of fungi that act only upon
noncrystalline CMC and acid-swollen cellulose
lack CBH. The release of individual chains from
crystalline cellulose bundles has not been observed
to date, but recent advances in characterizing the
structure of the CBH and EG components may
shed some light on this phenomenon.
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Research by Marc Claeyssens in Grent,
Belgium, and Goran Petterson in Uppsala.
Sweden, has led to the discovery that both the
CBH and EG components of cellulase possess a
common structural organization and consist of
two distinct domains—a catalytically active
“core” and a cellulose-binding domain. Most of
our present knowledge about the detailed
structure of these enzymes comes from studies of
the CBH component, which makes up about two-
thirds of the total protein in cellulase. Small-angle
X-ray scattering studies by Hermann Esterbauer
in Graz, Austria. have revealed that the major
T. reesei CBH component is shaped like a
tadpole: the head forming the catalytic “core™ is
made up of approximately 420 amino acids (the
basic building block of proteins), and the tail. or
cellulose-binding site. consists of 36 amino acids.
The two domains are linked by a short sequence
of amino acids. If the tail of CBH is cut off using
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a proteolytic enzyme called papain, its ability to
adsorb to and, hence, hydrolyze insoluble
cellulose is drastically reduced, but it retains all
its catalytic activity toward small synthetic
soluble cellulose substrates.

Per Kraulis at the National Institutes of
Health, in collaboration with others, published
the structure of the CBH tail that was
determined using two-dimensional nuclear

units of individual cellulose chains entering the
tunnel are sequentially removed from the chain
ends.

For the past 11 years, I have been studying
cellulase at ORNL with the aim of overcoming
one of the problems that would be associated

magnetic with the industria
resonance and scale use of
showed it cellulase for
resembles a cellulose

compact wedge

whose shape is

maintained by

4.4 nm

hydrogen
bonds and two
disulfide cross-
links that occur

fF—————18 nm —————

hydrolysis. That
problem is findin
a way to produce
the large amount
cellulase enzyme
needed to achieve
large-scale

between four
residues of the
amino acid
cysteine.
However, it has
yet to be shown whether the binding of this

wedge-shaped tail to the cellulose surface results

in the prying apart of individual chains from the
bundle of cellulosic fibers. Because the CBH
and EG components have a common structural
organization, it will also be interesting to
determine whether the wedge-shaped tail is

common to both. C,, therefore, may not be CBH

per se but rather a property of CBH and EG—
namely, the ability to adsorb on cellulose and,
perhaps, by some unknown mechanism, to pry
open the cellulosic fibers and release the chains
for hydrolytic action.

During the summer of 1990, a group led by
Alwyn Jones in Uppsala, Sweden, published a
paper on the three-dimensional structure of the
catalytic “‘core” of a CBH molecule from

T. reesei. The active site of this enzyme (i.e., the

part directly involved in the catalytic
mechanism) was shown to be located in an
enclosed tunnel-like structure. The fascinating
aspect of this finding is that it now becomes
easy to imagine and explain how cellobiose

The tadpole shape of CBH as suggested from small-
angle X-ray scattering studies. Reprinted with permission
from Schmuck et al., Biotechnol. Lett. 8, 379. Copyright
1986, Science and Technology Letters.

conversion of
cellulose to
glucose. In fact,
enzyme productic
accounts for as
much as 60% of the total processing costs of
turning cellulose into glucose. Several
approaches have been taken to solve this
problem, including (1) recovering and reusing !
enzyme after the hydrolysis is completed,
(2) using the enzyme more efficiently to reduce
the amount needed, and (3) generating cellulas:
components having enhanced specific activity,
again to reduce the amount of enzyme required
Most enzymes can be recovered and reused
because they can be used in an immobilized fo
(i.e., chemically or physically attached to, or
entrapped within, a water-insoluble support). T
use of the CBH and EG components in an
immobilized form, however, is not regarded as
practical because effective interaction between
immobilized CBH-EG and insoluble cellulose
cannot occur. Reversibly immobilized CBH-E(
where the enzyme components desorb from the
support in the presence of cellulose and readso:
back at the completion of hydrolysis, may be
practical, especially if pure cellulose is
hydrolyzed.
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WATTec—reaching out to students with science
and mathematics.”

The Clinch River Raptor Center, a Clinton
Middle School program created by a science
teacher, opened the February 21 program with
often enchanting photographs of the birds that the
staff rescue, heal, and return to the wild. The
slides were narrated by three middle school
students who obviously “knew their stuff” and
loved the work they did. By the end of the
presentation, the audience knew that raptors are
birds of prey.

After the slide show, the Raptor Center students
brought two owls from their boxes and walked
them through the crowd. A red-tailed hawk kept
trying to fly clear from the gloved hand of one
student, so she was kept at the front of the room.
The fascinated students had a lot of questions:
“How many mice does she eat a day?” “Where
was she found?” “What kind of gun was she shot
with?” “Have you ever gotten the same bird
twice?” “Do you ever turn them loose?” “How
many do you release in a year?” Persuading the
most uncooperative hawk back into her box added
a note of danger to the presentation.

The students were then broken into four small
groups of about thirty for the next presentations.
When “Fun with Materials” began, it was clear
that it would be fun indeed.

Michael O’Hern, a former member of the M&C
Division, strode in and asked, “What in the world
is going on in here?” As he set up his equipment,
he joked with and questioned the students. He
promised that “this is going to be the worst
45 minutes of your life.” He was intense, he was
funny, and he wanted the students to be involved
in this learning session.
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“What is this?” asked the students when they
were handed metal disks about the size of a
quarter.

“Examine it!” thundered O’Hern.

And under O’Hern'’s tutelage they learned that
the disks contain metal crystals. They learned
the three phases of matter, the three types of
solids (metals, polymers, and ceramics), and the
characteristics of these solids. They learned why
a marching band is like a crystal—the members
of the band are aligned in neat rows, as are the
atoms in a crystal. They saw tin melted, frozen,
and spun into showers of tinsel. They found out
that this tinsel tin is no longer crystalline. And
they had a good time.

O’Hemn even worked in a safety staternent. As
he put safety glasses on a volunteer for a
demonstration, he turned to the crowd and said,
“Does he look like a geek?”

“Yes!” chorused the crowd.

Seriously, O’Hemn said, “I would rather look
like a geek than never be able to see another
geek in my life. Always wear safety glasses to
protect your eyes when you’re doing an
experiment.”

O’Hern closed his presentation with “OK, so
who really gives a rip about materials? You
don’t need to, because you’ll certainly never use
a computer. And you’ll probably never want to
buy a car. And you’ll certainly never fly in an
airplane.” He explained that materials are a part
of what we buy and use every day.

These sorts of demonstrations make students
clamor to volunteer and encourage questions and
interaction. Science in Action moves the
students to action. Mr. Wizard is not alone.

— Cindy Robinson
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Emory University, and Geist. The PVM package
allows parallel programs to use all the computers
hooked together by a network to solve a single
problem.

“We at ORNL are excited about the power of
parallel computing and are beginning computations
to address unanswered questions in materials
science,” said Geist, who works in ORNL’s
Mathematical Sciences Section. The Intel computer
allows scientists to perform in a few hours complex
calculations that previously required weeks. The
research team has been using this computer in their
studies of disordered materials. Such disorder results
from the substitution of one type of atom in a
material by another type, as in the process of
alloying.

“Disordered materials include high-temperature
superconductors, metallic alloys, magnets, and many
other important materials,” said Stocks. “The
calculation of the electronic properties and
energetics of disordered materials could aid
scientists in understanding the behavior of these
materials.”

The ORNL team was studying the electronic
structure of a superconductor containing barium,
potassium, bismuth, and oxygen when they
submitted their entry. These calculations will help
theorists better understand the structure of this class
of high-temperature superconductor.

Superconductors are capable of conducting
current with zero energy loss. Until 1986 it was
necessary to cool materials to near absolute zero
(=273°C) before they became superconducting. Now
scientists have discovered materials that become
superconducting at much higher temperatures, but
they do not understand why this happens.

Theorists determine the basic properties of
materials by considering the identity and
concentrations of atoms making up a material and
then calculating the forces that bind atoms together.
These complex forces act between the positively
charged nuclei and the negatively charged electrons
that are constantly moving around and between
nuclei.

Besides calculations on materials properties, the
Intel machine is also being used for other ORNL
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*grand challenge” problems, such as global
climate modeling, gene sequencing, atomic
physics, plasma physics, and some
computationally intensive problems from other
organizations, such as the Superconducting
Super Collider Laboratory in Texas.

Gilbert Commonwealth, Inc., an architect-
engineering firm in Reading, Pennsylvania, has
been selected to design the facility incorporating
the Advanced Neutron Source (ANS), a new
research reactor that DOE may decide to build at
ORNL.

The firm was chosen by Energy Systems for
negotiation of the scope and cost of a contract
for the conceptual design of the “balance of
plant” of the ANS Facility, which includes the
nonreactor part of the facility as well as the
reactor cooling system and structures. ORNL
will be responsible for the conceptual design of
the reactor core, refueling equipment, the
reflector tank systems, the reactor control
systems, and the experimental systems
equipment.

The contract, which will cover a working
period of about 15 months, may be in place by
the end of the summer, according to ANS
Project Director Colin West. Under the contract,
Gilbert Commonwealth will be supported by
AECL Technologies in Rockville, Maryland; Air
Products and Chemicals, Inc., in Allentown,
Pennsylvania; DRS/Hundley, Kling, Gmitter in
Pittsburgh, Pennsylvania; Geotek Engineering
Company in Knoxville; and the University of
Tennessee at Knoxville.

The ANS is being considered by DOE as a
replacement for aging reactors. As a user
facility, it would draw scientists from all over
the world. It would be equipped with advanced
instruments for neutron scattering and nuclear
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physics research, and it would provide capabilities
for isotope production and the study of materials in
high radiation fields.

According to West, “The ANS would put
ORNL—and the United States—back in the
forefront of scientific research using neutrons.”

ORNL’s Health Physics Research Reactor
(HPRR) has been permanently shut down as a
result of an October 18, 1990, order from the
Department of Energy. The reason given for the
closure is the lack of funds to support reactor
restart and research.

The reactor was one of four ORNL reactors shut
down in March 1987, about four months after the
operation of the High Flux Isotope Reactor was
indefinitely suspended because of embrittlement in
the wall of the pressure vessel. The HFIR was
restarted in January 1990 and brought to full power
in May.

Of the four reactors shut down in March 1987,
only the Tower Shielding Reactor has been
restarted. The Bulk Shielding Reactor awaits a
decision on restart. Besides the HPRR, the Oak
Ridge Research Reactor was also shut down
permanently.

The HPRR had been used for training in
radiation dosimetry, radiobiology studies to
determine the health effects of radiation on
animals, studies for calibrating personnel
dosimeters for measuring radiation exposure, and
simulations of human-body radiation exposure
under normal and accident conditions for guiding
the establishment of international limits for
radiation exposure.

Some cancer patients experience bone pain as a
result of cancer cells spreading to the skeletal

system from a primary tumor, usually in the
ovaries or prostate gland. To relieve bone pain i
cancer patients, physicians seek radioactive agei
that concentrate strongly in the bone and kill the
culprit cancer cells.

Recent studies of experimental animals by
investigators at the Medical Department of
Brookhaven National Laboratory (BNL) and at |
State University of New York at Stony Brook
have shown very high bone uptake of a compou
containing radioactive tin. This agent, diethylen:
triamminepentaacetic acid (tin-117m-DTPA), w
prepared from tin-117m, which was produced in
the HFIR.

With the restart of the HFIR for routine
production of radioisotopes, ORNL’s Nuclear
Medicine Group in the Health and Safety Resea:
Division has reinitiated its collaboration with Bl
and Stony Brook researchers. The three groups :
now conducting the first patient studies using tir
117m-DTPA for treatments to relieve bone pain
cancer patients.

In the early 1980s, the Nuclear Medicine Gro
was investigating new tin-117m -labeled
radiopharmaceuticals and developed an efficient
technique to prepare metallic tin-117m from

tin-117m~tin dioxide produced by irradiating a
tin dioxide target enriched in tin-116 with neutrc
from the HFIR. From 1983 through 1985, the
tin-117m was chemically processed at ORNL an
was sent to BNL for preparation and testing of tl
tin-117m-DTPA.

The BNL researchers in this collaborative stu
found that tin-117m-DTPA (1) concentrates
strongly in cortical bone, depositing radiation
there with minimal radiation dose to the bone
marrow (the key to the immune system), and
(2) delivers a high enough radiation dose (up to
21 rad/mCi) to make tin-117m-DTPA a good
candidate for treatment of cancer-related bone
pain in humans.

For the initial patient studies that will be
conducted at the Department of Nuclear Medici
at Stony Brook in conjunction with BNL
investigators, ORNL researchers are now using 1
HFIR to irradiate tin-117, rather than tin-116, to
produce tin-117m. The product is shipped to BN
for preparation of the agent.
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In the first phase of the patient studies at BNL,
tracer levels of the tin-117m-DTPA will be
administered to cancer patient volunteers. Gamma
camera imaging will be used to determine if bone
uptake of tin-117m-DTPA is high in humans.
Results of the initial studies will guide additional
therapeutic studies planned at Stony Brook.

ORNL has published a detailed summary of
data on changes in the global environment. The
250-page report is expected to facilitate exchanges
of information among scientists throughout the
world and make data more readily available to
researchers, science reporters, educators,
managers, students, and information specialists.

Number One, 1991

Information provided in this report consolidates a
wealth of data scattered throughout the scientific
literature.

Called Trends *90: A Compendium of Data on
Global Change, the one-volume publication is a
unique collection of © " rmation on atmospheric
carbon dioxide (CO,) and methane concentrations
dating back 160,000 years; assessments of
worldwide and national trends in CO, emissions
from fossil fuels; and long-term global,
hemispheric, and regional temperature records.

The report was written by Tom Boden, Mike
Farrell, and Paul Kanciruk, all of the Carbon
Dioxide Information Analysis Center (CDIAC) at
ORNL. Its information should be useful to
scientists trying to predict possible climate effects
from increased atmospheric concentrations of
carbon dioxide, methane, and other greenhouse
gases resulting from energy production and other
sources. Global warming could be induced by an
intensified greenhouse effect in which elevated

This graph
showing the
annual
atmospheric CO,
concentrations
during the past
160,000 years
(derived from the
Vostok and Siple
ice cores and
Charles Keeling’s
Mauna Loa
record) appears
in Trends '90.
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concentrations of greenhouse gases increasingly
block the release of heat from Earth’s surface,
causing the surface air temperature to rise. Such a
global warming is of concern to policymakers
because of potentially disruptive 1vironmental
and socioeconomic effects.

About 60 scientists worldwide provided ORNL
with data collected from scores of sampling sites.
Boden, lead author of the report and information
specialist in ORNL’s CDIAC, states that the
document was made possible by “the willingness
of these researchers to make their data available
to a larger audience of national and international
scientists, students, and policymakers.” Farrell, a
coauthor of the report and head of the the Earth
Systems Section of ORNL’s Environmental
Sciences Division, added that the data in the
report have “undergone extensive checks to
ensure accuracy and have been carefully
documented by CDIAC staff.”

According to Kanciruk, “Each two-page
presentation of the report is a condensation of
reams of information. Ten pages of information is
often distilled into a paragraph or two. This
intermediate level of reference will save people
valuable time by eliminating the need for
extensive searches of other scientific literature.”

One section contains precise records of past
and present atmospheric concentrations of CO,
needed for modeling and understanding the global
carbon cycle and possible CO,-induced climate
change. An important source of information about
past concentrations has been the analysis of
Antarctic ice cores.

Another section presents information about
global and national CO, emissions from fossil
fuel burning, cement production, and gas flaring.
The data show that in 1988 the United States, the
Soviet Union, and the People’s Republic of China
were responsible for over half of the world’s CO,
emissions from fossil fuel burning.

The report also presents data on atmospheric
concentrations of methane, which is produced by
coal mining, natural gas production and
distribution, oil exploration and production,
biomass burning, fermentation, and other sources.
Information on past atmospheric methane
concentrations has been obtained by analyzing air

bubbles in ice from Greenland and Antarctica.
Studies under way since 1978 indicate that
atmospheric methane concentrations have risen
1 to 2% per year.

The section on temperature records describes
temperature trends as far back as the 1860s.
Measurements of surface air temperatures show a
warming trend, particularly in the 1980s, but the
ORNL report states that it is unclear whether these
trends result from a buildup of greenhouse gases
or from other factors, such as the greater
frequency of El Nifio/Southern Oscillation events
in the Pacific Ocean.

Data from Trends ’90 have been cited in several
federal reports, including America’s Climate
Change Strategy: An Action Agenda, produced by
the Executive Office of the President of the United
States. The versatility of Trends '90 is
demonstrated by its selection as a textbook for the
graduate course “Earth Systems Education,”
which was taught at Ohio State University in the
spring of 1991.

All data in Trends ' 90 are available in digital
form from the Carbon Dioxide Information
Analysis Center.

The Oak Ridge Detector Center will be
involved in three detector development projects
for the Superconducting Super Collider (SSC).

According to Tony Gabriel, director of the
Detector Center, ORNL researchers will be
working with the Solenoidal Detector
collaboration led by George Trilling of DOE’s
Lawrence Berkeley Laboratory and with the Super
Fixed Target collaboration directed by Brad Cox
of the University of Virginia.

In addition, ORNL is involved in a new
collaboration to build a second large detector to
replace the proposed L* detector, which the SSC
Laboratory rejected in May 1991. The new effort,
which is being encouraged by the SSC Laboratory,
is led by Bill Willis of Columbia University and
Barry Barish of the California Institute of
Technology.
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The Detector Center will be developing the
central tracking system for the only large
detector approved for the SSC—the Solenoidal
Detector. This system will track the directions
and measure the initial energies of the first
particles produced when the two opposing beams
of protons collide in the oval track of the SSC
accelerator, to be built by 1998 in Waxahatchie,
Texas. ORNL personnel also will support the
development of the smaller Super Fixed Target
detector, which will determine the characteristics
of the “bottom quark,” a building block of
subatomic particles.

Frank Plasil of the Physics Division is
ORNL’s representative on the Collaboration
Council for the proposed second large detector.
He says that the Council is pushing for a detector
that will complement the general-purpose
Solenoidal Detector by specifically measuring
very accurately the energies of electrons,
photons, and muons produced in proton-proton
collisions. ORNL’s involvement with the
collaboration will probably deal with
calorimeters, devices within the detector that
determine the energies of electrons, photons, and
hadrons (e.g., protons and neutrons).

ORNL’s strength in basic high-energy physics
research is increasing as a result of efforts by
Plasil, ORNL Director Alvin Trivelpiece, and
others to build a group of experts in particle
physics. Ken Reed, a high-energy physicist, has
joined the Physics Divisior  1¢c™ "0 " e
researcher with ORNL and the University of
Tennessee at Knoxville. In addition, Yuri
Kamishkov of the Institute of Experimental and
Theoretical Physics in Moscow is now working
in the Physics Division for two years: five Soviet
scientists have been assigned to collaborate with
him for three to six months here on the
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development of liquid-scintillation calorimetry
technology.

ORNL will continue its collaboration with the
consortium of universities known as the Southern
Association for High Energy Physics (SAHEP).
Many of these universities are included in one or
more of the collaborations formed to carry out
research at the SSC Laboratory. This consortium,
chartered under the Oak Ridge Associated
Universities, recently received $1 million from
the Texas National Laboratory Research
Commission for research on and development of
computer simulations of proton collisions, energy
deposit measurement technology, particle
tracking and identification systems, radiation
resistance technology, fast detector electronics,
and other projects.

The $1 million will be divided among the
20 universities in SAHEP. ORNL will not receive
any of the Texas funding because national
laboratories are not eligible. The SSC Laboratory
is expected to provide DOE funds to support all
of the Oak Ridge Detector Center’s activities this
fiscal year at a level of about $1.6 million,
according to Gabriel.

About 12 full-time equivalent persons are
associated with the Oak Ridge Detector Center.
Gabriel says this number is expected to rise to 25
to 30 in the next two years, about two-thirds of
the expected number of personnel if the
L* detector proposal had been approved.

ORNLress = s working on these projects
come from the Applied Technology, Engineering
Physics and Mathematics, Fusion Energy, Health
and Safety Research, Instrumentation and
Controls, and Physics divisions and the Central
Engineering Organization and Computing and
Telecommunications Division of Martin Marietta
Energy Systems
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ovaries; in males, a progression of germ-cell
stages mature into sperm. If damage to the
chromosomes (carriers of genes) within any of
these cells is severe enough, dominant-lethal
mutations can result, causing some of the
offspring of mated mice to die before birth.

The experiment at ORNL involved mating
male mice injected with one of the test drugs
with noninjected females and mating injected
females with noninjected males. In each case,
pregnant mice were opened up surgically, and
dead embryos were counted. No increase in dead
embryos was found for noninjected female mice
mated with injected males—that is, dominant-
lethal mutations had not been induced in male
germ cells.

However, a significant increase in dead
embryos was discovered in female mice that had
been injected with one of the chemicals before
they were mated to noninjected males.
Additional experiments ruled out the possibility
that these excess deaths were caused by the
chemical’s effects on the uterine environment of
the embryos. indicating that the deaths resulted
from dominant-lethal mutations induced in
female germ cells.

The researchers think that the test chemicals
break the chromosomes of female, but not male,
sex cells because of the special shape and
structure of the female chromosomes.

“We believe there are at least two mechanisms
that cause genetic damage in female g cells,”
says Generoso. “One mechanism is intercalation.
Hycanthone and two anticancer drugs that we
tested caused damage by inserting, or
intercalating, themselves between DNA base
pairs in the female germ cells. Because the
oocyte chromosomes are more stretched out than
those of sperm, the damaging chemicals insert
themselves more easily in the female
chromosomes.

*“A second mechanism may be illustrated by
the third anticancer drug we tested. This
chemical is thought to bind to DNA bases that
are in unique sequences. Such sequences are
inaccessible in male germ cells but are accessible
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in females because of the spread-out nature of
their germ-cell chromosomes.™

The ORNL group is the first to demonstrate
the existence of female-specific chemical
mutagens. The findings show that the results of
mutagenicity studies in one sex may not always
apply to the other sex.

These findings come at a time when the lack
of research on women'’s specific health
problems has received considerable attention.
Women health activists argue that most
government-supported clinical trials involve
only male subjects and that only a small amount
of support is given to researchers studying
health problems affecting women only or
primarily, such as breast cancer, osteoporosis,
and menopause.

Most laboratories doing mutagenesis research
have performed experiments on male animals
only. Generoso says there are two reasons for
this:

“First, it has been assumed that chemicals
that are mutagenic in females will automatically
be detected in tests using males. Prior to our
experiments, it was true that all test chemicals
that produced mutagenic responses in female
animals were also mutagenic in males, although
not all mutagens that were positive in males
were also positive in females.

“Secondly, it is much easier to perform tests
in males because there are no complications
from nongenetic effects since the males do not
bear the offspring. In tests on females, on the
other hand, the possibility that embryonic
deaths are caused by the chemical’s toxicity to
the mother, instead of by genetic damage to the
germ cells, must be addressed each time,
complicating the research procedures.”

Generoso’s group is part of ORNL’s
Mammalian Genetics Section, which has a long
history of research on male as well as female
mice. Studies with ionizing radiation on
teratogenic (birth-defect—producing) effects and
on genetic effects in female germ cells were
published as long ago as the early 1950s by
William L. Russell and Liane B. Russell (now
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head of the section). Since Generoso came to
ORNL in 1967, researchers in the section have
studied the genetic effects of chemicals on
female mice.

The research was conducted by Motoe Katoh,
a former postdoctoral fellow at ORNL who is
now in Japan; P. D. Sudman, a former
postdoctoral fellow at ORNL who is now at
Louisiana State University at Baton Rouge; and
members of a Biology Division group led by
Generoso—Katherine Cain, Lori Hughes, and
Lea Foxworth.

Four years ago, a research team led by
Generoso found that just-fertilized eggs in
female mice are vulnerable to certain mutagenic
chemicals, such as ethylene oxide (used to
sterilize hospital instruments). The work
suggests that pregnant women who don’t yet
know they are pregnant and who work in
potentially hazardous environments may be
exposing their just-conceived children to agents
that cause birth defects.

An ORNL researcher has made uniform
single crystals of genetic material from chickens
and humans, allowing him to use X-ray analysis
to view structural features of DNA almost as
small as atoms. DNA carries the genetic
blueprint of all organisms.

To better understand how DNA structure
makes genes work, Gerard J. Bunick,
coordinator for structural biology at ORNL and
member of ORNL’s Biology Division, has made
progress in revealing atomic details of a DNA-
protein complex. By using X-ray diffraction, he
can view the nucleosome—the basic structural
unit of the chromosome—at almost an atomic-
level resolution.

The nucleosome, a repeating unit of genetic
material, consists of a sphere of proteins
wrapped with intricately coiled and folded
strands of DNA. DNA forms genes, which are

located on chromosomes and
organisms function and pass t
generation.

“In a nucleosome, eight pr¢
roughly spherical structure,”
DNA strand winds twice arou
like a hose wrapped around a
then continues to the next nuc
should pave the way to under:
DNA interacts with the protei
a structure that affects the fun
cells.”

A major goal of research in
to identify gene locations on ¢
the sequence of DNA bases w
The Human Genome Project i
behind achievement of this g¢

However, understanding hc
requires knowledge of the me
they are turned on and off—tt
they express or fail to express
the genetic code. Such expres
be affected not only by the se
bases but also by the three-dil
of nucleosomes.

To see smaller details, Bun
uniform nucleosomes, which
crystallized by varying the m
concentration in a solution. T:
structure of the nucleosome ¢
X-ray diffraction analysis.

In X-ray diffraction, X ray:
the crystal, producing a diffra
on varying concentrations of «
crystal that provides informat
structure. Using baseline info
computing techniques, resear
the distribution of electron de
nucleosome to a resolution of
atomic resolution.

Several years ago, using nc
nucleosomes having heteroge
strands, Bunick obtained X-rz
measurements at a resolution
about 8 A. Using these results
three-dimensional electron de
colored, computer-generated |
the nucleosome structure.
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“The SERS technology extends our analytical
and spectroscopic capabilities to the molecular
domain,” said GAMMA-METRICS president
Emesto Corte. The company plans to build a
portable instrument incorporating the SERS
technology and make the engineering and other
changes needed to accelerate the development
and marketing of the analytical technique.

GAMMA-METRICS develops, manufactures,
markets, and services instrumentation for diverse
industrial applications, such as safety
instrumentation for nuclear power plants;
pollution control analyzers for the coal industry;
analytical instruments and process control for the
mining, construction, and environmental
industries; and equipment for the high-threat
security industries.

The SERS technology is based on the principle
that certain organic molecules, when placed on a
silver-coated metal surface and excited by laser
light, will emit a strongly enhanced light, called
surface-enhanced Raman light. If the laser is
tuned to emit light of a frequency absorbed by a
certain molecule, that molecule will emit Raman
light of specific frequencies related to its
characteristic vibrations. Detection and
measurement of this Raman light allow the
identification and measurement of the
concentration of the organic molecule in any
medium.

Energy Systems has become the first DOE
management contractor to enter into a cooperative
research and development agreement (CRADA)
established by the National Competitiveness
Technology Transfer Act of 1989. The
establishment of CRADAs marks a fundamental
change in the way the national laboratories
interact with industry.

Energy Systems signed a CRADA with an
international consortium called the Alternative
Fluorocarbons Environmental Acceptability
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Study (AFEAS). The AFEAS consortium is
funded by 12 chemical producers from several
countries.

The CRADA enables AFEAS to work with
ORNL to study the potential environmental,
health, and safety effects of chemicals proposed
as alternatives to chlorofluorocarbons to protect
the stratospheric ozone layer that protects us from
damaging ultraviolet radiation from the sun.

AFEAS will provide two-thirds of the
$600,000 cost of the study, with the remainder
coming from DOE.

A CRADA is a joint venture between the DOE
contractor and industry and provides a means for
sharing capabilities, facilities, and technologies
available at DOE facilities with U.S. industry,
universities, and other research and development
organizations for the purpose of improving U.S.
competitiveness in the world marketplace.

“CRADAs provide industry with the
opportunity to access the broad R&D capabilities
at the DOE facilities,” said William Carpenter,
vice president for Technology Transfer for
Energy Systems. “CRADAs provide a means to
bridge the gap between R&D and
commercialization.”

According to ORNL Director Alvin
Trivelpiece, the foundation for CRADAs was laid
by the experience of the three DOE high-
temperature superconductivity pilot centers, one
of which is at ORNL. On August 15, 1990,
Energy Systems became the first DOE
management contractor to receive authority to
implement CRADAs.

For many years, the patent rights to any ORNL
invention were initially owned by the Department
of Energy, making it very difficult to transfer
patent rights to industry. In 1984 when Martin
Marietta Energy Systems, Inc., was granted the
contract to operate ORNL and other facilities for
DOE, Energy Systems was given the right to
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petition DOE for patent ownership rights on a
case-by-case basis. Since that time, Energy
Systems has petitioned DOE many times for
individual patent transfers. Rights to 91 Oak
Ridge technologies were obtained, including
those transferred to industry through 54 licensing
agreements. Under the new contract, 41 pending
waivers were automatically approved.

In March 1991, with the renewal of the DOE-
Energy Systems contract for another five years,
this situation was taken a step further in the
interest of expediting technology transfer. DOE
granted a class patent waiver to Energy Systems
as part of the new contract for the management of
the agency’s Oak Ridge facilities. Under this
novel arrangement, Energy Systems will retain
title to most Oak Ridge inventions as they arise.

Exceptions include technologies for defense-
related applications, uranium enrichment, and
the storage and disposal of high-level nuclear
waste or spent nuclear fuels.

According to Bill Carpenter, Energy Systems
vice president for Technology Transfer, “The
class waiver will eliminate a substantial front-
end administrative burden for both Energy
Systems and DOE. All Energy Systems has to
do is to notify DOE that it wants patent rights to
a certain invention and then those rights will
become the property of the company. This
approach will streamline the licensing process
and should give a significant boost to our
technology transfer program in Oak Ridge. We
anticipate a substantial reduction in the time
required to get technologies to the marketplace.
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