
Bruno Turcksin
# Bruno.Turcksin@gmail.com § Rombur ï Turcksin

Employment History
March 2017 – Present ] Computational Scientist in the Computational Sciences and Engi-

neering Division at Oak Ridge National Laboratory, Oak Ridge, TN.

January 2016 – March 2017 ] Postdoctoral Research Associate in the Computer Science and

Mathematics Divsion at Oak Ridge National Laboratory, Oak Ridge,

TN.

January 2014 – December 2015 ] Visiting Assistant Professor in the Department of Mathematics at

Texas A&M University, College Station, TX.

January 2013 – December 2013 ] Postdoctoral Researcher in the Department ofMathematics at Texas

A&M University, College Station, TX.

August 2008 – December 2012 ] Graduate Research Assistant in the Department of Nuclear Engi-

neering at Texas A&M University, College Station, TX.

July 2009 – August 2009 ] Intern at Oak Ridge National Laboratory, Oak Ridge, TN.

Worked in a team on development of a parallel computational framework
for coupled electron-photon transport.

April 2008 – August 2008 ] Intern at Texas A&M University, College Station, TX.

Developed a 3D mesh adaptive time dependent code for neutron and photon
transport.

January 2007 – February 2008 ] Intern at Tractebel Engineering, Brussels, Belgium.

Worked on probabilistic safety assessment for an air regulation circuit.
September 2006 – June 2007 ] Teaching Assistant for a sophomore-level course of Mechanics at

Université Libre de Bruxelles, Brussels, Belgium.

Education
2008 – 2012 ] Ph.D. in Nuclear Engineering at Texas A&M UNiversity, College Station, Tx.

Thesis: Acceleration Techniques for Discrete-Ordinates Transport Methods with Highly
Forward-Peaked Scattering. Development and implementation of an angular multigrid

solver for the electron-photon transport in a deterministic transport code.

2009 ] European Master of Science in Nuclear Engineering.
2003 – 2008 ] Master in Engineering Physics at Université Libre de Bruxelles, Brussels, Belgium.

Five-year college degree with "Grande Distinction" (High Honors).

Skills
Languages ] French: native speaker

English: fluent

Dutch: basic

Computer Skills ] Languages: C++, Python, CMake

Software: Matlab, VisIt, svn, git

Libraries: Kokkos (developer), deal.II (developer), Trilinos, MPI, numpy, scipy

Operating Systems: Linux, FreeBSD

Teaching ] Math 308: Differential Equations, Spring 2014
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Miscellaneous Experience
Funded Support

11/01/2020 - 10/31/2021 ] Real-Time IR-data Enhanced Thermal Field Prediction, SEED

Money program from ORNL, PI: $150,000

10/01/2017 - 30/09/2018 ] Matrix-Free Algebraic Multigrid Preconditioner, Laboratory Di-

rected Research and Development from ORNL, PI: $572,520

Awards
2023 ] 2022 Best Paper Award IEEE Transaction on Parallel and Dis-

tributed Systems, Kokkos 3: Programming Model Extensions for the Ex-
ascale Era, Christian R. Trott, Damien Lebrun-Grandié, Daniel Arndt, Jan

Ciesko, Vinh Dang, Nathan Ellingwood, Rahulkumar Gayatri, Evan Har-

vey, Daisy S. Hollman, Dan Ibanez, Nevin Liber, Jonathan Madsen, Jeff

Miles, David Poliakoff, Amy Powell, Sivasankaran Rajamanickam, Mikael

Simberg, Dan Sunderland, Bruno Turcksin, and Jeremiaj Wilke, IEEE

Transactions on Parallel and Distributed Systems, 2022.

2019 ] Gordon Bell prize finalist, Fast, scalable and accurate finite-element based
ab initio calculations using mixed precision computing: 46 PFLOPS simula-
tion of a metallic dislocation system, Sambit Das, Phani Motamarri, Vikram

Gavini, Bruno Turcksin, Ying Wai Li, and Brent Leback, SC 19, Proceed-

ings of the International Conference for High Performance Computing,

Networking, Storage, Denver, Colorado, November 2019.

Workshops and Conferences
August 2015 ] Co-organizer of the Fifth deal.II users and developers workshop, College Sta-

tion, TX.

Supervision of students
July 2023 - December 2023 ] Yohann Bosqued, internship for Master’s degree at Central Supelec

Summer 2023 ] TuanPham, for Sustainable Research Pathways of the SustainableHorizons

Institute

Summer 2016 ] Ian Schomer, for the Higher Education Research Experiences at ORNL

program


