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ABSTRACT

The proper characterization of an X-ray unit is necessary for the utilization of the source
as a dosimetry calibration standard. Upon calibration, the X-ray unit can be used for X-ray
calibrations of survey, diagnostic, and reference-class instruments and for X-ray irradiations
of personnel dosimeters. It was the goal of this research to provide the Radiation Calibration
Laboratory at Oak Ridge National Laboratory with a characterized research X-ray unit that
could be used in reference dosimetry. The energy spectra were characterized by performing
half value layer measurements and by performing a spectral analysis. Two spectral
reconstruction techniques were investigated and compared. One involved using a previously
determined detector response matrix and a backstripping technique. The other reconstruction
technique was developed for this research using neural computing. A neural network was
designed and trained to reconstruct measured X-ray spectra from data collected with a high-
purity germanium spectroscopy system. Five X-ray beams were successfully characterized and
found to replicate the ANSIN13.11 and the National Institute of Standards Technology X-ray
beam codes. As a result, these prepared X-ray beams have been used for reference dosimetry.
It has been shown that a neural network can be used as a spectral reconstruction technique,
which contributes less error to the lower energy portion of the spectrum than other
techniques.







1. INTRODUCTION

{

1.1 INTENT

Accurate radiation measurements are crucial to the nuclear industry, and they are
required by regulatory agencies. The development of a calibration laboratory that is accredited
by the National Institute of Standards and Technology (NIST) or is approved by the National
Voluntary Laboratory Accreditation Program (NVLAP) is one step of ensuring accurate
radiation measurements. According to the draft American National Standard for
Dosimetry—~Personnel Dosimetry Performance—Criteria for Testing (ANSI N13.11-1993), a
dosimeter testing laboratory must be equipped with an X-ray machine in addition to five other
calibrated sources.!

If properly calibrated, an X-ray unit can provided a calibration laboratory with a wide
range of monoenergetic sources. Upon calibration, the X-ray unit can be used for X-ray
calibrations of survey, diagnostic, and reference-class instruments and for X-ray irradiations
of personnel dosimeters. The goal for this thesis research was to prepare the X-ray facility
in the Radiation Calibration Laboratory (RADCAL) at Oak Ridge National Laboratory
(ORNL) for NIST accreditation and to developed a new spectral analysis technique.

Although the traditional measures of beam quality, kilovoltage, and half value layer
(HVL) have become traditional measures for specifying X-ray beams, these parameters do
not provide a complete description of the X-ray spectrum. However, it is doubtful that these
measurements will ever be replaced by a complete detailed spectrum. The spectral analysis
process is complex, and, in most situations such as in a clinical setting, the amount of
information provided by the X-ray spectrum is more than is needed.? The additional
information obtained through a spectral analysis of the RADCAL X-ray beams was desired
to more precisely match the NIST beam codes.

12 BASIC X-RAY PHYSICS

Many of the basic properties of X-rays have been known since 1895 when Roentgen first
announced the existence of this useful type of penetrating radiation. The modern X-ray tube
is based on the Coolidge tube, designed in 1913 by W.D. Coolidge.> The X-ray tube
components are encased in an evacuated heat-resistant Pyrex glass envelope. The tube is
placed in a lead-lined housing, which provides protection against excessive leakage radiation.

The cathode, the electrically negative side of the tube, has two main parts: a filament and
a focusing cup. The thoriated tungsten filament, through thermionic emissions, supplies the
clectrons that are accelerated to a target. Tungsten is generally chosen as the filament
material due to its high melting point of 3410°C and tendency against vaporization. One to
two percent thorium is added to the tungsten to increase the efficiency of thermionic emission
and the life of the tube. The filament is fixed to the metal focusing cap. The purpose of the
focusing cup is to condense the electron beam to a small area of the anode.*




The anode, the electrically positive side of the tube, has three primary functions. The
anode receives electrons emitted by the cathode and conducts them back to the high voltage
section of the X-ray machine.* The anode, usually fabricated from copper, also serves as a
thermal conductor. The portion of the anode struck by electrons, is known as the target. The
optimal material of the target is tungsten (or a tungsten-alloy metal) due to its thermal
conductivity and high melting point. Additionally, the high atomic number of 79 promotes
efficient X-ray production.*

When the electrons emitted from the cathode strike the target, more than 99% of the
kinetic energy is converted to heat and the remaining energy is involved in the production of
X-rays. The constant excitation and relaxation of the outer-shell electrons of the tungsten
target result in the emission of infrared radiation.* The production of heat increases directly
with increasing tube current and almost directly with kilovoltage. The efficiency of X-ray
production is independent of current but increases with increasing electron energy provided
by the electrical potential between the anode and cathode. Two types of radiation result from
this X-ray production: characteristic and bremsstrahlung radiation.

‘When the electron interacts with an inner-shell electron of the target atom, characteristic
radiation results. When a K-shell electron is removed by ionization, the target atom is left in
a highly unstable state. When one of the orbital electrons in shell L through P falls into the
vacant K shell, an emission of radiation occurs. The X-ray has the energy equal to the
difference of the binding energies of the orbital electrons involved. Characteristic X-rays are
produced when electrons are ejected from orbits other than the K-shell; however, the energy
is insignificant compared to the characteristic X-rays from the K-shell electrons. All of the
possible X-rays that are characteristic of the target material form what is known as the
discrete spectrum. One’s awareness of characteristic X-rays is crucial for spectral analyses and
for diagnostic radiographs to which K-shell X-rays contribute significantly.*

Bremsstrahlung radiation is produced by the interaction of an electron with the electric
field from the nucleus of the target atom. As a result of the influence of the electrical field
the electron changes its course and loses some of its kinetic energy. The loss in kinetic energy
is accompanied by X-ray emission. Unlike the discrete energies of characteristic radiation,
bremsstrahlung radiation is highly nonbomogeneous and can be any energy up to the
maximum energy of the interacting electron. The emission spectrum for the bremsstrahlung
radiation is known as the continuous X-ray spectrum. The general shape of a continuous
spectrum is constant, but the relative position on the energy axis changes. The factors that
control the relative position and amplitude are the current and electrical potential of the tube
and the amount of added filtration. The greatest number of X-ray photons is emitted with
energy approximately one third of the maximum photon energy. The number of photons
emitted decreases rapidly at very low photon energies. The effect that each of these factors
has on the emission spectrum is described in the following paragraph.

A change in the tube current results in a proportionate change in the amplitude of the
spectrum at each energy interval (Fig. 1.1) (ref. 4). A change in the electrical potential of the
X-ray tube affects both the amplitude and the position of the spectrum. When the electrical
potential is increased, the relative distribution of the emitted photons shifts toward higher
energies, as shown in Fig. 1.2 (ref. 4). Adding filtration results in an increase in the effective
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Fig. 1.1. Effect of a change in current on an X-ray spectrum.
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energy of the X-ray beam and a decrease in the intensity since the filtration more effectively
absorbs the lower energy X-rays.* The end effect of adding more filtration is a more
penetrating beam (Fig. 1.3).

The ideal X-ray spectrum is one of high quality, that is, highly penetrating X-rays. To
generate the ideal spectrum, filtration is added to remove the low-energy X-rays. Figure 1.4
shows an unfiltered, normally filtered, and ideally filtered X-ray beam.* In an attempt to
generate a desirable spectrum, two types of filtration are used: inherent and added filtration.
Filtration by the beryllium window and components of the X-ray tube is considered to be
inherent filtration. The inherent filtration often increases with age due to the vaporization
and deposition of the tungsten target and filament on the tube window.* Added filtration is
provided by placing additional material in the beam with dimensions that provide a desired
degree of attenuation. Aluminum is generally chosen because it is efficient in removing low-
energy X-rays through the photoelectric effect. Aluminum is readily available, fairly
inexpensive, and can be easily machined or shaped into filters.* Copper is another material
widely used for added filtration. Tin and lead are also used as filters for the higher energy
beams.

In the characterization of X-ray beams the terms X-ray quantity and X-ray quality are
encountered. The X-ray quantity is simply another term for the X-ray intensity or radiation
exposure measured in roentgens. This is really just a measure of the number of X-rays in the
useful X-ray beam. Since the intensity of the radiation changes with distance from the source,
measurements are usually given for a certain distance from the anode of the X-ray machine.
The X-ray quality refers to the penetrability or the effective energy of the beam. Beams with
a high penetrability are termed high-quality or hard and those with a low penetrability are
referred to as low-quality or soft beams.* In naming the beam codes, NIST has assigned letters
that indicate light (L), moderate (M), and heavy filtration (H) and numbers which are
equivalent to the constant potential in kilovolts. The X-ray quality is expressed numerically
by the HVL, which is the thickness of added filtration required to reduce the X-ray intensity
to half its original value. Another term used in expressing the beam quality is the
homogeneity coefficient (HC). The HC is the ratio of the first HVL to the second HVL
multiplied by 100 (ref. 5). A value for the HC near 100 indicates that the filtration produces
an approximately homogeneous beam that is approximately monoenergetic. The simplicity of
measuring the HVL makes it the method of choice for expressing beam quality.
Measurements of radiation quality are expressed as the HVL of the beam with a certain
thickness of filtration and energy.

13 VARIOUS RECONSTRUCTION TECHNIQUES

Numerous techniques have been developed to reconstruct spectra from attenuation data.
Due to the unavailability of a spectroscopy system in many clinical settings, spectral
reconstruction techniques have been developed to use data that would have been previously
obtained through parametric description of the beam quality. The Laplace reconstruction
approach fits an attenuation curve to an analytical function containing several parameters.®
If the model is correctly chosen, its inverse Laplace transform is a unique data set that
approximates the original spectrum.® Another approach is the numerical analysis of the
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transmission data. The principle of this method is to iteratively calculate the spectrum with
some sensible physical constraints until the calculated transmission data agree with the
measured ones.” The response matrix correction technique for this research utilizes a Monte
Carlo generated response matrix and backstripping to correct the spectrum for the detector
response. This technique is described in detail in Sect. 5.

A spectral reconstruction process using an artificial neural network has been developed
as an alternative to other spectral reconstruction techniques. A neural network receives input,
processes that input in a highly connected architecture of nonlinear processing nodes, and
produces an output.® This spectral reconstruction technique is a noniterative approach, in
contrast to the numerical analysis and iterative approaches mentioned previously. Additionally
this technique does not use attenuation measurements to reconstruct the spectrum. A neural
network developed by J. M. Boone produces an energy spectrum from input attenuation
data.? The neural network developed for the RADCAL work also results in an approximation
of an energy spectrum, but it accepts as input data attenuated and unattenuated measured
spectra obtained from measurements with a spectrometry system.




2. EQUIPMENT AND MATERIALS

2.1 RADCAL

The Radiation Calibration Laboratory (RADCAL) is operated by the Dosimetry
Applications Research (DOSAR) group of the Health Sciences Research Division at Oak
Ridge National Laboratory. The calibration laboratory performs work for research groups at
ORNL and for private industry. The lab is equipped with several calibrated sources and
numerous NIST calibrated instruments. All rooms at RADCAL are environmentally
controlled or monitored for humidity, temperature, and pressure.

The X-ray facility, an important feature of RADCAL, is a low-scatter lead-lined room
with dimensions of 6.1 x 7.0 x 4.3 m. The room is equipped with an adjustable rail system that
extends to 3 m and is used to position and hold the lead collimators, the lead shielding, and
the phantom stand. The X-ray source is a 320 kV Pantex X-ray unit with a tungsten target
and a 3-mm beryllium window encased in lead housing. The range of electron accelerating
potential available with the X-ray unit is ideal for preparing all of the X-ray beams suggested
by draft ANSI N13.11-1993, as well as many of the NIST beams. A beryllium window with
a thickness of 3 mm was chosen for this work, in order to duplicate one of the X-ray units
used at NIST for calibration purposes.

22 COLLIMATION

The X-ray beam is collimated with a series of half-inch thick, 20- by 20-cm lead sheets.
For the HVL measurements, the first collimator, with an opening of 9 by 9 cm?, is placed
0.45 m from the anode. The second collimator, with an opening of 20 by 20 cm?, is placed
1.5 m from the anode. A diagram of the collimation is found in Fig. 2.1. The placement of
these collimators with the apertures as described results in a fully exposed 15-cm thick, 30-
by 30-cm polymethylmethacrylate phantom whose front face is located at a distance of 3.17 m
and centered on the X-ray beam. The collimation was altered for the spectral analysis, as
discussed in a later section of this work.

23 IONIZATION CHAMBER

All of the X-ray beam calibration measurements were made with an Exradin A-2/A-3
ionization chamber and with a NIST-comparable Keithly 617 electrometer. The following
description was found in brochures from Exradin. The A-3 chamber is a spherical air-
equivalent chamber based on the Shonka-Wyckoff design. The chamber is mounted to a low-
noise triaxial cable. The chamber is constructed entirely of air equivalent conducting plastic,
with a collecting volume of 3.6 cc and a wall thickness of 0.25 mm and an optional 2.0 mm
equilibrium cap. This chamber was originally conceived to serve as a secondary standard
instrument. The A-3 chambers are widely used in diagnostic radiology, radiation protection,
and research and are well suited for beam calibrations, quality assurance, and dose assessment.
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The RADCAL facility has three A-3 chambers, two of which are NIST-calibrated for
several X-ray beams. In order to directly obtain a calibration factor for each of the X-ray
beams of interest, the reference A-3 ion chamber would need to be calibrated to more NIST
X-ray beams. Additionally, the calibration factor is a function of the HVL of the X-ray beam.
Since the HVL changes with every addition of filtration, a method for calculating the
calibration factor was necessary to this work. The mathematical relationship used for
determining the calibration factor was made available by T. Heaton, presently of the Food
and Drug Administration (FDA). In his previous position at NIST, he compiled all the
calibration factors for all of the A-2 chambers calibrated at NIST. A description of his work
is found in an unpublished manual titled Secondary-Level Laboratories: Methodology for a
Calibration Program, from which the following information was obtained.® Since the majority
of these chambers were calibrated to the M100 beam, the calibration factors for all of the
other beams were normalized to the value for the M100 beam. The resulting calibration
factor is referred to as the relative calibration factor and is found graphically in Fig. 2.2 (note
the mathematical relationship also found on the graph).

24 HIGH PURITY GERMANIUM DETECTOR

Spectrometry was performed with a high purity germanium (HPGe) planar detector and
a multichannel analyzer (MCA) system. An EG&G ORTEC Model GLP-11190-S LEPS
series HPGe planar low energy photon detector was purchased for use in this work, upon the
recommendation of C. Soares of NIST and T. Fewell of FDA. The planar detector has an
ultra-thin ion implanted boron front contact and a 0.0254 mm beryllium window. The active
area is 100 mm?® with a sensitive depth of 10 mm and a diameter of 11.3 mm. The detector-to-
entrance window distance is 7 mm. The guaranteed resolution is 190 eV full width at half
maximum (FWHM) at 5.9 keV for **Fe and 550 eV FWHM at 122 keV for ¥’Co. These two
isotopes were used to establish known peaks for the calibration of the MCA. A linear
relationship was assumed between the energies of the Fe and ¥Co peaks and the channel
numbers of the peaks. Through changes in amplification the MCA was calibrated to 0.1 kev
per channel.

25 FILTERS

The majority of the copper (Cu) and aluminum (Al) filters used to make the attenuation
measurements and the attenuators used in the spectral analysis have a purity of 99.99%. The
exception are the Al filters, which measure less than 0.05 mm. These have a purity of 99.5%.
Tin and lead filters were used for several of the higher energy beams. No significant errors
are expected due to the use of the slightly lower purity material. However, when taking HVL
calibration measurements, the purity of the Al and Cu must be taken into account. Small
amounts of impurities have been shown to degrade the accuracy of the reconstructed
spectrum.’® For example, Al 1100, which is an alloy required to contain 99% Al, has been
found to interfere with an accurate spectral analysis.'” The possible contaminants of the
aluminum 1100 are iron, silicon, copper, manganese, and zinc. The reason a low percent
impurity, such as 1%, can cause such inaccuracies is because the atomic numbers of these
impurities are quite different from that of Al resulting in different attenuation qualities. Of
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all these impurities only silicon is close in atomic number to Al X the exact impurities are
known, a correction can be made by taking into account the mass attenuation coefficient of
the impurity. A correction for the effects of the impurities is found in Appendix A of Archer
and Wagner (ref. 10).

In addition to the purity of the material, the thickness must be accurately measured.
Atlthough the thickness of each filter was quoted by the manufacturer, all of the filters were
remeasured with a precise micrometer and found to differ significantly in thickness from the
stated measurements. A Mitutoyo digital micrometer, with a resolution of 0.001 mm was used
to obtain an averaged value from a series of measurements for each of the 2- by 2-in. filters.
The uncertainty associated with these precisely measured filters is considered to be negligible.

26 XCOM

XCOM is a computer program and database prepared by M. J. Berger and J. H. Hubbell
of NIST. The XCOM program will calculate photon cross sections for scattering,
photoelectric absorption, and pair production and will determine mass attenuation coefficients
for any element, compound, or mixture at any energy in the range of 1 keV to 100 GeV. The
main program consists of various FORTRAN subroutines that, upon requesting the user to
specify the chemical symbols for the composition of the material and the desired energy grid,
generate coefficients for cubic-spline fits. All coefficients used in this research were obtained
by using XCOM. A graph of the Al attenuation coefficients is found in Fig. 2.3. The program
is extremely user friendly, prompting the user for simple requests and preparing a
straightforward output.

27 HVL CODE

The HVLs for the X-ray beams were calculated by using a computer code written by
H. T. Heaton of FDA. The code was designed to be used by secondary-level ionizing
radiation calibration laboratories. Through the use of this computer code the laboratories
gather data in a prescribed manner. The computer code includes programs for calibration
procedures for several classes of instruments using equipment common to state sector
laboratories and for quality control of the calibration equipment. There are also programs for
making measurements necessary to determine the various uncertainty components of the
calibration. The majority of the code was not relevant to the X-ray beam calibration at
RADCAL. The appropriate thickness of additional filtration and the accompanying HVL can
be determined by the portion of this code which calculates a calibration factor for an A-3
chamber as a function of the HVL of the X-ray beam. The database used in determining
these calibration factors was obtained from all A-3 chambers calibrated at NIST, as described
previously in this work. Appendix C contains a description of the HVL code as found in the
manual c;mtributed by T. Heaton, Secondary-Level Laboratories: Methodology for a Calibration
Program.

The code can be used to start the calculations with no added Al filtration or the user can
select a different starting point on the transmission curve, subtracting the amount of Al at
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that point from the rest of the values of added AL For each of the starting points a “new”
base filter pack is effectively created and the code calculates the HVL and HC for that beam.
Therefore, the HVL can be calculated for several base filters from only one measurement.
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3. CALIBRATION OF X-RAYS BEAMS

3.1 NIST CRITERIA

The goal of the calibration and characterization of various X-ray beams produced by the
RADCAL X-ray unit was to meet requirements for a Secondary Calibration Laboratory
Accreditation by NIST. Throughout the preparation process all of the NIST criteria for
accreditation were implemented whenever possible. The NIST criteria are provided in full
detail in NIST publication 812 in parts A and C-2 (ref. 11). The criteria included in this work
summarize the criteria that are relevant to the development of the procedures for the
calibration of X-ray beams for the irradiation of personnel dosimeters.

The criteria require there be at least one constant-potential X-ray generator available to
cover a range of exposures for protection-level irradiations, with a minimal range of 30 mR
to 500 R (0.3 mGy to 4 Gy). Three or more of the NIST beams codes described in ANSI
N13.11 and DOE/EH-0027 must be available for irradiations. The leakage through a closed
shutter shall be less than 0.1% of the open-shutter rates at the position of the dosimeters, and
the shutter transit time must be known.

The X-ray beams must be collimated, and their size limited to an area as specified by the
irradiation requirements. All dosimeters should be uniformly irradiated with phantom backing,
using a beam size sufficient to fully irradiate the phantom face. A polymethylmethacrylate
phantom with a minimum surface size of 30 by 30 cm and a thickness of 15 cm should be
supported on a sturdy minimum-scatter support system. The dosimeters should be placed at
least 5 cm from the edge of the phantom, at a distance of at least 1 m from the anode of the
X-ray tube.

The radiation field should be characterized in terms of exposure rate in the absence of
the phantom at the location where the center of the front surface of the phantom is placed
for irradiation, and the contribution from room scatter radiation should be measured with the
phantom removed. The scatter should not exceed 5% of the exposure rate at any location
where a dosimeter would be placed. The X-ray beam emitted from the tube housing should
be filtered to achieve an appropriate radiation quality for calibration purposes.

The beam quality should be expressed in terms of the HVL and HC. The first HVL and
the HC for a given beam should be within 5 and 7%, respectively, of the values found in
Table 1, Characteristics of X-ray Beams, in Sect. B.2.6 of NIST Publication 812. Five of the
NIST beam codes have been chosen as test spectra by the ANSI for dosimeter testing. The
graphical representations of these five spectra, as found in the ANSI N13.11-1993, were
reproduced and are found in Fig. 3.1. The characteristics of the beam codes duplicated for
this work are presented in Table 3.1. The electron accelerating potential and the additional
filtration can be adjusted in order to approach the target HVL and HC, as long as the X-ray
intensity does not vary more than 5% across the useful area of the beam.
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32 PROCEDURE FOR MEASURING BEAM QUALITY |

After collimating the X-ray beam as described in Sect. 3, the first parametric
measurement made was to test for beam uniformity. It was not necessary to measure the
room scatter or the leakage through the closed shutter. These measurements had been made
previously and were found to meet the NIST criteria. An investigation of beam uniformity was
performed by taking measurements of the M150 beam with an A-3 ion chamber. The chamber
was placed in positions that varied vertically and horizontally across the phantom stand. The
results of these measurements are found in Fig. 3.2. The NIST criteria were met for this
measurement since the beam intensity did not vary more than 5%.

The next step in calibrating an X-ray beam is to evaluate the HVL of a beam that has
been filtered. The beam used as the example beam for this discussion is the S75 beam. This
is one of the special beams developed by NIST for DOE facilities to use in dosimetry.
Although the NIST criteria allow the voltage to be altered in order to match the beam codes,
in this work only the filtration was varied. Throughout the collection of the measurements for
the S75 beam, the target potential was 75 keV.

A series of attenuation measurements were made by placing different thicknesses of Al
in the X-ray beam. In addition to a measurement with no added Al, ten different
combinations of added filtration were used. The filters chosen and the corresponding
collected data are shown in Table 3.2. When deciding on which filters to use, the beam under
investigation and the strength of the signal is considered. If a significant signal can be
measured, measurements should be made through ten HVLs. Measurements should be
obtained using several filters with a thickness close to the NIST suggested HVL. At least four
different filter measurements should be made above and below the probable HVL. The
suggestions on which combinations of filters to use were those of T. Heaton. The
measurements made near the HVL, on which small iterations are made, help to provide more
data in the region of the HVL and better evaluate the true HVL.

Generally, 10 to 20 1-min data points were obtained for each filter thickness, except for
the thicker filters where often 30 or more 1-min data points were obtained. The A-3 response
was measured by an electrometer and recorded through a computer interface. A computer
program, which corrected the measurements for temperature and pressure, was used. In
addition to the environmental corrections made to the collected charge, the data were
averaged and the coefficient of variation calculated to serve as a check for counting statistics.
Generally, the percent standard deviation for the charge collected was kept below 1%. After
obtaining an averaged corrected measurement of the charge collected per minute in units of
coulomb per minute (C/min) for each filter, the data were combined in an ASCII file in the
appropriate format to be used as input for the HVL code.

Heaton’s HVL code was used to evaluate a HVL and HC for each different base
filtration listed in Table 3.3. The percent differences from the NIST HVL and HC for each
of the base filter combinations were evaluated and then plotted in an attempt to find the
optimal filter thickness. These results are found on Fig. 3.3. In choosing the optimal filter
thickness an attempt is made to keep the percent difference from the NIST value for both
the HVL and HC to a minimum. From Fig. 3.3 it was determined that a base filter of
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Table 32. Data for determining HVL? for the S75 beam

Added aluminum Uncorrected Corrected Percent

filtration charge rate charge rate standard
(mm) (C/min)? (C/min)” deviation
0.000 6.626 x 10™° 6.811 x 10~° 0.008
0.186 4235 x 10~° 4345 x 10~° 0.363
1.038 1.947 x 10~° 2002 x 10~° 0.199
1.503 1546 x 10~° 1.588 x 10~ 0351
1.740 1390 x 10~ 1.427 x 10~? 0.167
2018 1217 x 10°° 1.253 x 10~* 0.240
3.056 8688 x 10~% 8944 x 107¥ 0.435
3426 7.794 x 107 8023 x 107 0361
5.117 5282 x 10-% 5.437 x 107 0.388
9.950 2310 x 10~% 2381 x 10°¥ 0.526
20.141 7332 x 1071 7.558 x 1174 0.266

“Half value layer.

Coulomb per minute.
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Table 33. Initial results of the HVL code

for the S75 beam
Added aluminum Resulting HC
filtration HVL®
(mm) (mm)
0.000 0.75 0.46
0.186 0.70 045
1.038 1.61 058
1.503 199 0.61
1.740 2.19 0.63
2018 244 0.66
3.056 3.06 0.71
3.426 318 0.69
5117 3.92 0.73
“Half value layer.

PHomogeneity coefficient.




% DIFFERENCE FROM NIST HVL

ORNL-DWG 93-11836

HC

‘ I ! I
Filterthlch:eas (mm Al)

Fig. 3.3. Evaluation of optimal filter thickness for the S75 X-ray beam.

% DIFFERENCE FROM NIST HC




23

1.34 mm Al would be the most appropriate choice for matching the NIST beam.

A verification procedure was then used to test whether the 1.34 mm Al base filtration
did indeed have an HVL and HC of an S75 beam. Using the 1.34 mm Al filter as the base
filtration, another series of attenuation measurements was made. These filter thicknesses and
the corresponding corrected measurements are found in Table 3.4. Again these data were
used as input for the HVL code to evaluate an HVL and HC for a base filtration of 1.34 mm
Al The results for the S75 beam follow in Table 3.5. It is important to understand that the
effect of filter thickness on response of the A-3 ion chamber (as described in Fig. 2.2) must
be taken into account. When the attenuation data were plotted and the first HVL evaluated
from this graph (Fig. 3.4), an HVL of 3.1 mm Al was found for the S75 beam with a base
filter of 1.34 mm Al This is significantly higher than that found when the A-3 response was
corrected for the effects of the filter.

The complete procedure, as described above, for determining the beam quality was
performed on four other beams. The results follow in Table 3.6.




Table 3.4. Data used for the verification of 1.34 mm Al base filtration

Base filter: Uncorrected Corrected Coefficient
134 mm Al charge rate charge rate of
. + variation
added aluminum
filtration (mm) (C/min)® (C/min)® (%)
0.000 1.664 x 10~*° 1.719 x 10~° 0.378
0.519 1322 x 10~° 1.365 x 10™* 0.266
0.703 1.233 x 10~° 1274 x 10~° 0.207
2.028 8.002 x 101 8272 x 107 0.589
5.117 4.049 x 10~ 4.185 x 10~ 0.354
7.145 2874 x 10~ 2971 x 1079 0.271
9.950 1923 x 10~ 1.987 x 107% 0.152

“Coulomb per minute.




Table 3.5. Results from the parametric measurements of the S75 beam

NIST” suggested Measured values Percent difference

values from NIST
Base aluminum filtration 1.504 134
(mm)
HVL?® (mm) 1.86 1.89 1.61
HC* 63 62 -1.58

“National Institute of Standards and Technology.
PHalf value layer.
‘Homogeneity coefficient.




COLLECTED CHARGE (C/min)

ORNL-DWG 93-11837
IES |
l CORRESPONDS TO ZERO ATTENUATION
- FOR A 1.34 mm Al BASE FILTER
[E9 — \\ THE FIRST HVL CORRESPONDING TO 3.1 mm Al
1B-10 —
|||||ll|||l|||||llll
0 5 10 15 20

Fig. 3.4. Attenuation curve for the S75 beam.




1oy xoddoo Suysn wur ¢¢70;

xony Joddoo Supsn ww ¢z°0,

JuLJe00 L1oucdowoH,

*J0fe] onjea JleH,

‘f101e10q8T UOREBIGHED UOnEIpLY,

*A3o[ouyoa], pue spiepuels Jo SIMIISU] [eUoHEN,

27

01— LT 98°'0 £€€'01 B80S 680 (YAl ! LS oL OSTIN
90— (A W&o II's LS €L0 €0's 0's 1s 00OIN
8S'1— 191 Nw..c 681 el £9'0 98'1 Y0S'1 6t SLS

¥6'C— 650 990 691 LSST 89'0 89’1 1s7 ve 09N
60— (A €90 89¢0 981°0 90 9¢0 050 0c 0EN

(wrur) (wwr) wopen|y (wiur) (wwr) 931
pOH JIAH | OH JIAH  wnuumpessed | ,OH J/IAH  Wnujunie oseg (Ao¥) op0o wreoq Aoy
LSIN won /IVOavd 1) £315u0 93er0AV
Q0URIOPIP WAIJ SONJEA POINSEIN sonjea ,LSIN

sjuomaIsesw spowered Jo S)NSOY  9°¢ IqRL




28

4. DETECTOR RESPONSE MATRIX CORRECTION
TECHNIQUE

4.1 INTERACTIONS WITH DETECTOR

The difficulty in obtaining spectral measurements arises from the high count rates that
are characteristic of these high energy photons. Typically, the lowering of the count rate is
achieved through the use of collimators, shielding, and current adjustments. A dead time less
than 10% was considered acceptable for these measurements. The lead collimators remained
in the same position for the spectral measurements as that used for the HVL measurements
(see Sect. 2.2, Fig. 2.1). Two half-inch lead sheet collimators with 4- by 4-in? openings were
placed adjacent to the previously placed lead sheet collimators. Of course this altered the
beam spread on the phantom, but having a fully exposed phantom is not important for the
spectral analysis. The HPGe planar detector, wrapped with lead sheets, is placed at a
horizontal distance of about 3.7 m from the X-ray focal point. Lead bricks and a lead pinhole
collimator were placed around the detector to provide additional shielding. The first seven
attenuator measurements, 0 to 0.5 mm Al, were made with a X-ray machine current setting
of 0.5 mA. An increase in current was necessary for the thicker attenuator measurements in
order to obtain a significant signal. The current was increased to 5 mA for the 5-mm Al
measurement and to 20 mA for the 10- and 20-mm Al measurements.

An accurate X-ray spectrum is necessary in order to fully characterize the X-ray beam.
Since these spectra were measured experimentally, it was necessary to make appropriate
corrections to the pulse height distribution to reconstruct the true incident photon energy
spectrum. The majority of the distortions occur because the primary photons are partially
absorbed or escape completely before being detected. A paper by Seltzer,’? which discusses
the calculated response of HPGe detectors, and papers by Chan et al.® and Chen et al,*
which discuss the determination of the response of HPGe from Monte Carlo methods,
present excellent overviews of the response of typical germanium detectors used in X-ray
spectrometry. The mechanisms that cause the detected energy to be lower than the true
incident photon energy are the escape of characteristic X-rays resulting from photoelectric
absorption events in the Ge K-shell and the escape of the incident photons scattered to lower
energies in Compton collisions.’ The probabilities for an incident photon to be counted in
the different energy channels depend on the incident energy, detector dimensions, and the
irradiation geometry. Monte Carlo calculations tabulate the energy response relative to the
number of incident photons in the following categories: (1) photopeak efficiency, (2) K, or
K, escaplg fraction, (3) Compton fraction, (4) penetration fraction, and (5) elastic escape
fraction.

The photopeak efficiency reflects the relative number of photons that deposit all of their
energy in the detector. The photopeak efficiency increases with area and thickness of the
detector crystal. However, for low-energy photons with short mean free paths the photopeak
efficiency is almost independent of the dimensions of the crystal.’® Increasing the thickness
of the crystal, which reduces the penetration, is much more effective than increasing the area
for an improvement of the photopeak efficiency.?
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The K escape fractions result from the photons that deposit all their energy, except for
the K, or K; X-ray of the germanium. The K escape fraction is approximately 16% at the K
edge of germanium, and it decreases to only 1% at 50 keV.™ X escape is probable only for
X-rays produced very near a surface, since in Ge these photons have a mean free path of only
50 pm.” These fractions are independent of the detector dimensions and are relatively
constant among detectors since the majority of the K escape photons originate from a small
volume close to the crystal’s surface.”® The probability of K X-ray production close to a
surfa&e is high for low-energy photons, which are photoelectrically absorbed near the entrance
face.

The Compton fractions result from the photons that deposit only part of their energy by
inelastic scattering and then escape. The Compton fraction decreases with increasing detector
area due to the reduction of the photons escaping from the side of the detector.!® For a given
area the detector thickness dependence varies with the incident photon energy. The Compton
fraction is essentially constant at low energies while it increases at medium energies due to
the reduction in the number of photons scattered in the forward direction. The Compton
fraction increases at high energies because the increase in detector thickness reduces the
penetration fraction, so the number of photons which contribute to the Compton fraction
increases.® At energies above 100 keV the Compton fraction is considered to increase with
both photon energy and detector thickness.!*

The penetration fraction is defined as those photons that pass through the detector
crystal with no interaction. The elastic escape fraction results from photons that undergo
single or multiple coherent scattering events before escaping the detector.? These elastic
escape photons can be viewed the same as the penetration fraction photons, since neither
deposit their energy. The elastic escape contribute only a few percent of the total when the
energy of the incident X-ray is less than 150 keV.?

42 DETECTOR RESPONSE MATRIX

This spectral correction method performs backstripping on the collected MCA data. The
response matrix for the planar HPGe was developed through the Monte Carlo calculations
performed by Chan et al. (ref. 13). Two thorough descriptions of the response matrix are
found in the work by Chan et al. (ref. 13) and in the Handbook of Computed Tomography
X-ray Spectra by Fewell et al. (ref. 15). Each row of the response matrix is the response of
the detector to a monoenergetic photon. The column values in the row gives the probability
of detecting the monoenergetic photon in each 2 keV interval up to the maximum energy
interval. The diagonal values of the response matrix are the values of the photopeak
efficiencies. The sum of the probabilities in each row is the probability that the
monoenergetic photon will interact with the detector and be registered as a count.

43 BACKSTRIPPING

A summarized description of the backstripping correction procedure follows, with a more
detailed description following in Appendix B. The information was obtained in part from the
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appendix of Chan et al. (ref. 13). The correction begins at the high-energy end of the
spectrum where there are no interactions due to K escape nor Compton contributions from
higher energy photons. The counts in this interval can only be due to the photopeak
efficiency of the detector. The true number of incident photons at this energy can be
determined by dividing the counts in this interval by the photopeak efficiency. This true
number of incident photons at a particular energy is multiplied by the K, and K, escape
fractions, or by the Compton fraction, to determine the magnitude of the K escape peaks and
the Compton distribution. The K escape peaks and energy degradation by Compton scattering
result from the incomplete absorption of the incident photons at a particular energy. These
photons are not registered against their true energies, but contribute instead to the number
of events registered at lower energies. The K, and K, escape peaks and the Compton
continuum are predicted by Monte Carlo analysis and subtracted from the energy region of
interest. This correction provides the correct number of counts in the region of interest and
provides Compton and K-escape contributions to lower energies. This backstripping is
repeated for each lower energy interval.

The computer program contributed by T. Fewell* performs this backstripping procedure.
The code was designed to accept data from an MCA calibrated with each channel equalling
0.1 keV and bins the data in 2-keV intervals. In addition to correcting the spectrum through
the backstripping procedure, the code normalizes the spectrum for plotting, calculates the
HVL from the spectrum, and determines the exposure if desired.

The backstripping procedure results in a corrected spectrum with the following two
features. First, in the high energy region the measured pulse height distribution (PHD) is low
due to the incomplete absorption of photons by the detector. Second, in the low energy
region the measured PHD is high due to the Compton continuum and K escape photon
contributions resulting from the higher energy incident X-rays.* The results of this correction
code can be seen in Fig. 4.1, which shows the effect of backstripping on the RADCAL M30
spectrum.

*T. Fewell, Food and Drug Administration, personal communication to C. M. Johnson,
January 1993.
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5. NEURAL COMPUTING

5.1 DESCRIPTION OF NETWORK

The basic approaches used in neural computing are fundamentally different from those
used in conventional computing. Typically an algorithmic or rule-based approach is applied
in conventional computing to the input problem in search of a solution. In some instances,
the mathematical relationship does not exist or is unclear, and a “nonalgorithmic® process,
such as neural computing, is a desirable approach to a solution.®

The software package used for this work was NeuralWare NeuralWorks Professional
II/Plus. A back propagation network was created with input, hidden, and output layers, which
are all interconnected to the succeeding layer. Each processing element or node in the layers
carries a weight coefficient, which is determined by presenting the network with a series of
input/output pairs. During learning, information is propagated back through the network to
adjust the weight coefficients using a learning algorithm. In the case of this error back-
propagation network, the learning algorithm is the generalized delta rule. A concise
description of this learning algorithm appears in the appendix of the work of Boone et al
(ref. 8). The NeuralWare NeuralWorks software will automatically build a back-propagation
network upon the request of the user. The user does, however, have to make some important
decisions before requesting the back-propagation network to be built. The number of layers
and the number of nodes for each layer must be decided upon, as well as the learning rule,
the initial learning coefficients, the transfer function, and whether the network should be
hetero- or auto-associative.

By choosing hetero-associative, it signifies that the input is expected to be different from
the desired output and that there is an associated output with the entered input training data.
The hyperbolic tangent is chosen as the transfer function for this work. The range of the
values for the input values is -1.0 to 1.0 and -0.8 to 0.8 for the output values, the default
range of NWorks. Due to these ranges, equal weight is given to the low and high end values
during the multiplication of the output of this function in the weight update equation.’® The
normalized cumulative delta rule is chosen as the learning rule. As a result, the error is
reduced by the square root of the number of presentations, tending to prevent large abrupt
changes in the weights.'®

The learning rates were chosen by a process of trial and error and through looking at
some descriptions of other networks. According to the manual Using Nworks,1® having a larger
learning coefficient at the hidden layer than that for the output layer allows the hidden layer
to form “feature detectors” during the initial learning process; these “feature detectors” can
contribute to form more complex “detectors® in the output layer. Large learning rates may
cause large instabilities preventing convergence.®

Figure 5.1 is a diagram of the structure of the neural network. The output layer consists
of 16 nodes corresponding to 16 energy bins (0 to 32 by 2 kev) for the M30 spectrum. The
use of 16 processing elements in the hidden layer was found to be appropriate for this
application. The input layer consists of 160 processing elements that correspond to each of
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Fig. 5.1. Structure of the M30 neural network showing the three layers
and the number of processing nodes in each layer.
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16 energy bins for each of ten attenuators. A listing of the attenuators is found in Table 5.1.
Since the detector response is dependent on the energy and the amount of attenuation to the
X-rays, essentially 160 different detectors were created by using the series of 10 attenuators
and analyzing the spectrum in 2 keV energy intervals.

52 TRAINING DATA

The optimal training set for the neural network would provide input/output information
that covers the domain of interest so the network can find a general solution to a specific
problem.? Ideally, the training set would be composed of numerous pairs of an unattenuated
and attenuated measured spectrum as the input with the corresponding detector-response-
matrix-corrected measured spectrum of the beam code under investigation as the output.
These spectra would preferably be measurements of the NIST X-ray spectrum, in this case
the M30 beam. Since performing these actual measurements at NIST was not feasible, the
spectra for the training set had to be obtained with a computational model. Draft ANSI
N13.11-1993 contains the new NIST beam codes both in tabular and graphical form as the
relative number of photons per keV energy bin. Henceforth, the spectra found in the ANSI
standard will be referred to as the base corrected spectra, from which all other training
spectra are generated. The base corrected spectrum is the “true” spectrum incident on the
detector. The data found in Draft ANSI N13.11-1993 were organized in 2 keV energy
intervals for this work.

In the preparation of a broad set of training data it is not necessary to replicate the
actual shape of the NIST M30 spectrum. However, the goal of spectral reconstruction, to find
the true effect due to attenuation of the spectrum, should be maintained. The generation of
many corrected spectra for training the neural network involved making perturbations to the
base corrected M30 spectrum; these perturbations are listed in the equations found in
Table 5.2. After applying these perturbations to each 2 keV energy interval, the ratio of the
sum of the photons in the NIST base corrected spectrum to the sum of the photons in the
generated spectrum was found and then multiplied by sum of photons in each interval of the
generated spectrum. This normalization was applied to all of the generated spectra. The
generated spectra are the output portion of the training set and are referred to as the
corrected spectra.

Voltage oscillations were present especially in the measurements that required a longer
counting time. Since a calibrated voltage stabilizer was not available, there was no way to
correct for these experimentally. In an attempt to generate realistic data that simulated these
voltage changes, slight changes were made to the energy range of these perturbed spectra.
The energy range was changed by 1.05, 1.025, and 0.975, covering a new maximum energy
range of 29.25 to 31.5 keV. The effect on the NIST base corrected spectrum is expressed
graphically in Fig. 5.2. The NIST base corrected spectrum was fit to these altered energy
scales using a curve fitting routine offered in the Grapher software package by Golden
Software. These three “new” base corrected spectra were then perturbed using the first
eleven equations found in Table 5.2 and normalized as described above. These 54 corrected
spectra comprise the output portion of the training set and are shown graphically in Figs. 5.3,
5.4, and 5.5.
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Table 5.1. Aluminum attenuvators used for the
1 3 1 analysi
(The attenuators are in addition
to the base filtration)
Attenuator ID M30
number (mm)
1 0.0
2 0.020
3 0.031
4 0.049
5 0.095
6 0.184
7 0.519
8 5.084
9 9.950

\
[
o

20.086
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Table 5.2. Spectra used for the training of the neural network

Spectrum Equation of training spectra
identification E = energy interval
number B = base NIST spectrum
1 Y=B
2 Y =B*E
3 Y =BE
4 Y = B*exp(-0.01*E) -
5 Y = B*exp(0.01*°E)
6 Y = B/(exp(0.02*E)-exp(0.01*E))
7 Y = B*(exp(0.02*E)-exp(0.01*E))
8 Y = B*exp(-0.02*E)
9 Y = B*exp(0.02*E)
10 Y = B/(exp(0.03*E)-exp(0.005*E))
11 Y = B*(exp(0.03*E)-exp(0.005*E))
12 Y = B*exp(-0.005*E)
13 Y = B*exp(0.005*E)
14 Y = B/(exp(0.03*E)-exp(0.01*E))
15 Y = B*(exp(0.03*E)-exp(0.01*E))
16 Y = B*exp(-0.03*E)
17 Y = B*exp(0.03*E)
18 Y = B/(exp(0.01*E)-exp(0.005*E))
19 Y = B*(exp(0.01*E)-exp(0.005*E))
20 Y = B*exp(-0.04*E)
21 Y = B*exp(0.04*E)
22-32 Variation of spectra 1-11
(it of base spectrum for E*1.05)
3343 Variation of spectra 1-11
(fit of base spectrum for E*1.025)
44-54 Variation of spectra 1-11
(fit of base spectrum for E*0.975)
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Fig. 5.2. Base spectra used to generate additional spectra
with an altered energy range for the training of the M30
neural network.
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Fig. 5.3. First set of examples of some generated spectra
used in the training of the neural network.
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Fig. 5.4. Second set of examples of some
generated spectra used in the training of the
neural network.
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Fig. 5.5. Third set of examples of some
generated spectra used in the training of the
nevral network.




Preparation of the input portion of the training set was a much more complex process
than that for the output portion. As mentioned previously, the input is analogous to
10 measured spectra, 1 unattenuated and 9 attenuated, with the designated attenuators.
Therefore, for every output training spectrum there are 10 associated input spectra. These
10 input spectra were calculated for each of the 54 corrected output spectra. In each case,
the output spectrum was attenuated by each of the Al attenuators listed in Table 5.1,
resulting in one unattenuated corrected spectrum and nine attenuated corrected spectra. A
graph of these attenuations to the NIST base corrected spectrum is found in Fig. 5.6.

The next step in the input preparation process is to “un-correct” these detector-
1esponse-matrix-corrected spectra to obtain spectra equivalent to raw MCA data. In essence,
the detector response had to be calculated out of the corrected spectra. This was
accomplished with a modified backstripping response matrix code, which is explained in
Sect. 5 and in detail in Appendix B. This modified code permitted the corrections made to
the initial MCA data to be eliminated (i.e., reversed), resulting in spectra characteristic of raw
MCA data.

The changes to the backstripping code were tested on MCA data for X-ray beams
ranging in energy from 30 keV to 100 keV provided by the FDA. Figure 5.7 shows an
example of this “un-correction® process, in which the modified code has been applied to the
NIST M30. All 54 corrected spectra and the associated attenuated spectra were organized
into the mnecessary format of input/output pairs as required by the NeuralWare software

package.
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Fig. 5.6. The NIST M30 beam attenuated with the series
of attenvators.
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Fig. 5.7. Comparison of the NIST M30 to an “uncorrected” spectrom.
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53 NORMALIZATION

The input/output training data must be scaled for the chosen neuro-dynamic transfer
function. In the case of this M30 network, which has an hyperbolic tangent transfer function
at the output layer, all output data must be between -0.8 and 0.8 The NWorks software
package has a simple preprocessing facility available. A brief description of this scaling process
follows, with a more detailed description following in Appendix A. The pre-processing facility
of NWorks determines the maximum and minimum values for each data field for all the input
and output data files. The data fields for this network correspond to the 16 energy intervals.
The maximum and minimum values are then stored to a table called the MinMax table. The
range to which the input and output data must be scaled is dependent on the transfer
function chosen. As part of the testing/recall feature of NWorks, the result of the network is
“de-scaled” to realistic values.!¢

The M30 neural network was trained on 50 of the 54 input/output training sets. The
remaining four training sets were used for testing the trained network since they contained
data never before entered into the network. After 150,000 to 300,000 iterations, the network
converged at a tolerance of 0.02 for the root mean square error for all processing nodes in
the output layer. After this convergence the four remaining training sets were successfully
tested in the network, and the root mean square errors were all less than 0.02.

Spectral measurements were made on the M30 beam using the same set of attenuators
(Table 5.2) used in calculating the training data. Some of these attenuated M30 spectra can
be found graphically in Figs. 5.8 and 5.9. The ratio of the sum of the photons in the NIST
base corrected spectrum to the sum of the photons in the measured spectrum was found and
then multiplied by each 2 keV interval of the measured spectrum. This normalization was
accomplished for each of the 10 measured spectra. After the data were organized in the
necessary format for the Nworks software, they were scaled using the MinMax option of
NWorks. The recall option of this software was then used to obtain the corrected spectrum
resulting from the input measured data. Results follow in Sect. 6.
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Fig. 5.8. The measured M30 spectrum
attenuated with five different attenuators.
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Fig. 5.9. The measured M30 spectrum
attenuated with three different attenuators.
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6. RESULTS AND COMPARISON OF SPECTRAL ANALYSIS

A reconstruction technique that determines the attenuation of the spectrum with minimal
error would be the spectral analysis of choice. In comparing the resulting spectra from the
response matrix correction procedure and from the neural network to the ideal NIST
spectrum, differences can be found in both the low and the high energy portions of the
spectra (see Fig. 6.1). Figure 6.2 emphasizes that the response matrix correction procedure
adds error to the low energy portion of the spectrum, indicating more attenuation is needed
in order to have the RADCAL M30 match the NIST M30 beam. The neural network M30
spectrum illustrates the excess of attenuation. Ideally, all of the M30 spectra in Fig. 6.1 should
match exactly at the upper energy portion. Since the match is not exact with either correction
technique, it is expected that voltage inconsistencies occurred while collecting the spectral
data. The use of a voltage divider would help to diminish voltage inconsistency. In preparing
the neural network training data, this voltage inconsistency problem was addressed by
attempting to generate training data that were in a range above and below the nominal
kilovoltage setting. More training data reflecting these voltage fluctuations would improve the
network results.

An evaluation of the best match of an attenuated M30 spectrum to the NIST M30 can
be made by examining the results of the response matrix correction technique. Figure 6.3
shows the attenuation of the M30 beam with 0.03 mm Al, and Fig. 6.4 shows the best match
of an attenuated spectrum with 0.01 mm Al An additional thickness of 0.01 mm Al could be
added to the base filtration of the M30 beam and additional spectral measurements could be
made using the designated set of attenuators. These data could then be entered into the
neural network as before. The expected result would be an overly attenuated spectrum,
according to the response matrix correction technique results.

The ideal test for the M30 neural network would be to have the opportunity to actually
take numerous measurements of the NIST M30 spectrum using the equipment of the
RADCAL facility, the identical set-up, and the same set of attenuators in the study. These
data would be used to train the network in the same manner as described in Sect. 2.
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Fig. 6.1. Comparison of the M30 network spectrum to the M30
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Fig. 6.2. Comparison of the NIST M30 spectrum to the response
matrix corrected M30 spectrum.
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Fig. 6.3. Comparison of M30 NIST spectrum to two measured
corrected attenuated M30 spectra.
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Fig. 6.4. The best match of an attenuvated measured spectrum
to the NIST M30 spectrum.
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7. CONCLUSIONS

The process of calibrating an X-ray beam and determining the X-ray beam quality
involves fairly straightforward techniques. The calibration can be achieved through obtaining
a series of attenuation measurements, making the proper corrections, and determining the
HVL and HC. This process was successfully completed for five of the NIST beam codes. The
X-ray beams have been used to make calibrated exposures to personnel dosimeters for
routine calibration checks and for making exposures in the 1993 Personnel Dosimeter
Intercomparison Study.

The spectral reconstruction techniques investigated in this work are not straightforward
processes. Performing a complete and detailed investigation of the error and the uncertainty
involved with the various spectral analyses would be a complex process and is beyond the
scope of this work. However, it is interesting to note the obvious uncertainties involved with
the different approaches to a spectral analysis. Many of the spectral analysis techniques,
although not fully investigated in this work, use attenuation measurements to reconstruct the
spectra. As the attenuation to the X-ray beam is increased, a proportionately larger number
of lower energy X-rays are attenuated out of the spectrum. Larger increases in the thickness
of the attenuators also decrease the number of higher energy photons that are transmitted.
The effect of the attenuation on the change in the number of higher energy photons
transmitted is less than the change for the lower energy photons. The decrease in the change
of the number of photons collected with increasing thickness leads to an increased uncertainty
associated with the higher energy portion of the spectrum.

If one is fortunate to have an appropriate high-purity germanium spectroscopy system,
a complete spectrum can be obtained with minimal work. Before any detector interactions are
considered, the uncertainty involved in the MCA data is strictly a function of the number of
counts in the energy bins. Since the maximum number of counts is collected in the bin that
corresponds to the effective energy of the spectrum, the relative uncertainty (coefficient of
variation) would be at a minimum at this point. The upper one third of the spectrum, which
is the portion of the spectrum with the highest number of photons, would certainly have a
lower relative uncertainty than the lower energy portion of the spectrum where fewer counts
are collected. The relative uncertainty would also be higher for the extreme high end of the
spectrum where fewer photons are collected. If one attempts a backstripping procedure on
the MCA data obtained through the spectroscopy system, the uncertainty is not just a
function of the number of counts in the energy interval but is also a result of the
backstripping procedure. Since the backstripping procedure first corrects the counts in the
higher energy portion of the spectrum and then superimposes the probable corrected number
of counts to the lower energy intervals, the uncertainty is higher at the lower portion of the

spectrum.

The uncertainty involved with the reconstructed spectrum resulting from the neural
network is really a combination of uncertainties from detection, backstripping, and from all
the uncertainties in the neural analysis itself. The uncertainty is lower in the lower portion
of the spectrum for the network spectrum than from the respomse matrix backstripped
spectrum. The uncertainty that is involved with the higher energy portion of the network
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spectrum results from the lack of training data that properly represents the voltage
fluctuations. With further work and additional training data, this spectral analysis technique
has the potential to become a technique that has a lower associated uncertainty.
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Appendix A
DESCRIPTION OF MINMAX SCALING







The information in the following description is taken from the Reference Guide of the
NeuralWare Software package. The MinMax table is a utility (offered by NWorks) that
automatically scales the /O data into acceptable specified ranges for the network. The
MinMax table is also used to descale the network values to values for the output. Note that
the MinMax data reside in a file referred to as a set of records, where each record consists
of a set of numeric fields.

In a hetero-associative network, each presentation of data is represented by a data record
consisting of a set of I input fields followed by a set of D desired output fields, where I and
D are the number of input and output processing elements in the network:

flfzr“fpf}u’mﬁw . (A1)

A MinMax table consists of two sets of values
T Ty e (A-2)

and

M\ M,,...M M, ... M, p, , (A3)

with indices corresponding to those of the data record. For a given index k, m; and M;
correspond to the minimum and maximum value respectively that f, could have. The minimum
and maximum (m,; and M,) represent the range for the linear mapping from data field to
network processing element. The input and output ranges can be denoted by (15, Ry) and (1,
Rp). Let i; be the network input corresponding to the real world value £, let d, be the
network desired output corresponding to the real world value f;, let o, be an actual network
output, and let g, be the corresponding real world output. The mappings from the real world
to the network are as follows.

Input:
i R-r)of;H(Mar-m*R) . (A4)
Mj-m)
Desired output:
d- Rp-r) ¥ H(Mpsry-m+R)) ‘ (A-5)

M-m)
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On output, the mapping from network output to real world is
_ M -m)»0,+(Rp*my—rp+M,)

& ®Ry1p) (A-6)

Non-numeric fields and missing fields are mapped to the middle of the target range
(05 * (R; + 1p) or 0.5 * (Rp + 1p))-




Appendix B
BACKSTRIPPING







The following information was taken in part from the appendix of Chan et al. (ref. 13).

In order to use the following spectrum correction procedure the energy resolution of the
X-ray detector needs to be narrower than the energy interval used in the response matrix.
The Monte Carlo data are converted from percentage values to fractional values and then
used to create a triangular response matrix R for the HPGe. Each row of R, identified by the
subscript i, represents the detector’s response to a monoenergetic photon energy. Each
column value, identified by a subscript j, tabulates the probability of detecting the
monoenergetic photon in each 2-keV interval, centered on the even 2-keV values. Since the
detector resolution is smaller than the 2-keV interval, the diagonal values of R are also
equivalent to the photopeak efficiency of the detector for each monoenergetic photon energy.
In summary, a matrix element Rlj tabulates the probability that an incident monoenergetic
photon of energy E = 2i keV is detected in the energy interval between (2j - 1) and
(2j + 1)keV; therefore, R; is equal to the photopeak efficiency at E for i = j and is zero for
i<j.

A matrix A is formed that is compatible with R from the experimental spectrum’s pulse
height distribution. The experimental data are summed and reduced into 2-keV intervals,
which are identified by the subscript n. The energy interval determines the value of n (which
is the same value as the row indicator i) of R so n = i = E/2. In the development of these
matrices the 0 to 1 keV interval has been ignored to simplify formulating the triangular
response matrix. Since there are no data in this interval, the final results are not affected.

The correction procedure uses R to perform a step-by-step procedure on the
experimental data. The correction starts with the highest energy interval, A,;, where k is equal
to the maximum value of n and is given by n_,, = k = E_, /2. All counts in this interval result
from the photopeak efficiency of the detector since there is no contribution from the K
escape or Compton interactions at this high energy. The true count, T, in the kth interval T,
can be calculated as
A
R& ?
where Ry, is the diagonal matrix value, which has already been shown to be equivalent to the
photopeak efficiency and occurs when k = i = j. The T; can be combined with the other
values in the kth matrix row to calculate and strip out the counts that this interval has

contributed to all of the lower energy intervals. This is accomplished by means of the iteration
procedure

T, = (B-1)

A4, =4, -(THRY, ®-2)

where the n and j indicators are equal and are varied simultaneously from 1tok - 1 (kis
held constant for this ). Upon the completion of this procedure a matrix A results that has
been corrected for Compton and K escape interactions. The lower energies of this new pulse
height distribution can now be corrected by applying a similar procedure: the i and n values
are reduced to k - 1, and then the above operations are repeated. This procedure is repeated
until each A, value has been replaced by a T value.l®
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Appendix C
DESCRIPTION OF TOM HEATON’S HVL CODE







This information was taken in part from an unpublished manual by Tom Heaton. The
portion related to this work is included here.

The computer code assumes that the measured calibration factors were fit with the
functional form, which relates the calibration factors to the HVL. The relationship of the
calibration factors for an A-3 ion chamber as a function of the HVL value is described by
equation C-1,

CF = b, + bn(HVL) + bn*(HVL) + bin*(HVL) , C1)
where the coefficients have the following values:
b, = 1.036364 , b, = 0.0338613,
b; = -0.066577 , b, = -0.00395484 .

The following calculations are performed to determine the HVL for a given filter thickness.

1. The transmission curve (T), which is found by attenuating the X-ray beam with a series
of Al filters, is measured to at least the tenth value layer. A cubic polynomial regression
analysis is made between the added filter material (I) and the log of transmission to
determine the coefficients B, B;, B, and B;

1 =8, +p,InT + BT + B,I°T . €2

It is assumed that the same value of B, B,, B, and B, can be used to determine the
transmission curve (T) when 1is known

T=e¢ F(BoB1s B2 B3.0) , (C~3)
where
. B
F(BoByBypBsl) =2 -g cos [%cos 1 ..+_"31‘.1_§_ﬁz;, (C4)
and where the variables A, B, and u are described by equations C-5, C-6, and C-7.
4o GBiB-BD ©3
3p2
. (282 - 98:8,8, + 27(B, - DBY) 6
27p3

2. For each point with added thickness I, calculate the half transmission of Al or Cu at the
half transmission of the point T, (i) by




T,0) = %exp[-f(li,, By BBl . (C9)

Use this value of Ty(i) to determine the total added thickness of Al or Cu at the half
value of the measured point by

L® = B, + BT, @ + B,*T, () + B,WT, () . (C9)
The half-value layer for point i is
HVL®) = L,® - 1) . (C-10)

Using the relationship of the calibration factors to HVL and the coefficients from above,
calculate the correction factor for point i from

\ CF() = b, + bInHVL() + b,In>HVL() . (C-11)

. To determine a new transmission curve use a “base” function for the i measured points
1y - _CFQ@)  Base(i) C-12
r® CF(o) * Base(o) 12

The base can be either the original raw data or the fit function using the original g, B,,
B2, and B5 values. The index o means no added Al point.

Fit the iterated data with a cubic polynomial to determine a new 8/, 85, B’,, and B'5
and

V=g, + BT + im2T’ + Bi>T’ . (C-13)
The process is repeated to step 4.

Stop after the chosen number of iterations, three for this work.
For B’,=0 let B’y, B’5, and B’; be defined as B, C and D in the following equation

1= 8, +B,InT + B,10’T + B,10°T, (C-19)
so the following equation results
I=BiaT + C®T + DIn°T . (C-15)

The X-ray beam is generally characterized in terms of HVL and HC. For most beams,
D/C < 0.1 and is typically zero within the statistical uncertainty of the fit so one could
reanalyze the transmission data with only one term up to In?T. In this case one can make
a one-to-one correspondence between (B, C) and (HVL, HC) using the following
equation

1=BhT + C T, (C-16)
then

HVL = In(05) B + 0?(0.5) C = -In(2) B + n*(2) C, (C-17)

QVL = In(025)B + In*(025) C = -2In(2) B + W%(2) C, (C-18)




HC-__HVL __ _ 1-Ceh@)B (19
QVL-HVL 1 - 3C+h@2)/B
SO
p - HVL-IYHC - 3] _ (QVL - 4HVD) (€-20)
2ln(2) 21n(2)
c - HVLSIUHC - 1] _ (QVL - 2HVI) c21)
21%(2) 21n%(2)

For the more general case with D » 0 one needs three parameters such as half-, quarter-,
and eight-value layers. The corresponding equations are

i =Beln(D + Co]nz(j) + Do]nz(n . (C22)
and

B = (SQVL - 18HVL - 2EVL) , (C23)

6In(2)
C = (4QVL - SHVL - EVL) , (C-24)

21(2)
D=(3QVL-3HVL-EW.). (C-25)

6in°(2)

In the final linear regression iteration between the added Al and log of transmission, the
value for zero added filter material should be unity to within the calculated uncertainty if all
the measurements are correct. Likewise, the coefficient B, in the following equation

1 =B, +8,nT + B, ;0T + B’°T, (C-26)

should be zero to within its calculated uncertainty. The coefficient B, corresponds to -1/p or
the reciprocal of the attenuation coefficient.

The code can be used to start the calculations with zero added Al or the user can select
a different starting point on the transmission curve and subtract the amount of Al at that
point from the rest of the values of added Al For each of the starting points 2 “new” base
filter pack is effectively created, and the code calculates the HVL and HC for that beam.
Based on these values, it also calculates the corresponding B and C, resulting in the HVL for
several base filters from only one measurement. Due to the length of the code it is not
included in this work.
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