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A NOIE ONTHE TOTIAL LEAST SQUARES PROBLEM
FOR COPLANAR PO NIS

Steven L. lee

Abstract

The Total Le ast Squares (TLS)fit to the pomds =1, -y,
minim zes the sumofthe squares of the perpendicular di stances fromt
points totheline. This sumis the TLSerror, and mi ni mi zi ngi ts ms
is appropri at@enidfyare uncertain. Apriori formulas for the TLS
fit and TLS error to copl anar points were originallyderived by 1
in [Phil. Mag., 2(1901), pp. 559-572], and they are expressedin term
the mean, standard deviation and correlation coefficient of the
this note, these TLS formul as are derived in a more elementary
The TLS fit is obtained via the ordinary least squares probl em a
al gebraic properties of complex numbers. The TLS error is form

terms of the triangle inequality for complex numbers.



1. Int roduct ion

G ven the set of pointg,fw), £ = 1,--4n, it is often desirable to find the
strai ght 1ine

y=aw+ A (1)

that m nimzes the sumof the squares of the perpendicular distances fromthe
points to the line. Properly speaking, the above is a total least squares (TLS)
problem The desiredlineis the TLS fit to the poi,gtp,(and the TLS error

is the sumto be mni mzed. Such a fitting is appropriatedify are subject

to error. For sone additional discussion of this topic, see the recent paper b
N evergelt][dand the references therein. An anal ysis of this problem and nore
general TLS problens, is also given by (ol ub and Van Loah and[ by Van

Huffel and Vanderwallein.[2

2. Main results

In the least squares (LS) problem we are interested in finding the straight 1ine
y=axtbthat m ni mzes the sumof the squares of the vertical distances fromthe
points (styx) to the line. It is well known that the solution to the LS problem

can be obtained by sol ving the follow ng systemof “normal equations”:

noo 3Tk bl | X (2)
PRI IET: a 2 TkYk
The solution is unique, unlg¢ss - =a, (i.e., the points are vertically
aligned).
We canlearna great deal about the TLS probl emby first transformngit into

a LS probl emand then appl yi ng the nornal equations (2). Afewobservations

are needed before pursuing this approach. In particular, for the nean val ues

1 _ 1
x:gZxk and y:gZyk, (3)

let
Tp=rr—2 and yp=yr—y (4)

so that the TLS fit to the points, §x) passes through the origimpg4d 259].
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The TLS slope aand TLS error are unaffected by this translation. We now
proceed to work in terns afy,@z) to determine the slope and angle at which
the TLS fit crosses the origin. For notational convenience, let’s denote these

centered points as the conpl ex nunbers
Zp =T+ Yg, (5)

and 1l et
0<7<mw (6)

denote the angle (in the counterclockwise direction) that the TLS fit nakes with
the positive real axis. Thus, we have the trivial relations that stope a=tan
and T=tan"!(g. The anal ysis that follows is sinpler if we work interns of 7.

Inprinciple, we cantransformthe TLS probl emi nto a LS probl emby rotating
the points, by +so that the TLS fit to the points

Wy =e Zk (7)

lies along the real axis. The TLS error to thezposntimaffected by this
rotation, and the perpendicul ar distances fromthe;poo tthee @LS fit 1ie
strictlyin the vertical direction. In this way, we establish the real axis as
solution to a TLS and LS problem

Al though the 7in (7) is unknown, we can determnine sone of its basic prop-

erties by appl yi ng the normal equations (2) to the paiarsl w

n 2 Re (1) ] [b]:[ZIm(u%) ] (5)

Y Re(w) Y Re?(w) | | @ > Re (wy) Infuw,)

Fquation (8) has the solution a=0, b=0 since the real axis is the LS fit to the
points (7). Basedon this unique LS solution, the right-handside of (8) must also

be zero, and we find that the unknown 7satisfies

S Im(e ') =0 (9)

and
> Re(e'7z,) Infe ' 72,) =0. (10)

The first condition (9) says that the sumof the perpendigul arzerd. The
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second condition (10) is also val uabl e since the sunmation of cross terns suggests
a strategy for explicitly determning 7. Later, we showthat we can obtain the

total least squares error,
TLS error= Y _|dp]> =D Inf ('), (11)

via a formil a that does not invol ve 7

1o deduce the TLS angle 7, we begin by expanding the term

po= 2 (7a) (12)
_ Z[Re( )—|—zIm( ”@)]2 (13)
= Y Re?(e'7z) =S Tuf( %) +2i {3 Re (%) Infe 72} (14)

—
W N

Notice that the summtion of cross terns, incurly brackets, is zero due to con-
dition (10). Thus, the thirdinportant property of the unknown 7is that pis a
real nunber.

To proceed further, we nowconpute the conpl ex nunber

52222 (15)

and sinplify the term

P:Z(e_”N 2MZZk —e —2¢7T (16)

to get the exponential form
s=pe ¥, (17)

We can establish p as a positive real nunber by denoting 0 < 27 < 2was the
angle (inthe counterclockwise direction) that snakes with the positive real axis.
By working with the conplex formof s we can exhibit the real and i naginary

parts via

s= > A= (Tt y) =D T — D Ui +20 Y Fain (18)

and, for the angle in the exponential form determ ne that

(s 23 dkg
tan 27) “Re(9) S a-3i (19)
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In general, there are two val ues of 7that satisfy (19); these two values will
di ffer by #/2. The TLS angle is the one that also satisfies (9). ther approaches
to deriving (19) appear ] mpd [3 Chapter 13, Section4]. [fr)tan defined,
we then have the TLS sl ope a=tafr). The point-slope form

y— y=dar— x) (20)

can be used to obtain the Stermof the TLS fit (1).

An a priori formula for the TLS error cones from

Solem Tz =0 |a) (21)

and the follow ng | enma.

Lemma 2.1. For the total least squares angle T to the points 2,

(22)

Proof: From(12), we have

D7) =p. (23)

Fromthe exponential formof sin (17), we knowthat p equals the nagnitude
of & Thus, we finish wmith

p=l4= X%

. (24)

|
For the TLS angle 7, we can also showt hat
DoleT T =Y Re () )Tt () (25)
and, from(12)—(14),

Y€)= "Re®(¢7%) = Inf(e7%). (26)
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At this stage, notice that (25) and (26) differ by
2 Y Inf(e' %), (27)

whichis precisely tw ce the TLS error for the problem see (11). Mreover, (21)
and (22) showthat this difference is areadily conputable quantity; nanely,

2 (TLS erro} =3 |22 — |3 2. (28)
Theorem 2. 2. Given the points (a,yx), k=1,---,n let
. 1
Zp = +iyr and Z:—sz (29)
n
so that
gk :Zk—iz. (30)

The error for the total least squares fit is

1

2 ldl* =3 (X 12 = [> 2

where |dy| is the perpendicular distance from (#,yx) to the fit.

). (31)

Proof: The theoremfollows from(28). m

The TLS error formulain (31) is a concise version of Pearson’s,formula [5

pg. 566]. For conparison, note that the latter result reduces to

, 1 ~2 . ~2 <9\ ? RN
Z|dk| ~ 9 Z$k+zyk_ [(Zxk_zyk) +4 (Zwkyk) ] - (32)
Mreover, by arranging the formila (31) as

DIEARED IS PN (33)

| 2

we can drop the termy |di|? and thereby obtain the triangle inequality

S < S = ak (31)

as a special case. Thus, (33) establishes an inportant relation between the TLS

error togand the triangle inequalitzffdm particul ar, we find that the error
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inthe TLS fit equals half the “error” inthe triangle inequality for the square of
the centered point§(see Theorem?. 2).

Unfortunately, this newderivation for the TLS fit and TLS error does not
generalize to higher dinensions. Algorithns for fitting a hyperplane to higher-

di nensional data are described iln |1
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