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ABSTRACT

Quantitatively evaluating the e�ectiveness of software ar-
chitectures for multi-robot control is a challenging task.
Exacerbating the problem is the fact that architectures are
typically constructed to address di�erent design goals and
application domains. In the absence of benchmarks that
capture the variety of issues that arise in multi-robot co-
ordination and cooperation, the system developer can only
evaluate an architecture for its own qualities. In this article,
we summarize the metrics of evaluation that we utilized in
applying our ALLIANCE architecture [17] to eight di�er-
ent application domains for multi-robot team control. We
explore the implications of the metrics we have chosen and
o�er suggestions on future productive lines of research into
metrics for multi-robot control architectures.
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1 Introduction

Research work in multi-robot systems has progressed sig-
ni�cantly in recent years. Issues that have been stud-
ied are diverse, and include task planning and control
[1, 17, 12]; biological inspirations [6, 7, 13]; motion coor-
dination [27, 2, 4]; localization, mapping, and exploration
[22, 21]; explicit and implicit communication [5, 9]; co-
operative object transport and manipulation [23, 25]; re-
con�gurable robotics [28, 24, 26]; and multi-robot learning
[11, 12, 10]. Demonstrations have been given of multi-robot
teams performing a variety of tasks, such object pushing,
foraging, cooperative tracking, traÆc control, surveillance,
formation-keeping, and so forth.

However, most of this research is very speci�c and illus-
trates only one or two basic concepts per project. Compar-
isons across di�erent methodologies are diÆcult and quanti-
tative evaluations of various multi-robot control algorithms
are scarce. While this is not unexpected for a �eld as new as
cooperative robotics, enough progress has been made that
we believe it is time to begin determining how we identify
and quantify the fundamental advantages and characteris-
tics of multi-robot systems. The characteristics most often

cited for motivating the use of multi-robot teams are as
follows:

� increased robustness and fault tolerance through re-
dundancy,

� a potential for decreased mission completion time
through parallelism,

� a possibility for decreased individual robot complexity
through heterogeneous robot teams, and

� an increased scope of application due to tasks that are
inherently distributed.

Other than direct measures of time, these characteris-
tics are hard to quantify, yet vital to enabling the �eld to
make objective comparisons and evaluations of competing
architectures. Thus, much research is needed in this area.

2 Background

Measuring the performance of intelligent systems in gen-
eral, and multi-robot systems in particular, is a much-
understudied topic. Some beginning work has been accom-
plished by Balch [3], who has developed metrics for mea-
suring multi-robot team diversity. However, little research
has addressed the general issues of cooperation that provide
guidelines for the quanti�cation and selection of the appro-
priate cooperative team for any given set of mission speci�-
cations. Such a characterization would be a signi�cant step
towards the commercialization of cooperative systems, as it
would facilitate the design of the appropriate cooperative
team for a given application. Issues of particular interest
in such a characterization include the following:

� Quantifying the overall system capability versus the
system complexity,

� Determining the appropriate distribution of capabili-
ties across robot team members for a given application,

� Ascertaining the most appropriate control strategy for
a given robot team applied to a given application so
as to maximize eÆciency, fault tolerance, reliability,
and/or 
exibility, and



� Determining tradeo�s in control strategies in terms of
desirable traits, such as eÆciency versus fault toler-
ance.

Examples of this type of research include [8], which de-
velops measures of e�ectiveness and system design consid-
erations for the generic area coverage application, and [14],
which compares the power of local versus global control laws
for a \Keeping Formation" case study. However, much more
work remains to be accomplished towards the development
of quantitative comparisons of alternative approaches to co-
operative team design. An understanding of the factors that
in
uence the relative performances of various approaches to
cooperative control will enable not only an evaluation of ex-
isting methodologies, but will also aid in the design of new
cooperative control approaches.

Since addressing the issue of quantitative measurement
and system integration for the entire �eld of cooperative
robotics is extremely challenging, we have begun work in
this area by focusing on our experiences with the AL-
LIANCE architecture. We developed the ALLIANCE ar-
chitecture [17] to enable fault tolerant action selection in
multi-robot teams. The focus was on an approach that op-
erated successfully amidst a variety of uncertainties, such
as sensory and e�ector noise, robot failures, varying team
composition, and a dynamic environment. We have imple-
mented ALLIANCE in eight di�erent application domains
in the laboratory. This experience is the basis for our begin-
ning work in the development of general metrics and system
integration as it applies to the use of ALLIANCE.

3 Brief Overview of ALLIANCE

We developed the ALLIANCE architecture to enable fault
tolerant action selection in multi-robot teams. The focus
was on an approach that operated successfully amidst a va-
riety of uncertainties, such as sensory and e�ector noise,
robot failures, varying team composition, and a dynamic
environment. The ALLIANCE architecture, shown in Fig-
ure 1, is a behavior-based, distributed control technique.
Unlike typical behavior-based approaches, ALLIANCE de-
lineates several behavior sets that are either active as a
group or are hibernating. Each behavior set of a robot
corresponds to those levels of competence required to per-
form some high-level task-achieving function. Because of
the alternative goals that may be pursued by the robots, the
robots must have some means of selecting the appropriate
behavior set to activate. This action selection is controlled
through the use of motivational behaviors, each of which
controls the activation of one behavior set. Due to con-

icting goals, only one behavior set is active at any point
in time (implemented via cross-inhibition of behavior sets).
However, other lower-level competencies such as collision
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Figure 1: The ALLIANCE architecture for multi-robot co-
operation.

avoidance may be continually active regardless of the high-
level goal the robot is currently pursuing.

The motivational behavior mechanism is based upon the
use of two mathematically-modeled motivations within each
robot { impatience and acquiescence { to achieve adaptive
action selection. Using the current rates of impatience and
acquiescence, as well as sensory feedback and knowledge of
other team member activities, a motivational behavior com-
putes a level of activation for its corresponding behavior set.
Once the level of activation has crossed the threshold, the
corresponding behavior set is activated and the robot has
selected an action. The motivations of impatience and ac-
quiescence allow robots to take over tasks from other team
members (i.e., become impatient) if those team members
do not demonstrate their ability { through their e�ect on
the world { to accomplish those tasks. Similarly, they allow
a robot to give up its own current task (i.e., acquiesce) if
its sensory feedback indicates that adequate progress is not
being made to accomplish that task.

We have shown that this approach can guarantee, under
certain constraints, that the robot team will accomplish
their objectives [15]. We have implemented this approach
in a wide variety of applications in the laboratory on sev-
eral di�erent types of physical and simulated robot systems.
Figures 2 and 3 illustrate these di�erent implementations.
The implementations include the \mock" hazardous waste
cleanup [17], box pushing [20], janitorial service [16], bound-
ing overwatch [16], formation-keeping [14], cooperative ma-
nipulation [18], cooperative tracking of multiple moving tar-
gets [19], and cooperative production dozing. These imple-
mentations and results now give us the basis for studying
issues of metrics within this framework.



4 Evaluation of Metrics in AL-

LIANCE Applications

In [16], the ALLIANCE architecture was demonstrated to
have the important qualities of robustness, fault tolerance,
reliability, 
exibility, adaptivity, and coherence, which we
identi�ed as critical design requirements for a cooperative
multi-robot team architecture. These broad characteristics,
however, were determined based upon qualitative evalua-
tions of the various implementations we have performed.
Ideally, we would prefer to have more quantitative metrics
of evaluation for these higher-level team characteristics.

On a more application-speci�c level, we used several met-
rics to evaluate robot team performance within each of these
applications. Table 1 summarizes the metrics we used to
analyze the performance of multiple robot teams in eight
di�erent ALLIANCE implementations. In these applica-
tions, concrete indicators of mission success were used, such
as numbers of objects moved, distance traveled, or number
of targets within view. Improved mission quality was based
upon the time taken to achieve these indicators. This is nat-
ural, since a primary bene�t of multiple robot teams is using
parallelism to achieve mission speedup. In these implemen-
tations, no single metric was found to be most useful. The
need for a variety of metrics suggests that system perfor-
mance measures are application-dependent. These exam-
ples also illustrate that, for typical applications, the most
important issues are whether and how well the robot team
completes its mission.
By focusing on application-speci�c metrics, however, the

broader-perspective qualities of robustness, fault tolerance,
adaptivity, etc., are not made explicit. Instead, these char-
acteristics are hidden in the application-speci�c measures.
Thus, any shortcomings in a robot team's ability to oper-
ate robustly or with a high degree of fault tolerance, for

example, would be measured by an increased time to com-
plete the mission (or by never completing the mission at
all), a decreased distance traveled, fewer objects moved,
etc. It would be diÆcult, therefore, to determine the rela-
tive levels of contribution of the various broader-perspective
qualities (e.g., fault tolerance vs. adaptivity) to changes
in the application-speci�c quantitative measures (e.g., dis-
tance traveled). Thus, if one wants to explicitly measure
fault tolerance across several control architectures, and/or
several application domains, these metrics are not suitable.
An important goal of research in the quantitative evalu-

ation of robot control architectures is, therefore, the devel-
opment of metrics that enable quantitative measurement
higher-level characteristics, including fault tolerance, re-
liability, 
exibility, adaptivity, and coherence. By aver-
aging the results across multiple application domains, we
would then be able to explicitly compare alternative con-
trol architectures in terms of these important application-
independent characteristics. Our continuing research is

Figure 2: Implementations of the ALLIANCE architecture
(on both simulated and physical robots). From top to bot-
tom, these implementations are: \mock" hazardous waste
cleanup, bounding overwatch, janitorial service, and box
pushing.



Application domain # Robots Metric description Metric de�nition

1. \Mock" hazardous 2-5 (P) a. Time of task tmax

waste cleanup completion

b. Total energy
P

tmax

t=1

P
m

i=1
ei(t),

used where ei(t) is energy used by

robot i through time t (m robots)

2. Box pushing 1-2 (P) Perpendicular dist. d?(t)=t,
pushed per unit time where d?(t) is ? distance moved through time t

3. Janitorial service 3-5 (S) a. Time of task tmax

completion

b. Total energy
P

tmax

t=1

P
m

i=1
ei(t),

used where ei(t) is energy used by
robot i through time t (m robots)

4. Bounding 4-20 (S) Distance moved d(t)=t,
overwatch per unit time where d(t) is distance moved through time t

5. Formation-keeping 4 (P & S) Cumulative
P

tmax

t=0

P
i6=leader

di(t),

formation error where di = distance robot i is misaligned at t

6. Simple multi-robot 2-4 (P) Number of j(t)=t;
manipulation objects moved where j(t) is number of objects at goal at time t

per unit time

7. Cooperative 2-4 (P) Avg. number of A =
P

tmax

t=1

P
n

j=1

g(B(t);j)

tmax
,

tracking 2-20 (S) targets observed where B(t) = [bij(t)]m�n; (m robots, n targets)
(collectively) bij(t) = 1 =) robot i observing target j at t,

g(B(t); j) =

�
1 if exists i s.t. bij(t) = 1

0 otherwise

8. Multi-vehicle 2-4 (S) Quantity of earth q(t)=t,
production dozing moved per unit time where q(t) is quantity of earth moved through t

Table 1: Summary of metrics used in ALLIANCE implementations. (In the second column, \P" refers to physical robot
implementations; \S" refers to simulated robot implementations.)



Figure 3: Additional implementations of the ALLIANCE
architecture. From top to bottom, these implementations
are: cooperative manipulation, formation-keeping, cooper-
ative tracking of multiple moving targets, and cooperative
production dozing.

aimed at developing these higher-level metrics for the eval-
uation of robot team performance.
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