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Abstract: Lustre is a scalable, parallel file system for high-performance computing clusters and supercomputers.  Cray XT3 is a scalable massively parallel processor system designed to meet the needs of the most complex and demanding HPC applications.  National Center for Computational Sciences (NCCS) is an unclassified research facility that provides researchers an unparalleled environment for new discoveries that will dramatically impact the nation’s ability to produce a secure energy economy and increase mankind’s understanding of our world.  This work summarizes experiences of NCCS with the Lustre file system on an XT3 system.  Results and analyses of performance and scalability tests are presented.  It was observed that while Lustre is currently meeting the dictated I/O demands in terms of performance, it is still maturing and there is room for improving scalability and performance characteristics on XT3 platforms.
Introduction
Lustre is a scalable, parallel file system for clusters and supercomputers with high-client counts.  Lustre was developed as part of a Department of Energy funded project and included in the Sandia National Lab’s Red Storm project to meet the high I/O required by that architecture [1].  Lustre is developed and maintained by Cluster File Systems (CFS) Inc.  This file system also promises future
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scalability for the next-generation supercomputers with 10,000's of nodes, Petabytes of storage, and I/O throughputs in the Terabyte per second (TB/s) range.  Lustre provides clients with a standard POSIX file system.  It also provides concurrent read and write access to files.  Similar to other production-grade file systems, Lustre stores data on block-based devices, but, unconventionally, Lustre does not directly talk to or manage data on the block-based storage devices.  Lustre assumes that the storage devices (Object Storage Servers or OSSs) are intelligent and can manage their attached block-based devices (Object Storage Targets or OSTs) efficiently.  Lustre uses an advanced object-based protocol to access data on the OSSs. 
Currently ORNL is operating Lustre on its Cray XT3 machine, Jaguar [2].  The current Jaguar installation has 5294 nodes, each with a 2.4 GHz AMD Opteron processor and 2 GB of memory.  5212 nodes are available in the compute partition, and the remaining nodes provide login, networking, and Lustre I/O services.  The operating system is UNICOS/lc, which is a combination of Linux on the service nodes and the Catamount microkernel on the compute nodes. Catamount is designed to minimize system overhead, allowing scalable and low-latency communication, and high-performance application execution.  The Cray XT3 system incorporates a high bandwidth, low latency interconnect, which is built using propriety Cray SeaStar chips [3].  These chips provide high-speed access from interconnect to the processors via AMD’s HyperTransport bus.  This interconnect carries all message passing traffic as well as I/O traffic for the Lustre file system.  
Lustre configuration on NCCS’s Cray XT3

In the current design, Jaguar uses DataDirect Network (DDN) 8500 units as block-based storage devices [4].  These DDN 8500 couplets are connected to Jaguar’s I/O service nodes (OSSs) with 2 Gbps Fibre Channel links.
When a job is launched from a service node on the XT3, the yod batch job processor will load Catamount user binaries to a predefined set of Catamount nodes for execution.  By default, all I/O from Catamount nodes are handled by the yod utility and redirected back to the service node where the job was launched.  There are two ways to utilize the Lustre file system from Catamount nodes.  The first option is to configure an XT3 service node as a Lustre client and launch jobs through yod from there.  Catamount nodes will redirect their I/O over yod to that particular service node, and, therefore, can access the Lustre file system indirectly.  Although this method is the simplest solution, the overall performance is very poor.  Another way of providing better overall performance is to use liblustre.  Liblustre is a user-level library allowing Catamount binaries to mount and use the Lustre file system directly, bypassing the yod redirection back to the service node.  To maximize the I/O performance, Lustre is integrated directly into applications running on the Catamount microkernel with the liblustre library.  In other words, using liblustre, the Catamount nodes can access a Lustre file system, even if the service node on which the job was launched is not a Lustre client.  Furthermore, liblustre allows data movement directly between application space and the Lustre OSSs without the need for an intervening data copy through the lightweight kernel, thus providing low latency, high bandwidth access from Catamount nodes to the Lustre file system directly.  Due to its strong performance characteristics and its scalability, liblustre is the most suitable approach for using Lustre on an XT3 system.  Liblustre is the biggest design difference between Lustre on Cray XT3 and conventional clustered computational systems.

Performance and scalability tests

Lustre file system configuration went through several changes since the development release of the UNICOS/lc on Jaguar.  At the time this paper was written, UNICOS/lc on Jaguar was still bundled with a 2.4 base kernel and 1.4 version of Lustre.  
One of the biggest deployment milestones for the ORNL NCCS Cray XT3 was the acceptance test.  One of the Cray XT3 acceptance conditions required was to demonstrate an at least 5 GB/s read and write throughput to a single shared file in the Lustre file system.  In order to achieve this level of performance a large Lustre file system was configured and built.  32 OSSs were configured with 64 OSTs on Jaguar using 8 DDN 8500 couplets.  Also another XT3 service node was configured as a Lustre MDS (Metadata Server).  Overall, the final configuration resulted in a 64-way stripped parallel Lustre file system.  The hardware used in this configuration was just a fraction of the total available hardware.
During the configuration and testing some problems were encountered which impeded the Lustre file system performance.  For example, a major problem which was addressed involved a misconfigured stripe setting.  By default, the Lustre file system sets the stripe size to N, where N is the total number of OSTs configured.  Despite this, during the acceptance tests it was discovered that directories created under the Lustre root file system do not inherit this stripe size value, unless they were not specifically set.  After identifying the problem, the stripe size for the test directory was corrected and set to 64 to achieve the best performance.

The IOR performance benchmark suite [5] was used for the Lustre file system acceptance tests.  This suite performs MPI-based parallel read and write tests.  The benchmark can be configured to use a single shared file or independent distributed files for testing.  The single shared file option was used for our initial tests.  Version 2.8.4 of the IOR suite was complied, built, and used with the UNICOS/lc 1.2.10 (the development release).  The test was run on September 14, 2005 on a dedicated system (no other jobs running).  The command line parameters were set as: 
/IOR-2.8.4/src/C/IOR -a POSIX -r -w –o  /lustre/cray32/scratch/IORfile -i 1 -t 160m -b 160m 
-T 30 -s 65 -v -d 1.  These parameters allowed the benchmark to use a POSIX compliant interface during the testing, to perform read and write tests to a single file, and to use a block size of 160 MB.  The test was run on 128 XT3 Catamount clients.  The resulting test file was 1.3 TB in total size.  The stripe size for the test file was set to 0.5 MB and the stripe count was 64.  The output reported a max write rate of 6793.14 MB/s and a max read rate of 6527.48 MB/s.  These numbers satisfied the Lustre file system acceptance test criteria.  Also, it is worth noting that this performance level was 57% and 54% of the sustainable bandwidth (12,000 MB/s) given the hardware used for these tests, for writes and reads, respectively. 
Following the acceptance tests, UNICOS/lc was updated several times for bug fixes, improved performance, and scalability characteristics.  On October 22, 2005, after such an upgrade to UNICOS/lc 1.2.14 a new Lustre performance test was run.  This test used the same hardware and the file system configuration as the acceptance test.  The test was run on a dedicated system.  IOR 2.8.4, complied and built against UNICOS/lc 1.2.14, was used for the shared file read/write test.  The command line parameters and the configuration were identical to those used in the acceptance test.  The result obtained was 2410.88 MB/s for max write and 4072.83 MB/s for max read performance.  Comparing this to the acceptance test result showed 65% drop in write and 37% drop in read performances.  This problem was brought to Cray Inc.’s attention and the performance degradation was attributed to a series of failed disk drives in the DDN 8500s.  The test was repeated after replacing the failed components on October 24, 2005, with the same configuration and command line parameters.  The output was observed as 3464.50 MB/s and 6395.33 MB/s for max write and max read performances, respectively.  Comparing these with the acceptance test results showed a 49% performance drop in writes but a similar read performance level.  Also, on the same date, other dedicated shared file tests were run with client numbers greater than 128 and demonstrated poor scalability for writes to the Lustre file system.  It was concluded by NCCS that there was a significant scalability problem with Lustre file system for writes with Cray UNICOS/lc 1.2.14 compared to 1.2.10.  Cray Inc. was notified about the results and the conclusion, and they acknowledged the “degraded write performance” problem. 
After UNICOS/lc was upgraded to 1.3.08, another IOR Lustre performance test was run on November 15, 2005.  This shared file test on a dedicated system used 0.5 MB stripe size and 64 stripe count on 64 OSTs.  IOR 2.8.4, complied and built against UNICOS/lc 1.3.08, was used for the test.  The results obtained were 6654.84 MB/s and 5357.55 MB/s for max write rate and max read rate performances, respectively.  Comparing these with the acceptance test results showed almost identical write performance but 18% lower read performances.  Both write and read performances once again, satisfied the acceptance condition (>5 GB/s), but the degradation in read performance was noted by ORNL NCCS and Cray Inc. was notified about it. 
The latest and most comprehensive battery of performance tests was run on UNICOS/lc 1.3.14 between January 23rd and 31st of 2006.  As Jaguar stabilized and matured over time, more opportunities for analyzing the I/O system performance were available.  The following tests were run on a shared system with other jobs present on the system.  All test cases used a 48 OST Lustre file system configuration using IOR version 2.8.4, complied and built against UNICOS/lc 1.3.14.  The first test was a shared file run with variable block sizes per case as given in Table 1.  Each block size was chosen to be greater than the available physical memory per processor.
Table 1. Block sizes vs. number of clients.
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24 48 GB

48 24 GB

64 20 GB

96 12 GB

128 10 GB

256 8 GB

512 4 GB

1024 4 GB

2048 4 GB


The results are given Figure 1.
Although the sustainable aggregate bandwidth for the 6 DDN 8500 couplets used in this experiment is 9000 MB/s [6], the tests achieved only a fraction of it. Max read performance was 3900 MB/s and max write performance was around 2900 MB/s; 43% and 32% of the sustainable peak, respectively, at 1024 clients.  The Lustre file system demonstrated good scalability up to 1024 clients although the performance was low.  The knee point for the performance curve is at 512 clients which is around 10x the number of OSTs.  There is a dip point at 128 clients for the read performance and the reason is unknown at this time.  In all cases, read performance exceeded the write performance. Furthermore, the write performance suffered a substantial drop (around 800 MB/s) at 2048 clients, while the read performance was relatively unaffected.
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Figure 1. 48 OSTs shared file IOR test results, variable block sizes per client.
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Figure 2. 48 OSTs shared file IOR test results, fixed 4 GB block sizes per client.

The second test was a shared file system run with a fixed block size per client.  48 OSTs and the same file system configuration with the previous test were used for this one.  The block sizes were set to 4 GB per client.  The results are presented in Figure 2.
The fixed block size test showed almost identical results to the variable block size test.  Max read performance was around 4000 MB/s and write performance was around 2900 MB/s, achieving 44% and 32% of the sustainable aggregate bandwidth, respectively at 1024 clients.  The Lustre file system showed good scalability up to 1024 clients although the performance was low.  Like the previous case, a knee point was observed at 512 clients and an unexplained dip point was seen at 128 clients for the read performance.  Reads performed better than the writes.  Furthermore, write performance suffered a big drop (900 MB/s) at 2048 clients, while the read performance was not affected to the same degree.

Another test was performed to assess the effects of different stripe sizes on Lustre write and read performances.  48 OSTs were used, the stripe count was 48, and the block size per processor was fixed at 4 GB.  The stripe size was set to 0.5 MB instead of the 1 MB size that was used in the two previous test cases.  The results for the IOR max write and read are shown in Figure 3.  
Comparing figures 2 and 3 reveal that given the hardware and software used in these tests, the 0.5 MB stripe size test showed almost identical results to the 1 MB stripe size test.  

To evaluate the effects of different stripe count sizes on read and write performances we ran a test with a stripe count of 1.  Up to 128 clients wrote and read from a single striped shared file.  The results are given in Figure 4.
Although the sustainable peak bandwidth for the 1 DDN 8500 port used in this experiment is 180 MB/s, the tests achieved max read rate of a 118 MB/s at 2 clients.  The max write rate was 129 MB/s at 16 clients.  These are 66% and 72% of the sustainable single Fibre Channel port performance for writes and reads, respectively.  The maximum number of clients available for this test was limited by the capacity of a single OST in terms of available disk space.  Writes gave better results than reads in the 4-64 clients region.  Beyond 64 clients, reads perform better than writes.  Overall, the read and the write performance stayed close to an average of 105 MB/s.

The last test ran was an individual file per task with a stripe count of 1.  We believe this test mimics many checkpoint and restore scenarios for HPC applications.  48 OSTs were used for this test and the stripe size was 1 MB.  The block size was 4 GB per processor.  The results are shown in Figure 5.
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Figure 3. 48 OSTs shared file IOR test results, fixed 4 GB block sizes per client, stripe size is 0.5 MB.
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Figure 4. 48 OSTs, stripe count 1, shared file IOR test results, fixed 4 GB block sizes per client, stripe size is 1 MB.
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Figure 5. 48 OSTs, stripe count 1, individual file per processor IOR test results, fixed 4 GB block sizes per client, stripe size is 1 MB.

As can be seen from Figure 5, once the number of clients exceed the number of OSTs (marked Point A), both read and write performances degrade (write ~15% and read ~38%).  Beyond Point A, writes outperform reads for all client counts.  Beyond the point where the number of clients is equal to 2x the number of OSTs (marked as Point B), both the read and write performance increase, where writes exceed point A values, while reads were still lower.  Write performance shows a steady increase up to 2048 clients after making another dip at 128 client count, while read performance fluctuates around 4000 MB/s beyond this point.  The gap between the write and read performances gets larger with increasing number of clients.  Neither write nor read performances reaches the sustainable bandwidth available.

Overall, the last battery of tests show that, although less number of DDN 8500 couplets were used compared to the acceptance test configuration, normalized write performances show 10% and normalized read performances show 23% degradation, with respect to each test case’s available sustainable peak bandwidths, for the shared file cases.  While noting these performance degradations, it is also important to point out that the acceptance tests were run on a dedicated system, while the last battery of tests was not.  This difference might account for the difference in behavior between the two tests. 

Stability of Lustre on Jaguar
As with any immature filesystem, Lustre initially had its share of problems on the XT3.  On top of that, liblustre was just being developed, so it suffered even more than the standard release.  For example, recovery times for failed clients were initially around 6 minutes per client, an OST running out of space killed the entire filesystem and one notable application called LSMS [7] triggered several bugs that took some time to resolve.
Many of these problems would hang the entire filesystem making it necessary to reboot the entire machine.  However, in the November 2005 timeframe, things turned around dramatically with the last of the stability problems being resolved.  While performance still needs to be addressed, Lustre stability has not been an issue.  The Lustre filesystem has crashed only once since that time and it was due to a hardware failure.
With the much anticipated release of UNICOS/ls version 1.4, finally, the running kernel on Jaguar will be upgraded to the 2.6 family.  This upgrade, other bug fixes and patches, is expected to provide a positive effect on the performance monitoring and evaluation for the Lustre file system.  It is noted by CFS that with 2.4 kernels it is difficult to identify the source of the performance problems.  At this point, we do not expect to observe an immediate jump in I/O performance with this new kernel.  However, it should be much easier to analyze and observe trends in an analytical manner.  Furthermore, UNICOS/ls 1.4, will include Lustre 1.4.6.  This new version not only provides bug fixes but also a totally new Lustre Networking layer, called LNET.  LNET is expected to be leaner and light weight compared to its predecessor and thus, to be more robust and provide more scalability and higher performance routing functions.  The scheduled date for UNICOS/ls 1.4 delivery and installation on Jaguar is expected to be around early April.
Conclusions
Ever-expanding I/O requirements of the HPC applications running on NCCS supercomputing resources dictated the deployment of a parallel high-performance file system with good scalability characteristics.  A Lustre file system is deployed on te Cray XT3 to address these requirements.  

We have conducted a series of performance and scalability tests to assess the capabilities of Lustre on our Cray XT3.  During the course of regular updates and modifications to the UNICOS/lc OS and the Lustre file system integrated into it, we have discovered several performance and scalability shortcomings.  Some of these problems have been resolved but the performance is still not satisfactory, at the time of writing.  

With the planned upgrade to UNICOS/lc 1.4 which will include a 2.6.-based Linux kernel and Lustre version 1.4.6, we anticipate a more stable and predictable file system.  This new platform will allow us to analyze future performance problems in a more deterministic manner.  Furthermore, the new version of Lustre will provide a new light-weight Lustre Networking layer, which will improve the robustness and scalability of the overall file system, as well as increase the performance of the routing functions.  
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_1202937532.xls
SC=48 Variable BS & FS

		48 OSTs, Stripe Count 48, 1MB Stripe Size, Shared File, Resultant File size > 1 TB, Block size per client > Cache size

				Non-dedicated benchmark runs (IOR 2.8.4) Jan 23-25, 2006

				24		48		64		96		128		256		512		1024		2048

		Write		980		1289		1479		1671		1819		2249		2678		2862		2108

		Read		973		1663		1996		2507		2822		3583		3864		3903		3842						Number of Clients		Block Size per Client		Resultant File Size		Run time (3 iterations)

		Theo. Peak (6 Couplets)		9600		9600		9600		9600		9600		9600		9600		9600		9600						24		48 GB		1.1 TB		2:11

																										48		24 GB		1.1 TB		1:27

																										64		20 GB		1.2 TB		1:24

																										96		12 GB		1.1 TB		1:03

																										128		10 GB		1.2 TB		1:04

																										256		8 GB		2 TB		1:22

																										512		4 GB		2 TB		1:13

																										1024		4 GB		4 TB		2:27

																										2048		4 GB		8 TB		5:58

																										Client #		Start time (3)		End time (3)

																										24		16:07		18:19

																										48		6:56		8:23

																										64		10:24		11:48

																										96		15:11		16:14

																										128		16:14		17:18

																										256		17:26		18:48

																										512		18:51		20:04

																										1024		20:05		22:32

																										2048		14:20		20:18

		Notes:		Although the theoretical aggregate peak bandwidth for the 6 DDN 8500 used in this experiment is 9600 MB/s, the tests achieved only a fraction of it

				(Read: 3900 MB/s, Write ~2900 MB/s; 41% and 30% respectively, at 1024 clients).

				The Lustre file system showed a good scalability up to 1024 clients although the performance was low.

				The knee point for the performance curve is at 512 clients (10 times the number of OSTs).

				There is a dip point at 128 clients for the read performance, the reason is unknown.

				The read performance is better then the write performance.

				The write performance suffered a big drop (around 800 MB/s) at 2048 clients, while the read performance was not affected to the same degree.
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SC=48 Fixed BS (4GB)

		48 OSTs, Stripe Count 48, 1MB Stripe Size, Shared File, Resultant File size > 1 TB, Block size per client = 4GB

				Non-dedicated benchmark runs (IOR 2.8.4) Jan 26-27, 2006

				24		48		64		96		128		256		512		1024		2048

		Write		1019.11		1283		1413		1614		1825		2255		2681		2894		2025

		Read		923.79		1608		1924		2634		2719		3641		3908		3952		3789						Client #		Block Size		Resultant File Size		Run time (3 iterations)

		Theo. Peak (6 Couplets)		9600		9600		9600		9600		9600		9600		9600		9600		9600						24		4 GB		96 GB		0:12

																										48		4 GB		192 GB		0:15

																										64		4 GB		256 GB		0:17

																										96		4 GB		384 GB		0:22

																										128		4 GB		512 GB		0:26

																										256		4 GB		1024 GB		0:50

																										512		4 GB		2048 GB		1:18

																										1024		4 GB		4096 GB		2:24

																										2048		4 GB		8192 GB		6:03

																										Client #		Start time (3)		End time (3)

																										24		7:50		8:02

																										48		8:02		8:17

																										64		8:18		8:35

																										96		8:36		8:58

																										128		8:58		9:24

																										256		15:39		16:29

																										512		16:30		17:48

																										1024		17:49		20:13

																										2048		20:14		2:17

		Notes:		The fixed block size test showed almost identical results to the flexible block size test.

				Although the theoretical aggregate peak bandwidth for the 6 DDN 8500 used in this experiment is 9600 MB/s, the tests achieved only a fraction of it

				(Read: ~4000 MB/s, Write ~2900 MB/s; 42% and 30% respectively, at 1024 clients).

				The Lustre file system showed a good scalability up to 1024 clients although the performance was low.

				The knee point for the performance curve is at 512 clients (10 times the number of OSTs).

				There is a dip point at 128 clients for the read performance, the reason is unknown.

				The read performance is better then the write performance.

				The write performance suffered a big drop (900 MB/s) at 2048 clients, while the read performance was not affected to the same degree.
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SC=48  BS=4GB  SS=.5MB

		48 OSTs, Stripe Count 1, 1MB Stripe Size, Shared File, Block size per client = 4GB

				Non-dedicated benchmark runs (IOR 2.8.4) Jan 28, 2006

				24		48		64		96		128		256		512

		Write		940.56		1303.84		1405.29		1585.92		1757.65		2216		2616

		Read		952.53		1596.06		1959.72		2459.94		2734.1		3471		3839										Client #		Block Size		Resultant File Size		Run time (3 iterations)

		Theo. Peak (6 Couplets)		9600		9600		9600		9600		9600		9600		9600										24		4 GB		96 GB		0:12

		Write 1MB		1019.11		1283		1413		1614		1825		2255		2681										48		4 GB		192 GB		0:15

		Read 1MB		923.79		1608		1924		2634		2719		3641		3908										64		4 GB		256 GB		0:18

																										96		4 GB		384 GB		0:22

																										128		4 GB		512 GB		0:26

																										256		4 GB		1024 GB		0:34

																										512		4 GB		2048 GB		1:16

																										Client #		Start time (3)		End time (3)

																										24		1:14		1:26

																										48		1:27		1:42

																										64		1:42		2:00

																										96		2:01		2:23

																										128		2:23		2:49

																										256		2:49		3:23

																										512		3:33		4:49

		Notes:		The 0.5 MB stripe size test showed almost identical results to the 1 MB stripe size test.
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SC=1 Shrd. File Fixed BS (4GB) 
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SC=1 Ind. File Fixed BS (4GB)  

		48 OSTs, Stripe Count 1, 1MB Stripe Size, Shared File, Block size per client = 4GB

				Non-dedicated benchmark runs (IOR 2.8.4) Jan 27-28, 2006

				1		2		4		8		16		24		48		64		96		128

		Write		104.96		115.19		113		120.97		128.2		124.85		105.64		114.54		78.57		74.21

		Read		111.63		117.41		112.04		97.9		108.92		104.87		102.59		101.07		98.73		100.41				Client #		Block Size		Resultant File Size		Run time (3 iterations)

		Theo. Peak (1 FC Port)		250		250		250		250		250		250		250		250		250		250				1		4 GB		4 GB		0:06

																										2		4 GB		8 GB		0:08

																										4		4 GB		16 GB		0:15

																										8		4 GB		32 GB		0:33

																										16		4 GB		64 GB		1:01

																										24		4 GB		96 GB		1:35

																										48		4 GB		192 GB		3:25

																										64		4 GB		256 GB		4:40

																										96		4 GB		384 GB		7:58

																										128		4 GB		512 GB		10:55

																										Client #		Start time (3)		End time (3)

																										1		12:55		13:01

																										2		13:15		13:23

																										4		13:38		13:53

																										8		14:29		15:02

																										16		15:03		16:04

																										24		16:05		17:40

																										48		17:41		21:06

																										64		1/27/06 21:06		1/28/06 1:47

																										96		1:47		9:45

																										128		12:56		23:51

																												47.2

																												51.6

		Notes:		Although the theoretical aggregate peak bandwidth for the 1 DDN 8500 port used in this experiment is 250 MB/s, the tests achieved only a fraction of it

				(Read: 118 MB/s, @ 2 clients, Write 129 MB/s @ 16 clients; 47% and 51% respectively)

				The maximum number of clients available for this test was limited by the capacity of a single OST.

				The write performance yield better results then the read performance in the 4-64 clients region.

				After 64 clients the read performance is better then the write performance.

				Overall, for the most part of the test, the read and the write performance stayed close to the average of 105 MB/s.
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		48 OSTs, Stripe Count 1, 1MB Stripe Size, Shared File, Block size per client = 4GB

				Non-dedicated benchmark runs (IOR 2.8.4) Jan 31, 2006

				1		2		4		8		16		24		48		64		96		128		256		512		1024		2048

		Write		67.82		194.8		279.8		629.97		1540.81		2341.78		4435.46		3738.33		5517.98		5078.74		5623.04		5885.68		6065.82		6500

		Read		102.08		220.18		450.61		786.37		1609.08		2269.04		4403.25		2690.8		3789.2		3816.46		4150.46		3926.93		3670.14		3728.78

		Theo. Peak (6 Couplets)		9600		9600		9600		9600		9600		9600		9600		9600		9600		9600		9600		9600		9600		9600

																												Client #		Block Size		Resultant File Size		Run time (3 iterations)

																												1		4 GB		4 GB		0:06

																												2		4 GB		8 GB		0:06

																												4		4 GB		16 GB		0:06

																												8		4 GB		32 GB		0:06

																												16		4 GB		64 GB		0:05

																												24		4 GB		96 GB		0:05

																												48		4 GB		192 GB		0:05

																												64		4 GB		256 GB		0:10

																												96		4 GB		384 GB		0:10

																												128		4 GB		512 GB		0:13

																												256		4 GB		1024 GB		0:25

																												512		4 GB		2048 GB		0:50

																												1024		4 GB		4096 GB		1:40

																												2048		4 GB		8192 GB		0:00

																												Client #		Start time (3)		End time (3)

																												1		10:22		10:28

																												2		10:13		10:19

																												4		10:28		10:34

																												8		10:34		10:40

																												16		10:41		10:46

																												24		10:46		10:51

																												48		10:52		10:57

																												64		10:57		11:07

		Notes:		Right after the number of clients exceed the number of OSTs (marked Point A, on the graph), both the read and write																								96		11:08		11:18

				performance degrade seriously (write ~15% and read ~38%). From that point on writes outperform reads for all client counts.																								128		12:11		12:24

				With number of clients = 2 x number of OSTs (marked as Point B on the graph), the read and write performance increases, writes																								256		13:13		13:38

				exceeding the Point A values, reads still lower. There seems to be a load imbalance between Point A and B in terms of number of																								512		13:41		14:31

				clients vs. number OSTs.																								1024		14:32		16:12

				Writes performance tends to show a steady increase up to 2048 client size after making another dip at 128 client count, while																								2048		0:00		0:00

				read performance fluctuates around 4000 MB/s from that point on.

				The gap between the write and read performances tend to get bigger with increasing number of clients.

				Neither the write or read performance have reached the theoretical bandwidth available.
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