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Abstract

Recent advances in experimental techniques and theoretical capabilities associated with the

study of surfaces show promise for producing in unprecedented detail a picture of electron–

phonon coupling. These investigations on surfaces of relatively simple metals can be the

platform for understanding functionality in complex materials associated with the coupling

between charge and the lattice. In this article, we present an introduction to electron–phonon

coupling, especially in systems with reduced dimensionality, and the recent experimental and

theoretical achievements. Then, we try to anticipate the exciting future created by advances in

surface physics.
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1. Introduction

Electron–phonon interaction in metals is a very old subject. G€ooran Grimvall in

the preface to his classic book on this subject pointed out that 1000 papers had been

published in this subject field between 1960 and 1980 [1]. What can be new and

exciting in such an old and mature field? The answer is surfaces and surface science
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techniques. Recent advances in experimental techniques coupled with ever-growing

theoretical capabilities promise to create a renaissance in this subject. High-resolu-

tion angular-resolved photoemission is producing direct images of the distortion of
the two-dimensional surface state bands near the Fermi energy because of electron–

phonon coupling (EPC) [2–6]. First-principles calculations of the EPC for surface

states are appearing in the literature [7–9] which not only explain the origin of the

EPC-induced band distortions but also produce exquisite pictures of the Eliashberg

function a2F ðxÞ [1]. The Eliashberg function is the product of a coupling constant

times the phonon density of states and is at the heart of any theory of EPC [1]. A

recent theoretical advance that will be described in this paper will allow experi-

mentalists to extract the Eliashberg function directly from the high-resolution
photoemission data [6]. These developments mark the beginning of a new era or a

renaissance in the elucidation of many-body effects in reduced dimensionality.

Before continuing, it is important to back up and describe exactly what is implied

by the Born-Oppenheimer approximation or the adiabatic approximation because

EPC is a breakdown of the adiabatic approximation [1]. The total Hamiltonian for

electrons and ions contains terms for the kinetic energy of the electrons and ions as

well as the e–e and ion–ion Coulomb potential energy. The potential energy Uion�e

ðri;RjÞ between the ZN electrons located at ri and the N ions located at Rj couples
the ions and the electrons. In principle, we would like to find the solution for the

Schr€oodinger equation wtot for this Hamiltonian, but it is impossible, and assumptions

have to be made. The first assumption is that wtot can be written as a product of two

wave functions
wtotðriRjÞ ¼ weðri;RjÞwionðRjÞ: ð1Þ
The second assumption is the adiabatic approximation where it is assumed that since

the ions move so slowly compared with the electrons that the electrons follow their

motion adiabatically. In an adiabatic motion, an electron does not make transitions
from one state to another; instead, the electronic state weðri;RjÞ is the ground state

for any configuration of the ions. At T ¼ 0, the ground state of the electronic system

can be calculated with the equilibrium positions of the ions. This static lattice con-

figuration is what will be used for the dispersion of the two-dimensional surface

states, e0ðkÞ, in the absence of any EPC.

Now, it is clear what must be considered in the nonadiabatic regime necessary to

explain EPC––the coupling of the excitation spectra of the electrons and the lattice.

The static electronic band structure represented by e0ðkÞ will be distorted by coupling
to the phonon modes of the lattice. The screening of the electrons by the lattice is

represented by the self-energy function Rðk;EÞ where the quasi-particle band dis-

persion with EPC will be given by
eðkÞ ¼ e0ðkÞ þReRðk;EÞ: ð2Þ

The imaginary part of the self-energy is related to the lifetime s of the excited
electronic states,
s�1 ¼ 2ImRðk;ET Þ: ð3Þ
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In this case, the temperature dependence of the self-energy will give the temperature-

dependent linewidth.

A simple representation for the two independent systems is shown in Fig. 1 where
(a) is the electron dispersion for a simple free-electron metal showing the Fermi

energy ðEFÞ and Fermi wave vector ðkFÞ and (b) shows the phonon dispersion for a

monatomic lattice. It is clear from the previous discussion that what is required when

the systems are coupled is the excitation spectrum. For EPC to be important, the

spectrum of electronic excitations must be degenerate, or nearly so, with the ele-

mentary lattice excitation (phonons) in the system [Fig. 1(b)]. Metals, by definition,

satisfy this condition because there are always low-energy excitations at the Fermi

energy. Fig. 2 shows the allowed excitation energy as a function of the momentum
transfer for (a) a one-dimensional metal and (b) a higher dimensional metal. Fig.

1(b) is the lattice excitation spectra as a function of momentum. It is essential to
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Fig. 1. (a) A simple free electron band structure showing the possible transitions creating electron–hole

pairs. (b) Phonon dispersion for a monatomic metal in one direction showing the longitudinal and

transverse acoustic modes.

Fig. 2. The electron–hole pair excitation spectrum derived from the free electron band structure shown in

Fig. 1(a). (a) For a one-dimensional system and (b) for a two-dimensional system.
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understand the scale in these two figures. The temperature of the Fermi energy

electron in Al is 105 K, while the Debye temperature of the lattice vibrations is only

394 K. Therefore, the distortion of the electronic bands due to EPC will occur only
within a narrow energy window around the Fermi energy [see Fig. 3(a)] defined by

the maximum energy in the phonon density of states. This statement is not true for

the EPC contribution to the linewidth (Eq. (3)). Excitations from deep in the band

will display a temperature-dependent linewidth because EPC is involved in the decay

process [6,10–17].

Fig. 3(a) displays the distortion to the electronic band dispersion near the Fermi

energy anticipated from EPC. It is easy to see that one consequence is that the EPC

causes a mass enhancement in the electronic band at the Fermi energy. The mass
enhancement factor k is defined by [1]
Fig. 3

dispers

1(a)] c
k ¼ ðm� � m0Þ=m0 ð4Þ
where m� is the electron effective mass at the Fermi energy and m0 is the effective

mass in a frozen lattice, i.e., without EPC. If the low-energy lattice excitations

(phonons) distort the electronic bands, then the low-energy electronic excitation

close to the Fermi energy should distort the phonon dispersion curves shown in Fig.

1(b). In 1959, Kohn pointed out that the 2kF excitations shown in Fig. 1(a) could

lead, via the screened ion–ion interaction, to a dip in the phonon dispersion curves at

this value of q [19]. These dips are represented in Fig. 3(b) and are known as Kohn

anomalies.
A Kohn anomaly occurs in the phonon dispersion curves when there is a single

vector connecting extremal sections of the Fermi surface (nesting). Two sections of

the Fermi surface need to be parallel over some extended range in k-space. This is
much easier to achieve as the dimensionality is reduced. Saturated H adsorption on
. An illustration of the effects of electron–phonon coupling. (a) EPC causes a distortion in the band

ions near the Fermi energy. (b) Electron–hole pair excitations across the Fermi surface [see Fig.

an lead to Kohn anomalies or dips in the phonon dispersion at q ¼ 2kF [19].
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W(1 1 0) or Mo(1 1 0) is probably the best known and studied example of Kohn

anomalies and Fermi surface nesting at surfaces [5,15,20–24] and will be described

subsequently. In one-dimension, a monatomic chain is unstable because of Fermi
surface nesting. Figs. 1(a) and 2(b) show that there is one and only one vector that

connects two points on the Fermi surface, i.e., perfect nesting. This leads to a sin-

gularity in the one-dimensional Lindhard response function [25] and ‘‘giant Kohn

anomalies’’ in the phonon dispersion at 2kF. In the one-dimensional system, kF is one

half of the zone boundary at p=a (a lattice spacing); therefore the giant Kohn

anomaly occurs at the zone boundary. If the phonon frequency at 2kF ¼ p=a goes

imaginary, the monatomic chain will reconstruct. The new periodicity will be 2p=q
(soft phonon) ¼ 2p=2kF ¼ 2p=ðpaÞ ¼ 2a. The pairing of the atoms creates a new
unit cell with the zone boundary at p=2a, a gap in the electronic states at the Fermi

energy (metal–insulator transition), and an optical phonon branch. Dimensionality

of the system is important when discussing EPC.

As promised, the H/W(1 1 0) system will now be described. It offers a beautiful

example of all the concepts discussed above. Adsorption of H onto a clean W(1 1 0)

surface shifts the surface states continuously [20], and at saturation, a Kohn anomaly

is observed in the surface phonon dispersion using He atom scattering (HAS) [21].

The HAS data in Fig. 4(a) show a very deep dip in the phonon energy at q ¼ 0:93
�AA�1. This has to be the signature of 2kF Fermi surface nesting, but the early

photoemission Fermi contour measurements for the hydrogen-covered surface did

not show this nesting vector [20]. Subsequent calculations of the Fermi contours

showed segments that were appropriately nested [22]. These calculated surface states

[22] are shown on the plot of the Fermi contours in Fig. 4(b). This surface state,

labeled 1, is connected by a spanning vector of magnitude 0.96, in close agreement

with the experimental value. The calculated phonon dispersion is shown as the solid

lines in Fig. 4(a), displaying dips, but not as large as seen with HAS [23]. On the
other hand, inelastic electron scattering data (EELS) [24] shown in Fig. 4(a) are

almost identical to the calculations. There are two explanations in the literature for

the discrepancy between the HAS and EELS data. The first, and obviously the one

most compatible with EPC, is that in this region of energy and momentum there is

mixing between the excitations of the electrons and the lattice [22]. The deep dip seen

by HAS is primarily electronic in origin due to Fermi surface nesting, while the

shallow branch seen by ELS is primarily lattice vibrations [22]. The second expla-

nation [23] is that at saturation coverage the hydrogen forms a disordered layer and
the mode is a collective plasmonlike mode associated with the diffusive motion.

The recent photoemission measurements of the Fermi contours for this system

displayed in Fig. 4(b) expand upon these results in an important and interesting

way––enhanced spin-orbit coupling at a surface [5,15,26]. The spin-orbit interaction

is enhanced because of the broken symmetry at the surface [27]. The Fermi contour

implicated in the calculations as being responsible for the anomaly was found to be

significantly split into two bands, labeled 1 and 2 in this figure. The two states are

observed to be 100% spin polarized and to support an unusual spin structure in
k-space [26]. The observed phonon anomaly is now understood to be associated with

nesting between contours 1 and 2, which are coupled by a vector of magnitude 0.87



Fig. 4. Illustration of the effects of EPC for saturated H adsorption on W(1 1 0). (a) Display of the

measured (HAS Ref. [21] and EELS Ref. [24]) and calculated phonon dispersion [23] in the R direction of

the SBZ. (b) Measurements of the Fermi contour by a photoemission display system [5,15]. The Fermi

contour of the calculated surface states #1 and #3 are shown [22] as well as the experimentally determined

nesting vector between the spin-orbit split surface states #1 and #3 [26]. (c) Photoemission display of

surface state #1 dispersion near the Fermi energy [5,15] with an arrow marking the energy of the H stretch

mode at 161 meV [24]. (d) ReRðeÞ determined from the data shown in (c).
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�AA�1. As shown in this figure, nesting between each individual contour and its image

opposite the R line does not match the position of the observed anomaly as well.

Moreover, the initially proposed [5] and recently measured [26] spin structure does

not allow coupling between each contour and its image because these states have

opposite spin, and the electron-phonon interaction is spin-independent. In this

simple surface system, we find all the ingredients of strong coupling between spin,
charge, and lattice degrees of freedom.

How strong are these couplings? An indication is offered in Fig. 4(c), which dis-

plays the surface state 1 dispersion revealing the distortion due to EPC near the

Fermi energy, and by Fig. 4(d), which shows ReRðeÞ extracted from these data [15].
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The authors measured a mass enhancement factor of k ¼ 1:4 for surface state #1

near the Fermi energy––an anomalously high value indicative of strong coupling

indeed. Moreover, they assigned the coupling to the high-energy (161-meV) hydro-
gen symmetric stretching mode, and the energy-coupling parameter pair is notably

anomalous [24]. Even though this system has been studied for many years and both

the data and theory are consistent, there are still important unresolved questions,

especially pertaining to the origin of the EPC. The EPC, as displayed by the ReR in

Fig. 4(d), cannot be explained with any simple phonon model, and it is clear from

looking at these data and the arrow showing the position of the H stretching mode

that the eventual answer will be more complicated than having a single vibrational

mode coupling to the electrons [5,15].
Before leaving this section, it is important to talk briefly about line shapes and

linewidths. Fig. 5(a) displays the temperature dependence of the photoemission

linewidth from the bottom of the Be(0 0 0 1) surface state (2.78-eV binding energy)

[12]. The increase in width as the temperature is increased is a consequence of the

temperature dependence in ImRðT Þ expressed in Eq. (3). The high-temperature limit

gives the following equation [12]
Fig. 5

the ang

Infrare

mode
dDE=dT ¼ 2pkkB; ð5Þ
where k is the mass enhancement factor given in Eq. (4) and DEðT Þ is the width of the

peaks in the photoemission spectra. Using this equation, the data shown in Fig. 5(a)

yield a value of k ¼ 1:06 [11]. The H and D vibrational modes [shown in Fig. 5(b)]

are measured using infrared spectroscopy [28], exhibiting another fundamental line

shape effect due to EPC. The H–W mode at 1270 cm�1 is assigned to the overtone of
. Illustration of the effect of EPC on the linewidths and line shapes. (a) Temperature dependence of

le-resolved photoemission spectra from the bottom of the surface state band on Be(0 0 0 1) [12]. (b)

d spectra of H adsorbed on W(1 0 0) showing the Fano line shape for the overtone of the wagging

for both H and D [28].
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the wagging-mode. The Fano line shape is a direct result of the EPC of this mode to

the continuum of electronic excitations [29].
2. Present status of EPC measurements and calculations for surfaces

Before describing the present status of measurements of the EPC at metal sur-

faces, it is useful to briefly summarize the important theoretical procedure for cal-

culating the distortion of the electronic bands near the Fermi energy and the line

shape as seen in a photoemission spectrum. This requires calculating the self-energy

Rðe; k; T Þ. At the heart of any calculation or representation of the EPC is the Eli-
ashberg function Eðx; e; kÞ ¼ a2ðx; kÞF ðx; e; kÞ, where x is the phonon energy, e is
the electron energy, and k is the wave vector of the electronic state. In general, the

electronic bandwidth is large compared with the phonon bandwidth where the e
dependence is negligible. Here we will also ignore the k dependence. Then,

EðxÞ ¼ a2ðxÞF ðxÞ, which is usually written as EðxÞ ¼ a2F ðxÞ. With this formula-

tion, the ReRðe; T Þ is written as
Fig. 6

density

scale i
ReRðe; T Þ ¼
Z 1

0

dx0G
e
kT

;
hx0

kT

� �
Eðx0Þ ð6Þ
with the function G given by
Gðy; y0Þ ¼
Z 1

�1
dx

2y 0

x2 � y 02
f ðxþ yÞ: ð7Þ
The Fermi distribution function is represented by f ðxÞ. The form of the ReR for a

simple Debye model of the phonon density of states is illustrated in Fig. 6(a). In this
case, the Eliashberg function is simply given by kðx=xDÞ2 for x < xD and zero for

larger x. Because the Eliashberg function is zero above the top of the phonon band,

the ReR peaks near the maximum phonon energy xD.
. Calculated behavior of the EPC self-energy Rðe;k; T Þ using a simple Debye model for the phonon

of states. (a) ReRðe; T Þ for several temperatures with respect to the Debye energy xD. The energy

s normalized to the Debye energy xD. (b) The ImRðe; T Þ for the same temperatures used in (a).
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The technique commonly used to determine the mass enhancement factor k is to

calculate the slope of the ReR at the Fermi energy
k ¼ �dReRðeFÞ=de ð8Þ
One of the major problems with this procedure is shown in Fig. 6(a)––the ReRðe; T Þ
is temperature-dependent. There is a 30% reduction in �deRðeÞ=de when the tem-

perature is 1/3 of the Debye temperature. The Eliashberg function is not tempera-
ture-dependent, and therefore k calculated from this function using the following

defining equation is not temperature-dependent [1,6]
k ¼ 2

Z 1

0

dx
x

a2F ðxÞ ð9Þ
The ImsRðe; T Þ is defined by the following equation
ImRðe; k; kT Þ ¼ p
Z 1

0

dxa2F ðx; e; kÞ 1½ � f ðe� xÞ þ f ðeþ xÞ þ 2nðxÞ�; ð10Þ
where f and n are the Fermi and Bose distribution functions, respectively. This

function is displayed in Fig. 6(b) as a function of temperature and electron energy for

the Debye model described above. At T ¼ 0, the linewidth will be zero at the Fermi

energy and increase monotonically up to a maximum value at x ¼ xD. As the

temperature increases, the linewidth, or ImR, increases for all values of x. It is the
temperature dependence of the ImR that has been used to extract the mass en-
hancement factor k for electronic states with energies much larger than the phonon

bandwidth ðxDÞ [10–18].
The Eliashberg function [1] is a product of the phonon density of states weighted

by the e–p interaction. It represents the probability of emitting a phonon of energy x
at T ¼ 0
a2Fiðx; e; kÞ ¼
Z

dk

XBZ

dðe� eiðkÞÞ
NiðeÞ

Z
dq

XBZ

X
t;f

jgi!f ;t
k;kþqj

2dðe� ef ðkÞÞdðx� xt
qÞ

ð11Þ
where
gi!f ;t
k;kþq ¼ Wi;kh jDV t

q Wf ;kþq

�� �
ð12Þ
is the e–p matrix element calculated using the electronic state wave functions w and

the self-consistent electron potential induced by the phonon mode with momentum q

and mode index m [1,7,8]. The index of the surface state is i, the final state index is f ,
and the binding energy of the electronic state is e. XBZ is the area of the 2D surface
Brillouin zone (SBZ).

The present experimental and theoretical capabilities can be illustrated using one

system, Be(0 0 0 1) [3,4,8,12]. The location of the surface states in this system is

shown in Fig. 7. The surface state that has been studied the most is the one at the

SBZ center. It has a binding energy of 2.78 eV at the zone center, crosses the Fermi

energy at kF ¼ 0:95 A�1 (effective mass of 1.17), and has an almost circular Fermi



Fig. 7. Electronic properties of the Be(0 0 0 1) surface. (a) The projection of the bulk bands (shaded) onto

the SBZ. The dashed lines are the surface states [30,31]. (b) The projection of the bulk bands (shaded)

along the high-symmetry directions of the SBZ. The solid lines and data are for the surface states [32].
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contour [12]. The temperature dependence of the photoemission linewidth for the

surface state at the SBZ center is displayed in Fig. 5(a) [12]. Fig. 8 shows the analysis

of these data [12]. If the authors used the high-temperature limit expressed in Eq. (5),

they obtained k ¼ 1:06. The problem is that the Debye temperature of bulk Be is

1000 K, and these data are for temperatures appreciably lower. In an attempt to

overcome this difficulty, the authors assumed that the Eliashberg function in Eq. (11)

could be modeled by a 3D Debye model with the maximum frequency dictated by

the Debye temperature of the bulk. This fit is shown in Fig. 8 by the dashed line,
yielding k ¼ 1:25. In a later paper, LaShell et al. [4] pointed out that the analysis in
Fig. 8. A plot of the surface-state widths from the fit to the data shown in Fig. 5(a) [12]. The error bars on

the data are statistical uncertainties from the fits. The open circles are for increasing temperatures and the

filled circles are for decreasing temperatures [12].
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the first paper [12] was incorrect because of the effect of the finite acceptance angle

and the curvature of the bands. They estimated that the correction factor was 1.32,

yielding a new k ¼ 0:87 [4].
The EPC band distortion near the Fermi energy has also been utilized to extract a

value of k for this surface state [3,4]. Fig. 9 exhibits the data of LaShell et al. [4] taken
at 40 K. Panel (c) shows the ReRðeÞ at the bottom and the ImR at the top. The slope

of ReRðeFÞ at the Fermi energy was 0.7 ± 0.1. The solid lines are the best fit using a

Debye model for the Eliashberg function. It is easy to see that this model does not fit

the data very well; therefore, the value of k ¼ 0:65 obtained from this fitting pro-

cedure is probably not very dependable. The optimal value of xD was 65 meV,

appreciably lower than what is needed to model the bulk phonons (80 meV), but
in good agreement with calculated and measured surface phonons [33]. Hengsberger

et al. [3] reported in an earlier paper the same type of measurement except that the

sample temperature was 12 K. They reported a value of k ¼ 1:18� 0:07, obviously
quite different from the value obtained by LaShell et al. [4]. Undoubtedly, this dis-

crepancy is due to the difficulties associated with determining the slope of the bands

or ReRðeFÞ at the Fermi energy [4]. The problem is compounded by the fact that the

photoemission spectra are cut off at the Fermi energy.

First-principles calculations of the EPC for holes in the surface state bands are
now appearing in the literature, producing excellent agreement with experiment [7–

9]. The most exciting feature of these calculations is that they furnish a microscopic

picture of the spectral features in the Eliashberg function. Fig. 10 displays such a

calculation for Be(0 0 0 1) [9]. The top panel is for a hole in the surface state band at

the Fermi energy, and the bottom panel is for a hole at the SBZ center with a binding
Fig. 9. High-resolution (energy 15 meV and momentum 0.008 �AA�1) angle-resolved photoemission data

from the surface state on Be(0 0 0 1) at 40 K [4]. (a) Photoemission spectra at a fixed angle (k) showing
intensity vs. energy. The distortion due to EPC near the Fermi energy is obvious. (b) A set of momentum

distribution curves at fixed energy. (c) ImRðeÞ at the top and ReRðeÞ at the bottom. The solid curves are for

a Debye model of the Eliashberg function [4]. The parameters are k ¼ 0:65 and xD ¼ 65 meV.



Fig. 10. Calculated Eliashberg functions for the surface state on Be(0 0 0 1) [9]. The top curve is for a hole

at the Fermi energy, and the bottom curve is for a hole at the bottom of the surface state band [see Fig.

7(b)]. The inset shows the two different scattering mechanisms, intraband (surface state) and interband

involving the bulk states. The different lines show the contribution to the Eliashberg function from in-

traband scattering (dashed line) and from Rayleigh mode scattering (dash-dotted line). The difference

between the sum of these two curves and the total is due to interband scattering [9].
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energy of 2.78 eV. Much new physics is contained in these curves. First and fore-

most, the Eliashberg function is different for a hole at the Fermi energy compared

with a hole at the bottom of the band. When Eq. (9) is used to calculate the mass

enhancement factor k there is a dramatic dependence on the energy. At the Fermi

energy, kð0Þ ¼ 0:87, while at the bottom of the band, k()2.87 eV)¼ 0.37. As might

have been expected kðeÞ and as a consequence, it is not legitimate to measure kðeÞ far
from the Fermi energy and then conclude that the large mass enhancement might
drive a physical phenomenon (like superconductivity) that depends on kðeFÞ [12]. It
should be pointed out that Matzdorf et al. [11] in 1996 realized that mass en-

hancement factors far from the Fermi energy would not be the same as the tradi-

tionally defined k In their paper on Cu(1 1 1), they called their mass enhancement

factor b, so it would not be confused with a true value of k determined at the Fermi

energy.

The second message from these calculations is that the scattering or decay mode

of a hole at the Fermi energy and at the bottom of the band is quite different. The



Table 1

Compilation of the experimental and theoretical values of the mass enhancement factor k. QWS is for

quantum well states in thin films

Surface k point Energy Procedure k (surface) k (bulk) Reference

Experiment

Cu(1 1 1) C )0.42 ImRðT Þ 0.14± 0.02 0.15 [10]

Cu(1 1 1) C )0.42 ImRðT Þ 0.137± 0.015 0.15 [11]

Cu(1 1 1) M )2 ImRðT Þ 0.085± 0.015 0.15 [11]

Cu(1 1 0) Y )0.51 ImRðT Þ 0.23± 0.02 0.15 [13]

Cu(1 1 1) C )0.42 ImRðT Þ 0.11 0.15 [7]

Ag(1 1 1) C )0.08 ImRðT Þ 0.12 0.15 [7]

Be(0 0 0 1) C )2.78 ImRðT Þ 1.15 0.24 [12]

Be(0 0 0 1) kF 0 ReRðeÞ 0.65 0.24 [4]

Be(0 0 0 1) kF 0 ReRðeÞ 1.18 0.24 [3]

Be(1 0 1 0) A½S1� )0.37 ImRðT Þ 0.65± 0.02 0.24 [17]

Be(1 0 1 0) A½S2� )2.62 ImRðT Þ 0.49± 0.4 0.24 [17]

Be(1 0 1 0) kðF Þ½S1� 0 ReRðeÞ 0.65± 0.02 0.24 [6]

Mo(1 1 0) C ! N 0 ImRðT Þ 0.42 0.24 [2]

V(0 0 1) kF 0 ReRðeÞ 1.45 )0.4 [14]

Bi(0 0 1) C ! k2 ImRðT Þ 0.02fi 0.72 )0.13 [18]

HAV(1 1 0) C ! S 0 ReRðeÞ 1.4 ± 0.1 0.2 [5]

Ag/V(0 0 1) C QWSs ImRðT Þ 0.2fi 1.0 0.15(Ag) [14]

Ag/Fe(0 0 1) C QWSs ImRðT Þ �0.3fi�1.0 0.15(Ag) [16]

Theory

Cu(1 1 1) C )0.42 0.16 0.15 [7]

Ag(1 1 1) C )0.08 0.12 0.15 [7]

Al(1 0 0) C )2.7 0.23 0.44 [8]

Al(1 0 0) kF 0 0.56 0.44 [8]

Be(0 0 0 1) C )2.78 0.38 0.24 [9]

Be(0 0 0 1) kF 0 0.88 0.24 [9]
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decay of a hole at the Fermi energy is dominated by the intraband scattering con-

tribution (dashed line) and by the Rayleigh mode scattering (dash-dotted line). If the

decay into the surface state at the M point of the SBZ is included, then 90% of

the total (black line) is from surface processes. In contrast, the decay of a hole at the

bottom of the band (lower panel) is radically different, being dominated by decay

into bulk states (interband) [9].

For completeness, Table 1 shows a compilation of published data for EPC at

surfaces and interfaces.
3. An exciting future for EPC at surfaces

Recent developments in this field hold significant promise for having surface

states on metal surfaces become the playground for EPC physics. This promise is to

produce textbook examples elucidating the origin and nature of EPC in reduced



Fig. 11. Electronic properties of the Be(1 0 �11 0) surface. (a) The projection of the bulk bands (shaded) onto

the SBZ. The solid lines are the surface states [35,36]. (b) The projection of the bulk bands (shaded region)

along the high-symmetry directions of the SBZ [37]. The calculated dispersion of the two surface states S1
and S2 is marked by the solid lines [37].
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dimensionality and at the same time building a foundation for understanding EPC in
more complex systems such at transition-metal oxides [34].

As the reader might have anticipated, the system that will be described is yet

another surface of Be, Be(1 0 �11 0) [6,17,35,36]. Fig. 11 shows the electronic properties

of this surface in the same format as was used in Fig. 7 for Be(0 0 0 1). In panel (a),

the projection of the bulk bands onto the SBZ at the Fermi energy is shown. The

surface state of interest has a Fermi contour that is an elliptical shape about the SBZ

point A. Panel (b) shows the projection of the bulk bands and the surface states along

two high-symmetry directions in the SBZ [17]. Temperature-dependent measure-
ments of the photoemission linewidth by Tang et al. [17] revealed that the EPC of the

two surface states in the same band gap were dramatically different. The data for the

deep state S2 with a binding energy of 2.62 eV could be fitted with a Debye model

(xD ¼ 60 meV) resulting in a value of kðS2Þ ¼ 0:491� 0:04. But the data for the

upper surface state S1 with a binding energy of 0.37 eV could not be fitted using a

Debye model for the Eliashberg function. The best fit was achieved using an Einstein

model (xE ¼ 64 meV) with a significantly larger mass enhancement factor,

kðS1Þ ¼ 0:646� 0:02. It was pointed out in this paper that there is a strong surface
optical phonon at the SBZ boundary in both experiment and theory [38,39]. High-

resolution angle-resolved photoemission measurements of the S1 surface state band

dispersion along the C to A direction in the SBZ show a large EPC distortion of the

band. The data are shown in the inset of Fig. 12(a) [6]. From these data, the ReRðeÞ



Fig. 12. (a) The ReRðeÞ determined from the measured dispersion of the S1 surface state in the C to A
direction of the SBZ shown in Fig. 11(a) [6]. The inset shows the measured dispersion compared with the

undistorted single-particle band dispersion. (b) The Eliashberg function extracted from the data shown in

(a) using MEM [6]. The solid curve in (a) shows the fit to the original data.
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was extracted and is presented in Fig. 12(a). Preliminary attempts to calculate the

slope of ReRðeÞ at the Fermi energy gave numbers of k as large as 0.88.

The major advancement that will take this field and subject to new heights is the
development by Shi et al. [6] of a technique for extracting the Eliashberg function

from the high-resolution angle-resolved photoemission data. This extraction involves

an integral inversion from Eq. (6), which was accomplished using the maximum

entropy method (MEM) [6]. The MEM is a systematic way to incorporate the priori

knowledge into a data fitting process. The priori knowledge inputted into the fitting

procedure was (1) the Eliashberg function is positive, (2) there is a cutoff of the

phonon density of states at some maximum energy xM, and (3) the low-energy

phonon density of states has to look Debye-like [6]. The MEM procedure was shown
to be robust against the imperfections in the data and the choice of the input fitting

parameters. The fit to the ReRðeÞ for Be(1 0 �11 0) is shown in Fig. 12(a), and the

Eliashberg function obtained using MEM to do the integral inversion is displayed in

Fig. 12(b). There are three peaks at 40, 58, and 75 meV and a broad (double-

humped) band which are undoubtedly due to the Rayleigh mode or modes around

20 meV. Fig. 13 shows a direct comparison of the experimental Eliashberg function

for Be(1 0 �11 0) with the first-principles calculation of the surface phonon dispersion in

two of the high-symmetry directions of the SBZ [39]. The colored circles 1 in Fig.
13(a) are the modes localized at the surface. The correspondence between the cal-

culated phonon modes and the Eliashberg function is quite amazing.

The red curve on Fig. 13(b) is the bulk phonon density of states [32]. Just as in the

case of Be(0 0 0 1) (displayed in the upper panel of Fig. 10), a large fraction of the

weight in the Eliashberg function comes from the surface Rayleigh modes. Eq. (9)

shows that k is defined as the first reciprocal moment of the Eliashberg function;

consequently, the low-energy structure contributes more significantly to the mass
1 For interpretation of colours in this figure, the reader is referred to the web version of this article.



Fig. 13. A comparison of the calculated surface phonon dispersion along two high-symmetry directions

for Be(1 0 �11 0) [39] with the Eliashberg function extracted from the data shown in Fig. 12(a).
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enhancement factor than the high-energy phonon structure. Using Eq. (9) and the

Eliashberg function extracted from the data yields kðeFÞ ¼ 0:65� 0:06. Three-

fourths (75%) of this number comes from the two low-energy surface Rayleigh

modes, raising a very interesting question. Is the enhanced EPC seen for many metal

surfaces a consequence of the ever present low-energy Rayleigh surface modes?
Another general observation at this early stage of the study of EPC at metal

surfaces is that a high density of surface states at the Fermi energy coupled with a

low density of bulk states seems to be a common feature [15]. A comparison of the

bulk density of states for Be and the surface density of states for Be(0 0 0 1) and

Be(1 0 �11 0) [30,35] is shown in Fig. 14. This is also the general picture for W(1 1 0) and

Mo(1 1 0) [5,15]. It has been speculated that the 400 increase in the superconducting

temperature for amorphous Be compared with crystalline Be is the result of an in-
Fig. 14. The enhanced density of states at the Fermi energy due to the presence of surface states for

Be(0 0 0 1) and Be(1 0 �11 0) (shaded) compared with the bulk density of states [30,35].
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crease in the density of states at the Fermi energy caused by interface states. Is this a

signature of enhanced EPC at metal surfaces?

In conclusion, exciting times lie ahead. For the first time, the k dependence of the
Eliashberg function can and will be measured. The surface community knows how to

move surface states around in the band gap by adsorption of ordered or disordered

arrays of atoms or molecules. As the surface states shift, there will also be a con-

comitant distortion in the surface phonon spectra, which can be measured and

correlated with the structure in the Eliashberg function. Atoms such as H will

produce dispersionless high-energy optical phonons that could lead to significant

EPC [5,15]. When k >� 1, the system should become unstable, either toward a re-

construction or some form of phonon-mediated pairing. Can the EPC be engineered
at a surface to drive the creation of an instability [40]? Can we use these techniques to

investigate couplings to magnetic excitations at a surface?
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