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Abstract 
Linear correlation measures are widely used but may not be adequate for many 
geophysical problems, especially those that are dominated by nonlinear dynamics and 
nonlinear interactions. Mutual information (MI), which originated in communications 
and information theory, can be utilized to obtain measures of complete dependence, or 
“nonlinear correlation” (NLC). However, while the computation of MI is conceptually 
straightforward when the full probability density function (PDF) is available, there is no 
one best approach to compute MI or NLC from finite data sets. The state-of-the-art and 
emerging approaches used to compute the MI or NLC range from methods that are based 
on ranking of variables (RANKS), kernel density estimation (KDE), k-nearest neighbors 
(KNN) and what is called the “Edgeworth approximation” (Edgeworth). However, the 
emerging literature does not point to a clear winner that outperforms the other methods 
for real data sets and all the methods can be extremely sensitive to the presence of 
significant amount of noise. Thus, developing a better estimate often reduces to a better 
judgmental choice of the model parameters like the number of kernels or neighbors, even 
though preliminary guidelines may be available. The estimation problem, especially for 
uncertainty bounds, becomes even more difficult for time series data, where approaches 
like bootstrapping need to be applied with care. This study implements the four 
approaches (RANKS, KDE, KNN, Edgeworth) and investigates their relative 
performance, specifically for limited amount of noisy time series data, as a function of 
the signal-to-noise ratios and the size of the data. The datasets range from simulations 
(e.g., time series generated from the Lorenz system of equations contaminated with 
various noise levels) to real geophysical problems. The relative performance of the 
methodologies, as well as the insights gained over and above linear correlation 
approaches, is presented. The impacts of these insights on predictive modeling and 
scientific understanding are discussed. 
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