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Abstract
 

Probabilistic risk assessment (PRA) is an analytical method used to estimate the probability of failure of a system and to 
determine what the most likely contributors are to that failure. Space, nuclear, medical, and defense industries are among 
those that have used PRA methods for assessing risks and/or reducing the costs in designing, upgrading, manufacturing, 
assembling, and operating components, systems, or facilities. When applied at an early stage of a project, PRA can be a 
valuable design tool. Current PRAs, however, are generally performed to demonstrate safety and are often unsuited for 
applications aimed at making design or operating decisions. Unlike conventional PRA tools, users of FaultTree+ have 
been developing programs that allow PRA analysts and designers to easily determine the probabilistic implications of 
different design configurations and operating conditions in various combinations to reduce, control, or eliminate risk by 
quantitatively identifying risk drivers as the design develops. A program being developed by the Oak Ridge National 
Laboratory (ORNL), coupled to FaultTree+, allows users to evaluate design changes; new modeling approaches, 
methods, or theories; modeling uncertainties and completeness; physical assumptions; and data changes at the 
component, cabinet, train, system, and facility level. Because each “new” plant configuration may or may not improve 
safety or may marginally improve safety at great cost or operational flexibility, all previous design alternatives are 
retained to maximize the benefits of a risk-based design. The power of the one-button architecture developed by ORNL 
becomes evident by the number of design alternatives that can be evaluated─for one design, 11 component choices in 2 
safety systems yielded 160 design alternatives. More importantly, because of the ease in evaluating alternate component 
or system arrangements, dramatic increases in reliability were observed with atypical, unusual, or simply different design 
configurations compared to the designs using “proven” reliability design practices. In addition, the lessons learned can be 
counterintuitive and significant. For example, one of the design alternatives evaluated using the one-button architecture 
program revealed that in some instances, using more reliable components actually decreased the plant’s reliability. The 
impacts from external events, such as seismic or fire events at nuclear power plants, explosions on military craft, or large 
vibrations from launch vehicle liftoff, can be evaluated simultaneously with internal events using the one-button 
architecture. A chemical plant application by Dow Chemical also shows that fault tree development time can be reduced 
by coupling a common database with the basic events and subtree logic already available with FaultTree+. This allows 
chemical systems to be evaluated quickly without being labor intensive by leveraging prior studies and data. As 
exemplified by the reduction in risk and increase in safety, any new design or design upgrade would benefit greatly from 
using these cutting-edge risk tools. 

 
Introduction 

 
Probabilistic risk assessment (PRA) is an analytical method used to estimate the probability of failure of a system and to 
determine what the most likely contributors are to that failure. Space, nuclear, medical, and defense industries are among 
those that have used PRA methods for assessing risk; increasing safety margins and optimizing costs in the design, 
fabrication, construction, testing, and operation of components, systems, and facilities. 
 
When applied at an early stage of a project, PRA can be a valuable design tool. Current PRAs however, are generally 
performed to demonstrate safety and are often unsuited for applications aimed at making design or operating decisions.1 
In making design decisions, if comparisons are made using simplified fault trees, the models may not accurately represent 
the system’s functioning or malfunctioning.2 Valid design or operation comparisons require detailed assessments. 
Developing a detailed PRA during the design phase of a project is an iterative process where the models are developed at 
design “freeze” points. However, as the design matures, the PRA results continue to reflect a previous design and not the 
current design. An example of the process is 
 

• development of a PRA model, 
• use of the model to identify weaknesses, 

 
 



• quantification of PRA benefits of alternate design and operational strategies, and  
• adoption of selected design and operational improvements. 

 
This process was followed by Westinghouse during the design of its AP600. As expected, the scope and detail of the 
AP600 PRA model increased as the plant design matured. Although the iterative process resulted in a number of design 
and operational improvements, the process spanned five stages and six revisions.3, 4

 
This iterative process can continue throughout the design cycle and into the certification process. For example, when 
considering the final design approval for the CE System 80+ reactor containment design, the Nuclear Regulatory 
Commission (NRC) requested that the designers evaluate design alternatives that would help mitigate the consequences 
of severe accidents.5 Sixty-three design alternatives were considered, and twenty-seven were quantified. This back-end 
approach is expensive and time-consuming. A much better approach would be to use a dynamic PRA coupled to the 
design to reduce, control, or eliminate risk by quantitatively identifying risk drivers as the design develops. 
 
Westinghouse, in its design of the International Reactor Innovative and Secure (IRIS) plant, brought the use of a dynamic 
PRA to reality by using a safety-by-design approach to cover all aspects of safety at the very beginning of the design 
process.6 Rather than evaluate design alternatives on a system-by-system basis, one change at a time, and discarding 
previous evaluations, the different system and component configurations were evaluated in various combinations for the 
entire range of initiating events. Thus, unlike other design “optimization” programs, Westinghouse used its PRA program 
to evaluate different types of plant systems and components, in different operational states, that were interchangeably 
evaluated as the design progressed. Because each “new” plant configuration may or may not improve plant safety or may 
marginally improve safety at great cost or operational flexibility, all previous design alternatives were retained to 
maximize the benefits of a risk-based design. More importantly, because of the ease in evaluating alternate component or 
system arrangements, dramatic increases in reliability were observed with atypical, unusual, or simply different design 
configurations compared to the designs using “proven” reliability design practices. This contributed greatly in a two 
order-of-magnitude reduction in the base-case core damage frequency for IRIS. The design lessons learned from the 
dynamic PRA for IRIS were then applied by Westinghouse to the AP1000 even though it was undergoing design 
certification review by the NRC.7
 

Innovative Approaches to Probabilistically Evaluating Alternative Designs 
 

 
Fig. 1.  ORNL’s RBOT allows users to choose design alternatives 
from a  scroll-down menu. 

As part of its safety-by-design approach and commitment to reduce the core damage frequency to as low as realistically 
possible for its IRIS plant, Westinghouse had many team members focused on safety and reliability. One of the team 
members was the Oak Ridge National Laboratory (ORNL); its task was to develop a one-button architecture that would 
allow components, modules, and data to be 
interchanged at will with the probabilistic effect 
immediately apparent. ORNL’s program, called 
risk-based design optimization tool (RBOT), is 
coupled to FaultTree+ and allows users to 
evaluate design changes; new modeling 
approaches, methods, or theories; modeling 
uncertainties and completeness; physical 
assumptions; and data changes on component, 
cabinet, train, system, and facility bases. 

 
With RBOT, changing the design is as simple as 
picking one of the design alternatives from a 
scroll-down menu (Fig. 1) that have been 
developed by PRA analysts. The default (base 
case design) and currently selected design 
options are highlighted; graphical displays 
provide additional indicators of the option(s) 
chosen. With the scroll-down menu, many 
design alternatives, including unconventional 
alternatives, can be easily evaluated. If additional 

 
 



design alternatives are desired and are not available in the scroll-down list of options modeled in RBOT, they can be 
easily created by a PRA analyst and added to the scroll-down list. The basic RBOT computer program in development 
automatically inserts the correct fault tree module(s) for the design configuration chosen into the PRA model in 
FaultTree+,8 maintains any links to event trees (if used), relinks the correct support systems, adjusts the common-cause 
failure probabilities on the train and system levels, and accounts for changes in recovery actions and human error 
probabilities. FaultTree+ then recalculates the parameters of interest for the entire spectrum of initiating events, and 
transmits the results back to RBOT. The resulting fault tree is the same as that which would result if those choices were 
the original base case. Any or all of the design options can be made in any order using RBOT. Because all choices 
remain available, no information is lost and the design can be returned to any previous state. 

 
Because all of the current and previous design, modeling, and data sets are available via the one-button architecture, the 
safety ramifications of design options are evaluated very early, feedback on design alternatives is immediate, and true 
optimization of the plant design can be achieved. Thus, even with complicated systems and alternatives, designers can 
not only observe if the system is more reliable, but can also understand why the system is better or worse. 
    

Selected Examples of Design Optimization Using RBOT and FaultTree+ 
 
IRIS:  The IRIS design is aimed at achieving four major objectives: proliferation resistance, enhanced safety, 
economic competitiveness, and reduced waste. The safety approach of Generation II reactors [current nuclear power 
plants (NPPs)] can be defined as coping with accidents/consequences by active means, while the improved approach 
of Generation III reactors (e.g., AP600) is coping by inherently safer passive means. The design of IRIS, a next-
generation NPP, promotes safety to the next level through safety-by-design that eliminates most accident initiators 
while the consequences of other accidents are rendered acceptable.9
 
Figure 2 shows the safety systems for the IRIS 
reactor. The two systems that were evaluated 
using RBOT were the automatic depressurization 
system (ADS) and the emergency heat removal 
system (EHRS).  The ADS is a pressure relief 
system with two parallel trains for blowing down 
into the suppression pool.  There are four trains 
of emergency heat removal.  The number of 
trains required for operation are dependent upon 
the initiating event and varies from 2–4.  The 
EHRS is a natural circulation system that 
removes heat via the steam generator.  The flow 
path is from the steam generator, to the refueling 
water storage tank, through a main and/or bypass 
leg, back to the steam generator. 
 
A collection of design alternatives for various 
systems for IRIS were identified through the 
review of current and Generation III NPP 
designs.  For example, a review of operating NPP
one or two trains. Generation III NPPs have more
Further review shows that the block valves for the
 (The block valves are used to prevent a loss-of-co
fails to open will prevent depressurization of the
valves open or closed.) When a system arrangem
RBOT automatically changes the fault tree in F
available in RBOT for optimizing the ADS: 
 

• the choice of block valves and PORVs w
(other type valves could have been adde

• the initial position of the block valves (A

 
 

Fig. 2.  Safety systems for the IRIS reactor. (PEHRS is the passive 
emergency heat removal system, ADS is automatic depressurization 
system, and LTCMS is the long-term core makeup system).
s showed that typical relief systems (similar to IRIS’s ADS) consist of 
 complex systems such as two trains with four stages of pressure relief. 
 power-operated relief valves (PORVs) may be initially open or closed. 
olant accident given a stuck open PORV. However, a block valve that 
 primary system. Thus, a trade-off exists between having the block 
ent, component type, component position is chosen from the menu, 

aultTree+ to reflect that choice.  The following choices were made 

ere air-operated valves (AOVs) and motor-operated valves (MOVs) 
d at any time), 
OVs and MOVs) could be open or closed, 



• the number of trains for pressure relief could be 1 or 2, and  
• the capacity of each valve, whether AOV or MOV, could be 50% or 100% (i.e., able to accommodate 50% or 

100% of the maximum steam flow required for successful depressurization of the primary system for the design 
basis accidents). 

 
The base case level-1 PRA for IRIS evaluated using RBOT included 4 event trees with the following initiating events 
(IEs): a primary system loss-of-coolant accident, a steam generator tube rupture, a secondary system pipe break, and a 
loss of offsite power. The mitigating systems necessary to prevent core damage for these IEs are represented by 11 fault 
trees that cover subcriticality of the reactor, primary system depressurization, and long- and short-term heat removal.  
Choosing any of the options developed and made available via RBOT provides users with a PRA that is the same that 
would be developed if that were the base case model. Again, because all previous choices are still available, the design 
can be returned to any state, at any time, in any order. 
 
In this example, the one-button architecture allowed designers to evaluate 40 unique design alternatives of the ADS for 
the 8 design choices given above. However, simply providing design alternatives is not beneficial unless various metric’s 
of interest can be compared, improved, or optimized. Using this example, evaluating the failure modes for the different 
design options provides clues on how the system could be improved.  By clicking a single “button” to change the design 
of the system, designers learned that for those events requiring pressure relief that  
 

• with only one block valve, the initial position of the block valve does not matter─failures of the PORV(s) 
dominate the reliability of the system; 

• 2 PORVs, each with a 50% capacity rating (i.e., 2–50% capacity), do not provide sufficient redundancy and are 
in fact worse than having just one PORV because the failure of either PORV/block valve arrangement causes 
the system to fail; 

• true redundancy (2- vs 1-100% capacity valve) improves reliability by an order of magnitude and not the square 
of the PORV’s failure probability because of shared systems and components; 

• for those events requiring pressure relief, it is 4−6 times better to have the block valve initially open, where it 
has to spuriously transfer to the closed position than to have it initially closed and having to open. (For many 
system arrangements, the dominant contributor to system failure is the CCF probability of the block valves to 
open. The simplest way to reduce the CCF probability of the block valves’ failing to open is to have the block 
valves already open.), and 

• for the ADS, it is observed that having the block valves originally open improves system reliability 20% and 
reduces the core damage frequency 3.5%. Once this CCF probability of the block valves failing to open is 
eliminated, the type of block valve (e.g., MOV or AOV) is inconsequential. 

 
The other safety system evaluated using RBOT was the EHRS. Identifying design alternatives for the EHRS was a 
challenge because it was already a pretty elegant system in its simplicity.  The original design used natural circulation 
cooling (i.e., no pumps), and only 1 of the 2 AOVs needed to open to start the system.  In fact, the designers purposefully 
used the most reliable valves they could─the AOVs. As such, identifying design alternatives for the EHRS was not 
originally considered because of the simplicity of the existing system design. 
 
With RBOT, the number of trains in a system, or even component type or position─alternatives that would not normally 
be evaluated─were evaluated because of the ease of changing out components, adding trains, etc.  This is contrary to 
typical alternatives that focus on big changes such as number of trains and cross-ties between trains (although these can 
also be easily evaluated using RBOT). 
 
Because AOVs have the best reliability characteristics for active valves, it was expected that their use would result in the 
most reliable system.  With the ease of evaluating different components and their arrangement, RBOT was used to 
change one or both of the AOVs to MOVs for each train of the EHRS.  Changes automatically made by RBOT to the 
FaultTree+ model for the valve options included 
 

• changing the selected component(s) from AOV to MOV (or vice-versa if changing from MOV to AOV), 
• changing the support system for those components from instrument air to electric power (or vice-versa if 

changing back to AOVs), 
• changing the CCF probabilities on the train level, and 

 
 



• changing the CCF probability on the system level (4 trains). 
 

Surprisingly, using the “better” valves actually made the system (and thus the plant) worse. Using the more unreliable 
MOVs actually improved system performance.  This is because the CCF probability for the AOVs failing to open is 
larger than that for the MOVs, and the CCF probability of the valves was the largest contributor to system failure.  
Although the MOVs significantly improved the system, using a mix of AOVs and MOVs provided the most reliable 
system. In fact, a mixed-valve system improved system reliability by 42%; the core damage frequency was reduced by 
23%. 
 
Surprisingly, the relatively few component choices for the ADS and EHRS resulted in a very large number of design 
alternatives.  The 11 component choices─component type, position, and capacity─resulted in 160 design alternatives.  
The one-button architecture allowed all of these alternatives to be evaluated probabilistically with ease and provided 
designers with insights into system behavior. 
 
With the wealth of information available through the one-button architecture, design alternatives can now begin to 
consider production, operation, and maintenance costs.  For example, if the use of a mixed-valve system significantly 
increases operation and maintenance costs, a decision could be made to maintain all MOVs in the EHRS because system 
unreliability would not increase appreciably.  Thus, for the first time, plant reliability and other attributes, such as cost, 
can be optimized simultaneously.  
 

 
Fig. 3.  SP-100 reactor power assembly. 

Reflector Control Segments for a Space Reactor:  Because 
of renewed interest in space reactor power systems, ORNL 
used its RBOT program to evaluate the reliability of design 
alternatives for the reflector controls of an SP-100 type 
reactor (Fig. 3).  The SP-100 was being developed using a 
lithium-cooled fast spectrum fission reactor with uranium 
nitride fuel that would have produced 100 kW of electricity. 
Three mission profiles were under consideration:10

 
1. a high-altitude (>300-year orbital lifetime) 

mission, launched by a Titan IV launch vehicle, 
boosted by chemical upper stages into its 
operational orbit; 

2. an interplanetary nuclear electric propulsion 
mission, started directly from a Shuttle parking 
orbit; and 

3. a low-altitude (50-year orbital lifetime) mission, 
launched by the Shuttle and boosted by a chemical 
stage to its operational orbit, with subsequent 
disposal boost after operation. 

 
Reactivity of the reactor was to be controlled by 12 reflector 
elements, with additional shutdown margin provided by 7 internal safety rods.  To operate successfully, four of the six 
movable reflector elements in the reflector control system had to move to ensure startup and shutdown (after the safety 
rods are withdrawn).  Three types of reflectors are typically considered for space reactors─petal, drum, and slide 
reflectors.  Petal reflectors are hinged reflectors, drum reflectors rotate, and slide reflectors move up and down.  When 
the reflectors are in their “in” position, they surround the reactor core and reflect the neutrons back into the core, thereby 
sustaining the chain reaction.  Nine motor/reflector arrangements were evaluated using RBOT that ranged from one 
motor moving all six reflectors to six motors, one for each reflector.  The motor-reflector arrangements evaluated were: 
 

• 1–100% motor: one motor operates all six reflectors, 
• 2–50% motors: two motors where each motor operates a bank of three reflectors, one motor is a swing motor 

that can operate either bank of three reflectors, 
• 2–100% motors: each motor can operate all six reflectors (i.e., 100% backup), 
• 3–33% motors: each motor operates a bank of two reflectors, 

 
 



• 3–50% motors: two motors where 
each motor operates a bank of three 
reflectors, one motor is a swing motor 
that can operate either bank of three 
reflectors, 

• 4–50% motors: two motors where 
each motor operates a bank of three 
reflectors, two backup motors that can 
operate one bank of reflectors, 

• 4–50% motors: two motors where 
each motor operates a bank of three 
reflectors, two swing motors that can 
operate either bank of reflectors, 

• 5–33% motors: three motors that each 
operate a bank of two reflectors, two 
swing motors that each can operate 
one of two banks of reflectors, and 

• 6–17% motors: six motors that each 
operate one reflector. 

 
Because RBOT allows changes to be made 
easily, all of the motor-reflector arrangements
Surprisingly, the five-motor configuration was th
arrangement for six movable reflectors shows tha
fail (Fig. 5).  A similar review of the other refle
require fewer reflector motors to fail for the syst
for each reflector─requires three motors to fail f

 
 

Fig. 5.  The five-motor option for the reflector
system requires the most motors to fail (four) f
system to fail. 
 
 
Chemical/Petrochemical Industry Example:  In t
tool for improving new system design, for evalu
meet established safety and reliability targets. W
process to assess its safety and reliability capabil
a selection of fault tree modules that represent cu
these standard subsystems can be quickly evalu
 

 
 

 
Fig. 4.  Example of design alternatives for a space reactor power 
system’s reflector control system.
 given above were evaluated with the “click of a button” (Fig. 4).  
e optimal system configuration.  A review of why five motors is the best 
t in the five-motor configuration, four motors must fail for the system to 
ctor motor options clearly shows that any of the other design options 
em to fail.  For example, a system with six reflector drive motors─one 
or the system to fail (Fig. 6). 

 
 drive 
or the 

 
Fig. 6.  Any motor option other than the five-motor 
option for the reflector drive system requires three or 
fewer motors to fail for the system to fail. 

he chemical and petrochemical industry, fault tree analysis is used as a 
ating design upgrades for existing systems, and determining if systems 
ork processes such as Six Sigma can use fault tree tools to model the 

ities and achieve breakthroughs in new designs. Using Fault Tree+ with 
rrent best designs for these systems, models of a new design including 

ated.  



A simple generic example─a high integrity isolation system involving the use of three valves in series─is used to show 
how different design options and assumptions provide different results. The design options are to use a control valve 
(CV), an MOV, or an AOV that fails closed in any combination except that only zero or one CV may be used for any 
option. This results in seven possible options (ten if there was no restriction on the CV usage) from this simple example 
(Table 1). 

Table 1  Seven design options using zero or one CV 
Valve Options using one CV Valve options without using a CV 

Option Valve 1 Valve 2 Valve 3 Option Valve 1 Valve 2 Valve 3 
1 CV MOV AOV 4 AOV AOV AOV 
2 CV MOV MOV 5 AOV MOV MOV 
3 CV AOV AOV 6 AOV AOV AOV 
    7 MOV MOV MOV 

 
 Using a graphical interface to model and change out the 
valves, each of the design options can be quickly checked 
(Fig. 7). Because library models and data are used, a high 
level of expertise with the fault tree details is not required. 
For the example valve options given in Table 1, the data in 
Table 2 were used to evaluate which valve arrangement 
given in Table 1 would be the best performing isolation 
system (the mean time to repair for all seven options was 
0.01 years with a test interval of 1 year). 
 
The values for the failure rates and beta factors can be 
changed to check the sensitivity of the results.  This can be 
done by having alternate values in the library that can be 
used in the fault tree models.  Another variable that can be 
easily checked is extending the test interval while still 
meeting the safety targets.  If a safety target of 1.0 × 10-5 or 
less was specified, only three of the configurations would 
meet the target (Table 3).  The common-cause failure 
contribution (%CCF) is a major factor in all the cases 
evaluated.  These results agree with the IRIS example 
provided above. 
 

 

Table 2  Data for valve design options for graphical  
interface library a

Valve Failure rate  
(per year) 

Beta factor  
(failure to close)

MOV 0.04 0.02 
AOV 0.01 0.10 
CV 0.02 0.05 

CV to AOV or MOV CCF 0.01 
AOV TO MOV CCF 0.01 

aNote these values are used for illustration purposes only and 
should not be taken as actual data. 

The emphasis of this paper is on the ease of use and time sa
with risk-based design optimization.  With the short design
impossible to be possible─design optimization from a safety
with less resources, and being better, faster, and less expen
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Fig. 7.  One of seven FaultTree+ library models available 
to the graphical interface in the sample problem.
 

Table 3  Results for the seven available design 
options in the graphical interface library 

Design option Unavailability Contributor 
to CCF (%) 

1 1.82 × 10-6 70 
2 1.16 × 10-5 44 
3 5.46 × 10-6 94 
4 1.34 × 10-5 95 
5 5.80 × 10-6 44 
6 5.08 × 10-4 99+ 
7 5.17 × 10-4 97 

vings that can be achieved using the FaultTree+ program 
 timelines in the chemical tool makes what was previously 
 perspective.  In the interest of doing more fault tree studies 
sive, this is clearly a 21st century analysis method. 



Other Uses of a Dynamic Fault Tree 
 

Focusing on reducing the likelihood of internally initiated events could have minimal impact on the overall reliability 
characteristics of a facility. For example, externally initiated events are often significant contributors to an NPP core 
damage frequency (CDF).11 Individual plant examinations (IPEs) for current-generation NPPs have shown that the CDF 
from seismic events are of similar magnitude to or even larger than the CDF from internally-initiated events and that  
70% of the plants that performed IPEs proposed plant improvements based on their seismic analysis.  In addition, 25% of 
the IPE external events submittals reported that the CDF from fire exceeds the CDF from internal events. Although none 
of the 70 IPEs for external events (IPEEE) submittals identified any high wind, flood, or other external-event-related 
vulnerabilities, one plant lowered its flood CDF by three orders of magnitude by improving door-penetration seals. 
Without considering external events from a scoping perspective to identify unique vulnerabilities, significantly reducing 
the CDF from internally initiated events may result in only marginally reducing the overall CDF. 

 
RBOT can be expanded to simultaneously evaluate external events, such as seismic, during the design phase by choosing 
via the one-button architecture a database whereby all seismically qualified components fail at their nominal failure rate 
while those not qualified are assumed to be failed.  A fire or flood analysis would insert a database whereby all 
components affected by the fire or flood are assumed to be failed and the other components fail at their nominal failure 
rate.  The same process would be used to evaluate rocket launches and their payloads.  Military planes, ships, and 
armored vehicles can be evaluated for maneuverability or fire power by having an impact or explosion fail equipment and 
support systems in the vicinity of the anomaly.  Similar to a seismic analysis, all other equipment fails at its nominal 
failure rate. Recovery actions to restore vital functions could be evaluated for impacts in different areas.  The click on 
one of the menu options returns the analysis to its original state. 
 
Through the use of the one-button architecture, designers can now observe the effects of aging of systems and 
components by choosing the option where the failure probabilities are adjusted based on aging-related studies.  The 
information available to RBOT from FaultTree+ provides users with a priority ranking of aged structures/passive 
components to determine their risk significance.  Aging concerns are not limited to active components.  New concerns 
with respect to aging arise because of the reliance on passive safety systems. For example, influences such as age-related 
corrosion within piping could prevent natural circulation cooling in passive systems.  In general, a system’s operational 
mode is a factor influencing aging-related component failures because components in some standby systems display high 
aging fractions.12  This is particularly important for spacecraft where maintenance is not feasible.  The goal is not just to 
design a reliable system for today, but to design a system that will be reliable for the duration of the plant fuel cycle or 
mission length (i.e., 4 years). Those components with a high risk significance are targets for exploring other design 
alternatives. Thus, by incorporating this information into the PRA models, designers can evaluate how aging components 
affect system and plant reliability (e.g., at 1, 2, and 4 years). 
 
Human errors and recovery actions also contribute significantly in accident sequences─both in accidents occurring and in 
minimizing their consequences. The impact of operators can be assessed by selecting from the menu a database that sets 
all human error probabilities to zero or one for a comparison with the base case. As always, the analysis can be returned 
to its original case via the one-button architecture. 
 
Early PRAs excluded failures of passive equipment such as pipes, wiring, and multiple check valves from the 
quantitative analyses because they generally represented a very small contribution to system failure.12  Because the CDFs 
for next-generation NPPs (such as IRIS) should be one to two orders of magnitude lower than those for current-
generation NPPs, passive failures may now be measurable contributors to the CDF. Conversely, if a passive system 
requires some active component for initiation, the exclusion of passive components may be realistic because the failure 
probability of the active component will dominate the system failure probability.  

 
Conclusions 

 
The risk-based tool RBOT has shown that a few component choices (11) yields many design alternatives (160) for 
consideration.  Through the use of RBOT it was also learned that the “logical” design decision for optimization may in 
fact be the wrong decision.  However, because no one actually evaluates these decisions, no one knows that the decision 
was wrong.  For example, removing MOVs from consideration because their failure probability is two to three times that 
of AOVs13–16 would be wrong.  A more detailed evaluation shows that the CCF probability for two AOVs is typically 

 
 



greater than that for two MOVs.13–15, 17 Because CCFs dominate the failure modes of reliable systems, using the more 
“unreliable” valves results in a more “reliable” system.  It was also learned that four out of six makes five.  That is, the 
best arrangement for moving four out of six reflectors is using five motors.  By maintaining all of the current and 
previous design, modeling, and data sets via the one-button architecture, the safety ramifications of design options are 
evaluated, feedback on design alternatives is immediate, and true optimization and understanding can be achieved.  These 
insights and lessons learned helped the IRIS design team and PRA team to achieve a two order-of-magnitude reduction in 
the base case core damage frequency.  
 
Easily replaceable modules means that reviewers can assess new modeling approaches (e.g., working, failed, degraded); 
development and testing of new methods such as incorporating digital system failure or degradation of passive systems 
into a PRA; modeling uncertainties resulting from different modeling approaches, different modeling assumptions, 
different physical assumptions, and/or different levels of detail; and the sensitivity of assumptions, models, and data on 
the risk metrics of interest. More than one risk metric can be evaluated at a time such as internal and external events, 
reliability and cost, reliability and mass, reliability and ease of maintenance or operations. The power of RBOT coupled 
to FaultTree+ is that all of the design options are simultaneously available allowing internally and externally generated 
events to be evaluated at the same time. Any new design or design upgrade would benefit greatly from using these 
cutting-edge risk tools. 
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