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ABSTRACT 

Within the European Network NESC, the project NESC IV 
deals with constraint effects of cracks in large scale beam 
specimens, loaded by uni- or biaxial bending moments and 
containing surface or embedded cracks. The specimens are 
fabricated from original US RPV material, being cladded or 
cladding is removed. All large scale tests have been conducted 
at ORNL outside the NESCIV project. 

The outcome and the analyses of these uncladded and 
cladded beams containing the surface or embedded cracks are 
shown. By means of the finite element method, local approach 
methods and the Weibull stress models the specimens are 
analysed at the test temperatures and the probability of failure 
is calculated, taking into account constraint effects. 

For the case of the embedded cracks it turned out that the 
failure moment of the uncladded beam is 5% lower than the 
one of the cladded beam. Both crack fronts of the embedded 
crack are supposed to fail at the same failure moment. The 
results of the analysis of the cladded beam showed that the 
upper crack front nearer to the surface fails prior to the lower 
crack front, which is located deeper in the specimen (the failure 
moment is 5% lower). 

The numerical results agree very well with the experiments. 
The experimental failure moments could be well predicted and 
the failure scenario (which crack front fails first) could be 
determined. A theoretical shift in the transition temperature T0 
due to constraint effects could be defined for both crack fronts. 

INTRODUCTION 
Several uniaxial and biaxial loaded large scale beam 

specimens with through-wall embedded and with surface 
cracks were tested at ORNL [2]. The specimens were fabricated 
from original RPV material, whereas two cladded and two 
uncladded specimens were investigated for the embedded 
cracks and seven specimens containing surface cracks. The 
experimental work is summarized in [1]. 

The results of the numerical studies conducted at ORNL 
and Framatome are summarized. Based on three-dimensional 
finite element calculations and Weibull calibration models both 

specimen types were calculated and failure moments are 
predicted. Constraint issues are investigated by means of the 
Weibull stress model. 

 

EXPERIMENTS 
The special cruciform large scale bending specimens were 

developed during the HSST program to simulate the 3D 
loading conditions in the beltline region of an RPV subjected to 
pressurized thermal shock. The beams used for the 
investigation of surface and embedded crack effects are 
fabricated from the PVRUF material, where the material is 
taken from the longitudinal weld (surface cracks) and the plate 
base material (embedded cracks), [7]. 

The following data sets are considered: 
 

Material Load 
Ratio 

Defect dimensions To 

(a/W=0.5, B=25) 

No. of 
Tests 

PVRUF  weld [1] Weld + 
Clad 

Semi-elliptical  

19x53 mm 

-88.3 7 

PVRUF  plate [1] 0:1 Embedded Slot 

100x21 mm, 12 mm 
below surfce 

-96.7 2 clad 

2 unclad 

  
 

Embedded cracks 
The embedded crack specimens were fabricated by 

JRC/Petten/Netherlands, using Pressure Vessel Research User 
Facility (PVRUF) source material removed from reactor 
pressure vessel (RPV) shell segments available from a 
pressurized-water RPV that was never in service. All embedded 
crack beams were tested at ORNL to failure in cleavage under 
uniaxial loading. In Fig. 1 different steps for fabrication of the 
beams are shown: the cladded insert taken from the RPV shell 
with the embedded crack in a distance of 5 mm from the 
cladding to base material interface and the insert with the beam 
arms welded afterwards. The fabrication of the beams without 



cladding is identical, but the cladding is removed before 
insertion of the embedded crack. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1: Design of uniaxial bend beam component, 
using a through-slot to simulate an embedded flaw 

 
The embedded-crack specimens were tested in the 

following order: Unclad 4 1.1, Unclad 4 1.2, Clad 4 2.2, and 
Clad 4 2.1, with test temperatures of -128 °C, -95 °C, -75 °C 
and -95 °C respectively. 

The photograph in Fig. 2 shows the exposed fracture 
surface and the initial fatigue-sharpened embedded flaw of the 
test Unclad 4.1.1. 

 
Fig. 2: Test 4.1.1 (Unclad):  T = -128 ˚C: fracture 

surface after test 
 The longitudinal moment versus crack mouth opening 

displacement (CMOD) data of the four tests are compared in 
Fig. 3. There is no significant difference in the global behavior 
of both beam types obvious. The cladded beams are slightly 
weaker in the elastic regime. 

Because from the experimental results no information was 
obtained which crack front failed first, an impotant objective of 
the subsequent analyses should be to give the probability of 
failure for each of the crack fronts. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Comparison of load-deflection curves of the 
tests (unclad and clad)   

Surface cracks 
For the surface crack testing six clad cruciform specimens 

were fabricated by ORNL. The specimen design is termed 
“intermediate-scale,” measuring 102 mm in thickness. Four 
load-diffusion control slots are included in each side of the test 
section to provide lateral flexibility in the interface between test 
section and beam arm. A shaped electrode was used to machine 
a three-dimensional (semi-elliptic) through-surface flaw in the 
test section. The length orientation of the flaw is parallel to the 
longitudinal weld. The flaw depth extends in the weld through-
thickness direction. The specimens are fatigue pre-cracked in 
the longitudinal beam configuration. During fatigue pre-
cracking, the flaw was extended an additional 1.3 mm along its 
full length. The final nominal dimensions are 53.3 mm long and 
19.1 mm deep. The transverse beam arms are then electron-
beam welded onto the longitudinal beam, giving the completed 
clad cruciform specimen as shown in Fig. 4.  

All six specimens were tested to failure under fully 1:1 
biaxial loading. Measured longitudinal moment versus CMOD, 
as recorded by the Data Acquisition System (DAS) for the 
specimens PVR-3, PVR-5, PVR-6, PVR-2 and PVR-1, are 
depicted in Fig. 5; the data are presented in the order in which 
the specimens were tested.  

The key experimental variable is the target test temperature 
of the beam. Ideally the full series of cruciform beams would 
be tested at a single temperature to facilitate statistical analysis 
of the results. However selection of a suitable temperature is 
not straightforward, a point perhaps indicative of the current 
level of reliability of transferability methods from standard 
fracture test methods to more complex loading situations. The 
objective was to achieve cleavage failure of the cruciform 
specimen in the non-linear region of the load-versus-CMOD 
curve. This approach was used successfully in previous HSST 
testing programs to quantify the effects of biaxial loading on 
crack-tip constraint.  
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Fig. 4: Tests on clad cruciform specimens with a 

surface flaw 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: CMOD curves for the clad cruciform specimen 
tests 

NUMERICAL INVESTIGATIONS 
The analytical approach for cleavage fracture assessment 

applied by ORNL and Framatome is based on a Weibull stress 
statistical fracture model, where the parameters for the model 
are estimated using the G-R-D calibration scheme [3] 
developed at the University of Illinois. In the ORNL calculation 
of the Weibull stress the hydrostatic stress as the effective stress 
is used in order to capture the constraint effect due to both 
shallow flaw effects and biaxial, in the Framatome model the 
principal stresses are used. 

The Weibull stress calibration was conducted with the 
following features using finite-element models of SE(B) 
specimens:  

Given the estimated reference temperature To values and 
high-constraint conditions with a 1T flaw length, fracture 
toughness KJc (or Jc) data were stochastically-simulated from 

the Master-Curve Weibull statistical model. A sample size 
between 50 and 60 was chosen in the calculation, where 
calibration convergence for this sample size was demonstrated 
in a previous study. 

Using the simulated 1T Jc data set (converted from KJc), an 
iterative Weibull stress calibration was carried out using 1T 
SE(B) bend-bar finite-element models (a/W = 0.1 for low 
constraint and a/W = 0.5 for high constraint) at temperature –
100 °C.  

The Weibull stress shape parameter (m), obtained from 
this calibration procedure, is assumed to be temperature 
invariant as discussed in [4].  

A modified Weibull stress calibration approach was 
recently developed at ORNL and Framatome to calculate the 
reference temperature T0 at different constraint levels using the 
following procedure: 

(a) With the calibrated value for m using the SE(B) finite-
element models, map the stochastically-generated data (both 
shallow-flaw and deep-flaw datasets) from the SE(B) shallow-
flaw (Jlow) and deep-flaw (Jhigh) Weibull stress σW vs. JC curves 
back to the SSY curve (Jssy). The four fracture toughness data 
sets (Jlow, Jhigh, Jlow-SSY and Jhigh-SSY) represent three constraint 
levels: (1) low constraint, (2) high constraint, and (3) SSY 
constraint (combined Jlow-SSY and Jhigh-SSY). 

(b) Convert the mapped Jc data to KJc by the plane-strain 
conversion. 

(c) Calculate the corresponding T0 values for each dataset 
based on the procedure in ASTM E-1921 [5].  

Embedded cracks 
The analyses of the embedded cracks loaded by uniaxial 

bending were performed by ORNL and Framatome. Both 
partners used the general purpose finite element code 
ABAQUS [6] for the fracture mechanics investigations. The 
Weibull stresses were calculated by own post processor codes. 

The outcome of the numerical analysis is compared to the 
experimental values. By means of the Weibull calibration 
model the probability of failure is predicted in respect of: 
 Which crack front is most likely to fail first? 
 Is there a difference in the failure behavior between the 

cladded and uncladded specimen? 
 Is there a constraint caused shift in the transition 

temperature T0 compared to regular fracture toughness 
specimens?  

Global results 
The comparison of the global results load-deflection is 

shown in Fig. 6. Two of the four tests at the same temperature 
are compared to the numerical outcome: clad test 4.2.1 carried 
out at T = -93°C and unclad test 4.1.2 carried out at T = -90°C. 
In the numerical analysis all material data are scaled to a 
temperature of -90°C. It can be seen that the global behavior of 
both specimens is very similar. The uncladded specimen is 
slightly stiffer in the elastic regime, but overall all curves lie 
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together within a small scatterband and the agreement between 
experiment and calculation is very good. 
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 Fig. 6: Load vs. CMOD history for uncladded and 
cladded NESC specimen and FE-Results at -90°C for 
both specimens 
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Fig. 7 J-Integral vs. longitudinal moment and CMOD 
for cladded and uncladded NESC specimen at -90°C 

 
The calculated J-Integral is given in Fig. 7. In each 

diagram the upper and the lower crack fronts are differentiated 
as well as the cladded and uncladded specimens. The upper 
crack front is the one nearer to the inner or the clad surface. 
This one is generally higher loaded due to the stress 

distribution of the applied bending moment; therefore also the 
J-Integral values are higher at this crack front, as can be seen in 
Fig. 7, where it is plotted against the applied moment and the 
crack mouth opening displacement (CMOD). There is only a 
slight difference in J-Integral between the cladded and 
uncladded specimens versus moment and no difference, if both 
specimens are compared with respect to CMOD. 
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Fig. 8: J-values along both crack fronts at failure 

moment. CMOD-shape at the same loading state in 
the center and at the surface 

In Fig. 8 the variation of J-Integral of the cladded 
specimen with respect to crack front position is shown. J is 
constant along the crack front up to high loads and it varies 
only at the free surfaces. In addition shape of the crack mouth 
opening at failure moment is shown. The upper crack front is 
obviously more opened due to the higher bending stresses. 

Local results 
The following section describes the calibration and 

application of the statistical Weibull model. It should be used to 
analyze the failure mechanism of the beam and to predict the 
constraint based shift in transition temperature T0.  

The ORNL analytical approach for cleavage fracture 
assessment is based on a Weibull stress statistical fracture 
model, where the parameters for the model are estimated using 
the G-R-D calibration scheme [3] developed at the University 
of Illinois. The calculation of the Weibull stress uses the 



hydrostatic stress as the effective stress in order to capture the 
constraint effect due to both shallow flaw effects and biaxial. 

The Weibull stress shape parameter (m), obtained from this 
calibration procedure, is assumed to be temperature invariant as 
discussed in [4]. The results of the calibration are shown in Fig. 
9 where the calibrated Weibull shape parameter m = 3.4. 

 
Fig. 9: Weibull stress as a function of J-integral for 

the converged calibration: T = -100 °C, m = 3.4, Plate 
100 material, 50 stochastically-generated SE(B) 

fracture toughness data points 
After the Weibull model has been calibrated by means of 

the SE(B) specimens, the Weibull stresses for the uniaxial 
loaded beams are calculated with the obtained m-parameter. 
The finite element model used by ORNL is shown in Fig. 10. 
The sharp-tip model has a small root radius of 0.001 mm, and 
contains 35,303 nodes and 7,580 elements. It was used to 
precisely calculate the through-thickness (average) fracture 
toughness Japplied for both the top and bottom crack tips.  

 
Fig. 10: Finite element 1/4 model of 4T beam 

specimen containing embedded sharp-tip flaw 
The blunt-tip model (with a finite root radius of 0.0254 

mm) was built with 39,353 nodes and 8,440 elements as shown 
in Fig. 11. This blunt-tip model was used to calculate the stress 
and displacement fields for the Weibull stress calculation (with 
Weibull shape parameter m = 3.4) with a modified WSTRESS 

(Version 2.0) [8] code. Very detailed finite element analyses 
were conducted on the embedded-flaw beam models with 
material properties based on a temperature of –100 °C (close to 
the bending test temperatures). 

 
Fig. 11: Finite element 1/4 model of 4T beam 

specimen containing embedded blunt-tip flaws 
Fig. 12 shows the Weibull stresses (σw) of the ORNL 

anlyses of the cladded beam for the top and bottom crack tips 
as a function of applied longitudinal bending moment. Fig. 12 
indicates that the top-crack-tip Weibull stresses σw are greater 
than bottom-crack-tip Weibull stresses. This result is due to the 
fact that the top crack tip is farther away from the neutral axis 
of the beam during bending and is, therefore, subjected to a 
higher applied stress than the bottom crack tip. The top crack 
tip driving force, Japplied, is also greater than the bottom crack 
tip driving force. 

 

 
Fig. 12: Weibull stress load path for top and bottom 
crack tips as a function of applied bending moment 

(ORNL) 
On the other hand, this model also captures the constraint 

effect due to the different location of the crack, as shown in 
Fig. 13. As expected, the bottom-tip has higher constraint, and 
the Weibull stresses there are larger with the same fracture 
toughness value. 



 
Fig. 13: Weibull stresses at the top and bottom crack 

tips as a function of applied driving force (ORNL) 
A comparison between uncladded and cladded beams can be 

made by the Framatome analyses, Fig. 14. In both cases the 
higher constraint is like in the ORNL analysis at the bottom-tip 
(lower crack) this means a loss of constraint for the top-tip 
(upper crack). The cladded specimens show a loss of constraint 
for both crack fronts compared to the uncladded specimen.  
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Fig. 14: Comparison of Weibull stress vs. J for 

cladded and uncladded specimens (Framatome) 
 
An important objective of this analysis is to produce 

estimates of the probabilities of cleavage initiation for both 
flaw tips. Therefore, it is necessary to calculate the cumulative 
failure probability (Pf) of the top and bottom crack tips. In 
order to decide which tip fails first during the bending, it is 
better to compare Pf  under the same bending moment instead 
of same J-Integral. The Jc dataset in the Pf Vs. Jc is converted to 
corresponding longitudinal moment values using polynomial 
approximation of Japplied Vs. bending moment. Figure 15 shows 
Pf  at top and bottom tips as a function of longitudinal bending 
moment. It is clear to see that the top-tip fails first during 

bending, even though the bottom-tip has higher level of 
constraint. 

   

 
Fig. 15: Cumulative failure probabilities for the top 

and bottom crack tips as a function of applied 
bending moment (ORNL) 

 
In Fig. 16 the probability of failure is given for the 

Framatome analyses of the two investigated beams (cladded 
and uncladded) versus the applied moment. As already seen 
from the Weibull plots, the top-tip (upper crack) of the cladded 
specimen is more likely to fail prior to the bottom-tip (lower 
crack), not due to higher crack front constraint, but only due to 
higher J-Integral values at same bending moment.  

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

50 60 70 80 90 100 110 120 130 140 150

Longitudal Moment [kN m]

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty
 o

f F
ai

lu
re

 P
f=

1-
ex

p(
-(

(
π

W
- π

w
-m

in
)/(

π
u-

π
w

-m
in

)^
m

) [
 ]

Pf upper crack
CLAD, -90°C

Pf low er crack
CLAD, -90°C

low er 4.2.1, -90°C,
M=-108kNm
upper 4.2.1, -
90°C,M=108kNm

low er 4.2.2, -90°C,
M=123kNm

upper 4.2.2, -90°C,
M=123kNm

Pf low er crack
UNCLAD, -90°C
Pf upper crack
UNCLAD, -90°C

UNCLAD 4.1.2, -
90°C, M=121kNm

 
Fig. 16: Cumulative probability of failure vs. 

longitudinal moment & CMOD for cladded and 
uncladded beam at T=-90°C (Framatome 

The two performed tests which are calculated at T = -90°C, 
but which are conducted at T = -93°C (4.2.1) and T = -77°C 



(4.2.2) give reasonable failure probabilities at the experimental 
failure moments. 

The probability versus moment shows that the uncladded 
beam fails at lower moments than the cladded beam, but both 
crack fronts at the same time. The cladded beam fails later and 
the top-tip (upper crack) slightly earlier than the bottom-tip 
(lower crack). 

If the failure probability is plotted versus the CMOD, all 
specimens and crack fronts fail practically at the same CMOD. 

Surface cracks 
The investigations of the surface cracks are carried out by 

ORNL. For the calibration fracture toughness data of  SE(B) 
1T specimens tested at T=-100°C are used and data sets at the 
test temperature of the large scale beams T=-40°C are 
simulated using the transition temperature and the Master 
Curve, see Fig. 17. The deep crack model had a transition 
temperature of T0 = -88.3°C and the shallow crack model a T0 
= -132.8°C. The finite element calculations are performed with 
the commercial code ABAQUS [6]. Two different models for 
each specimen type are constructed: the sharp crack tip models 
are used to calculate the global behaviour and the J-Integral, 
the outcome of blunt crack tip models are used for the 
calculation of the Weibull stresses. The FE models with the 
blunt-tip for the calibration together with the von Mises 
stresses are shown in Fig. 18 and Fig. 19.  

 
Fig. 17: Weld metal fracture toughness data used for 

the calibration 
The calibration of the Weibull stress model parameters was 

carried out using the G-R-D calibration scheme. The 
calculation is based on the hydrostatic stress to capture the 
constraint effects due to both the shallow crack and the biaxial 
loading effect. A Weibull shape parameter of m= 6.35 was 
obtained. The results of Weibull stress versus J-Integral of the 

shallow and deep crack SE (B) 1T specimens is shown in Fig. 
20.  

After the Weibull stress model was calibrated, the large scale 
beams analyses were carried out. The according finite element 
mesh is given in Fig. 21. The semi-elliptical surface crack is 
located in the weld of the cladded insert and loaded by biaxial 

load. The a/W ratio of the deepest point of the crack has a value 
of  0.1. 

 
Fig. 18 Deformed blunt tip of the deep crack SE(B) 

specimen 
 

 
 

Fig. 19 Deformed blunt tip of the shallow crack SE(B) 
specimen 

 
The objective of this analysis is to predict the probability of 

cleavage initiation by means of the calibrated three-parameter 
Weibull stress model: 
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Fig. 20 Calibration of the Weibull stress parameters 
 

 
Fig. 21 Finite element ¼ model of cruciform 4T 

 beam specimen containing semi-elliptical  
surface crack (a/w = 0.1) 

  
 
 

 

 

 

 

 

 
 
 

Fig. 22 Cumulative failure probability of cruciform 
beams under biaxial Loading; comparison of 

prediction and experiment 
 

Six test results of the cruciform beams tested to failure are 
compared with the numerical outcome in Fig. 22. The 
cumulative failure probability of the cruciform beams is 
predicted. For comparison with the experiments, a median-rank 
order statistics of the experimental data is used. The prediction 
lies within 90% confidence limits of the experimental data. 

CONCLUSION 
The analyses of the NESC IV experiments by means of 

recently developed advanced fracture mechanics methods using 
the Weibull stress model to predict the failure of large scale 
beams show that surface as well as embedded crack effects 
could be well taken into account. The consideration of 
constraint effects of the investigated shallow cracks under 
uniaxial as well as biaxial loading could be described and 
verified by the experimental outcome. The application of these 
advanced models to a variety of different geometries and 
loading conditions encourages for the general use in structural 
assessments.  
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Comparison of predicted cumulative failure probability  of cruciform 
beams under biaxial loading with experimental data
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