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The Earth System Grid
• A “data grid” project to 

facilitate widespread 
access to climate 
(simulation) data

• A few sites in the US 
generate climate data

• Dozens to hundreds 
use it at various levels

• Datasets are TB-scale, 
in 10,000+ individual 
files

• Users typically need 
only a fraction of the 
data

www.earthsystemgrid.org
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ESG Strategies and Focus Areas

• Move data a minimal 
amount, keep it close to 
computational point of 
origin when possible
− Data access protocols, 

distributed analysis
• When we must move 

data, do it fast and with 
a minimum amount of 
human intervention
− Storage Resource 

Management, fast 
networks

• Keep track of what we 
have, particularly what’s 
on deep storage
− Metadata and Replica 

Catalogs 

• Harness a federation of 
sites
− Globus Toolkit -> The 

Earth System Grid -> The 
UltraDataGrid
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ESG Web Portal
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ESG Web Portal

Data Discovery 
and Movement
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ESG Web Portal

Visualization
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SCIENCE GRID
D
O
E

Grid services provide uniform 
access to many diverse resources

Two Primary Goals
Build a DOE Science Grid that ultimately 
incorporates computing, data, and 
instrument resources at most, if not all, of 
the DOE Labs and their partners.

Advance the state-of-the-art in high 
performance, widely distributed computing 
so that the Grid can be used as a single, 
very large scale computing, data handling, 
and collaboration facility.

www.doesciencegrid.org

Participants: LBNL, NERSC, PNNL, 
ANL, ORNL
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The Common Component Architecture
• “Plug and play” application 

development for high-
performance scientific 
computing
− Many “libraries” will be 

available as off-the-shelf 
components

• Supports both parallel and 
distributed computing
− Most current users have 

HPC/parallel focus
• Participants: SNL, ANL, 

Indiana, LANL, LLNL, ORNL, 
PNNL, Utah

• New effort focusing on using CCA 
with instruments/sensors in 
distributed environment (Indiana)

• ESG may use CCA to support 
user-provided filters/processing at 
data location instead of client 
location

CCA
Common Component Architecture www.cca-forum.org
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Tapes

Disks

Scientific
Simulations 

& experiments

Scientific
Analysis

& Discovery

Data
Manipulation:

• Getting files from 
Tape archive

• Extracting subset
of data from files

• Reformatting data
• Getting data from

heterogeneous,
distributed systems

• moving data over
the network

Petabytes

Terabytes

Tapes

Disks

Petabytes

Terabytes

Data
Manipulation:

~80%
time

~20%
time

• Using SDM-ISIC
technology

Scientific
Analysis

& Discovery

•Optimizing shared access
from mass storage systems

•Metadata and knowledge-
based federations

•API for Grid I/O
•High-dimensional

cluster analysis
•High-dimensional 

indexing
•Adaptive file 
caching

•Agents
…

SDM-ISIC Technology

• DOE Labs:
ANL, LBNL, LLNL, ORNL

• Universities:
GTech, NCSU, NWU, SDSC

Goals
Optimize and simplify:
• access to very large datasets
• access to distributed data
• access of heterogeneous data
• data mining of very large datasets

~20%
time

~80%
time

Scientific Data Management ISIC

sdm.lbl.gov/sdmcenter/
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SDM Distributed Data Analysis
RACHET is designed for 

Scientific Data that is:
• Massive
• Distributed
• Dynamic and
• High-dimensional

RACHETHighly Scalable Approach
• Compute local analyses
• Merges info with minimum   

data transfer
• Visualize global results

Science Applications
Climate 

Genomics
Astrophysics

High Energy PhysicsLead: Nagiza Samatova, ORNL
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SDM: Data Stream Monitoring & Analysis

HPC Systems

FFT ICAFilters D4 RACHET

Desktop

Filters

RACHET ICA

D4

GUI Interface

Plug-in modules

ASPECT

Disks TapesSimulation 
Data ASPECT’s advantages:

• No simulation code instrumentation
• Single data — multiple views of data
• No interference w/ simulation

Examples:

• adaptive streaming data 
compression of factor 200

• Linear dimension reduction 
of streaming data through 
fusion of incremental 
updates

Lead: Nagiza Samatova, ORNL
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Scientific Annotation Middleware

• Provides a means to store, 
translate, and evolve metadata
such as data pedigrees, summary 
information, relationships to other 
data

• Automatically associate new 
software-generated metadata and 
relationships with existing data

• Sharing of annotations among 
scientific applications, portals, 
software agents, and electronic 
notebooks 

• Electronic notebook as a records-
oriented view of annotations from 
multiple sources

SAM

Participants: PNNL, ORNL

www.scidac.org/SAM/
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DATA
SAM

Meta-data
translator DATA

Meta-data

Meta-Data Services in SAM
SAM meta-data services are being designed to 
store, translate, and evolve information such as
− data pedigrees (experiment parameters, system 

description, input files, version of software/algorithms 
used)

− summary information (low-resolution subsets, 
identified features)

− relationships to other data (e.g. part of a project or 
parameter study)

− arbitrary notes, comments, images, etc
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Reading
entries

Input from
• Keyboard
• Files
• Images
• voice
• Instruments
• sketchpad

Annotation by 
remote colleagues

Shared electronic 
notebook

Accessible with password
through secure web site

Personal
(stand alone) 
notebook

Drag and 
drop notes 
from 
private to 
shared 
notebooks

Advantages and Features
look & feel of paper notebook
access from any web 
browser
no software to install
can be shared across group
or setup as personal 
notebook
can run stand alone on 
laptop

www.csm.ornl.gov/~geist/

ORNL Electronic Notebook

Lead: Al Geist, ORNL
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- shared project notes 
- proposal development
- meeting notes
- instrument logs 
- centrally updated manuals
- (chemical) inventory 
- distance learning
- teaching tool
- patient medical records
- medical research logs
- project tracking
- private notebooks

Existing Uses Include:

The ORNL 
technology lends 
itself to a broad set 
of uses many of 
which don’t 
require any special 
compliance

With hundreds of notebook installations what do we see?
Experience with ELN Users

HFIR Users
• Cam Hubbard
• Mohana Yethiraj
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People to Talk to at NeSSI

• Earth System Grid
− David Bernholdt
− Mei Li Chen
− Line Pouchard

• DOE Science Grid
− Al Geist
− Mei Li Chen

• Common Component 
Architecture
− David Bernholdt

• Scientific Data 
Management
− Nagiza Samatova
− Mladen Vouk

• Scientific Annotation 
Middleware
− Al Geist

• Electronic Notebook
− Al Geist
− Mohana Yethiraj (user)


