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Abstract

We describe experimental results on large data transfers
and stable control streams over a dedicated 1Gbps channel
of several hundred miles length implemented over ORNL-
Atlanta production OC192 link. To support file transfers
at 1Gbps rates, the end hosts are equipped with SCSI hard
drives in a RAID 0 configuration and dedicated NICs, which
are directly connected to the router. The 1Gbps chan-
nel is provisioned by configuring routers using the filter-
based forwarding mechanism to implement an IP loop-back
over the OC192 link. The performance profile generated
from traffic measurements on the channel indicates non-
zero packet losses and non-trivial jitter levels, both of which
must be accounted for by the transport protocols to ensure
high throughput and robust performance. We developed a
UDP-based transport protocol by leveraging existing meth-
ods to achieve close to 100 percent channel utilization for
file and data transfers. We also tested an existing protocol
for implementing stable control streams over this channel.
These results provide valuable insights into both the chan-
nel and host aspects of supporting data transfers over ded-
icated links.

1. Introduction

A number of large-scale scientific applications require
throughputs within the range of 1-10Gbps and also stable
control streams at much lower bandwidths, both over wide-
area networks [2]. It is often believed that such capabilities
are easier to realize over dedicated channels than shared
IP networks. For example, compared to the Internet the
challenge of achieving 10 Gbps application-level through-
put over a dedicated OC192 link might be mitigated by the
absence of competing traffic and fairness issues. In gen-
eral, the promise of dedicated channels has resulted in a
number of recent projects that provision dedicated chan-
nels of various characteristics; such projects includes UCLP

[8], CHEETAH [1], DRAGON [5], UltraScienceNet [9],
and others. On the other hand, first hand experiences with
exploiting the capacities of dedicated channels at the ap-
plication level are very limited, particularly, for 1-10Gbps
channels spanning several hundred miles. To make best use
of these capabilities at the application level, it is very im-
portant to understand the end-to-end characteristics of these
channels and their impact on the application performance.
In particular, the packet loss/drop properties of the channels
and of the end hosts are very important in designing and/or
adapting transport protocols to achieve throughputs close to
the channel capacities. Also, the jitter level experienced by
applications is a very important factor that must be consid-
ered in designing transport protocols to stabilize data flows
for control operations.

It is expected that there will be a proliferation of net-
works that provide on-demand dedicated channels for gen-
eral users within next few years. In response, it is ex-
tremely important to design protocols that endow the appli-
cations the full power of dedicated channels in terms of high
throughputs and/or stable streams. In this sense, the proto-
cols play a much closer role to the applications compared
to the more separated functionalities common in shared IP
networks. To optimally utilize dedicated channels, how-
ever, it is important to understand the channel properties
and their interactions with the hosts, including network in-
terface card (NIC), kernel and application aspects. Our cur-
rent experience of network protocols is mostly limited to
the Internet environments. For dedicated channels in par-
ticular, the application-level experimental results are lim-
ited to testbeds with limited capacities and/or distances. As
a preparatory phase for the upcoming Department of En-
ergy (DOE) UltraScienceNet [9], we set up a testbed with
a dedicated 1Gbps channel between two hosts located at
Oak Ridge National Laboratory (ORNL) via an IP chan-
nel that loops back over ORNL-Atlanta OC192 link. Our
objective is to perform experiments to understand the prop-
erties of dedicated channels as well as hosts for supporting
data transfers at the rate of 1Gbps and stable control streams



at significantly smaller bandwidths. DOE UltraScienceNet
plans to provide dedicated channels of 10 Gbps capacity at
a resolution of 150 Mbps between ORNL, Chicago, Seat-
tle and Sunnyvale. These channels will have much larger
bandwidth and significantly longer footprint (3000 miles)
compared to the ORNL-Atlanta-ORNL channel. But due to
the scarcity of experimental results over realistic dedicated
channels, our results provide a stepping stone for develop-
ing the technologies for the former.

While the dedicated channels obviate the need for con-
gestion control, there are a number of important issues that
critically affect the network performance observed at the ap-
plication level:

(a) Capacity and Throughputs: In general, the applica-
tion level throughput are smaller than the channel ca-
pacities due to channel and host losses, which in turn
are a function of sending rates at the source. As in-
dicated by our measurements the loss rates are non-
zero and often random 1 with no apparent pattern, and
they occur at various sending rates. Consequently, it
is sub-optimal to a priori fix the source sending rate
right at the channel capacity. Instead, the source rate
must be chosen and maintained at a level that results
in the highest goodput at the destination. Such send-
ing rates can be decided by experimentally building the
so-called throughput profile [7] that displays the desti-
nation goodput as a function of source sending rate.

(b) Host Issues: In addition to the link properties, a num-
ber of host components play a critical role in deciding
the achieved throughputs or jitter levels, and their ef-
fects become particularly important at 1-10Gbps data
rates.

(i) Because IP packets from the source application
are copied into kernel buffers and then onto NIC,
various buffer sizes together with the speeds and
policies for clearing them can have an impact
on the source rates and dynamics. At the re-
ceiver, the packets percolate from the NIC buffer
to kernel buffer to application buffer. The appli-
cation modules typically share the processor with
other concurrently running applications and ker-
nel processes. As a result, some of the newly ar-
rived packets may be dropped at the NIC when
the host processor is heavily loaded. Such un-
read packets are concluded as losses by the ap-
plication.

1In this paper, we refer to randomness in a broad sense that repeated
measurements will result in different observed values with no simple
way of predicting them. Statistically, the measurements could have been
produced by an unknown distribution of arbitrary complexity, and no
parametrization of the distribution is implied.

(ii) The differences in the rates of NIC and provi-
sioned channels can result in losses since most
Ethernet cards do not support explicit rate con-
trols. For example, a GigE card connected to a
100Mbps channel might send application pack-
ets at 1Gbps rates thereby exceeding the provi-
sioned capacity. The excess packets will sim-
ply be dropped at the ingress router. On the
other hand, even if streams require bandwidths
much smaller than the channel and NIC capaci-
ties, the sending rate specified at the source might
not be automatically guaranteed at the NICs, end
routers/switches, and within the channel. This
happens because the source packets might be
clumped together along the channel, and as a
result the actual flow rate might exceed the ex-
pected sending rate at least temporarily. Con-
sequently, the packets may experience losses or
jitter, both of which could appear random to the
sender or receiver.

(iii) Traditional storage devices and file systems on
PCs used by average science users are not ca-
pable of supporting 1-10Gbps rates. For exam-
ple, typical IDE disks provide peak I/O rates of
300 Mbps. However, higher data rates for file
transfers can be achieved through striping data
streams using clusters or RAID disks.

(c) Jitter and Stabilization: When control operations are
to be performed over network connections, it is very
important that the packets flows be stable. Variations
in delays, often termed as jitter, can destabilize trans-
port flows and cause the loss of control. In particu-
lar, the packet losses can have a profound impact on
the jitter levels. The lost packets have to be re-sent
thereby increasing their net delays; thus the random-
ness in the loss process will be reflected in the jitter,
which can also result in complicated delay dynamics
[6]. While the losses over dedicated links are much
less pronounced than over Internet, they still need to
be explicitly accounted for in designing protocols for
stable streams. In addition, the host losses must also
be accounted for to ensure flow stabilization at the ap-
plication level.

Effects of the above factors on applications and protocols
can be assessed by conducting experiments over dedicated
channels, which is a main focus of this paper. We describe
an experimental 1Gbps dedicated IP channel implemented
over ORNL-Atlanta production OC192 link to gain an ini-
tial understanding of the above issues. The channel is provi-
sioned between two ORNL hosts that are directly connected
to ORNL gateway router. This router is configured using
the filter-based forwarding mechanism to implement an IP
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loop-back channel over the OC192 link which is underuti-
lized. The throughput profile of the channel is generated
using measurements at the application level. This profile
indicates packet loss which is a (random) function of the
sending rate, and is also non-zero at various rates. The mea-
surements also indicate non-trivial jitter levels even at low
sending rates, which are to be expected due to non-zero and
visibly random loss rates.

To support file transfers at 1Gbps rates, we equipped
the end hosts with RAID 0 disk file system and dedicated
NICs. We tested a number of existing protocols for high-
throughput data transfers, including SABUL, tsunami, and
UDT (see Falk et al [3] and references therein for a dis-
cussion on these and other high performance protocols).
Among them the highest file transfer rate we achieved was
919Mbps. But both the Iperf measurements and perfor-
mance profile indicated that the destination goodputs of
the level 990Mbps are possible. Iperf is a tool to measure
maximum TCP or/and UDP bandwidth, allowing the tuning
of various control parameters and transport characteristics.
Based on the principles of the existing UDP-methods, we
developed a file transfer protocol with adjustable rate con-
trol parameters. By manually tuning these parameters we
are able achieve 990Mbps file transfer rates, which corre-
spond to close to 100% channel utilization. We also tested
an existing protocol based on stochastic approximation for
implementing stable control flows [7].

While our 1Gbps channel is limited in its capacity, span
and capabilities, these experimental results provide us with
valuable insights into both channel and host aspects of sup-
porting data transfers over dedicated channels. For dedi-
cated channels of much larger capacity and longer distance,
we expect our qualitative results to hold although the actual
loss and jitter levels might be quite different:

(a) The throughput profile will be qualitatively similar in
that losses will be non-zero and random at various
sending rates, and jitter levels could be significant for
control streams.

(b) Host components play a significant role in the perfor-
mance seen at the applications level.

(c) Achieving data transfer rates close to the channel ca-
pacities would require a careful selection of control pa-
rameters and appropriate implementation of protocols.

These conclusions are somewhat straight-forward but in-
dicate that careful protocol design and configuration are
essential to achieving optimal throughputs over dedicated
channels.

The organization of this paper is as follows. In Sec-
tion 2, we describe the channel provisioning including the
host and router configurations, and also present our channel
measurements. In Section 3, we describe our protocol for
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Figure 1. ORNL-Atlanta-ORNL dedicated 1
Gbps IP connection.

data transfers, and also discuss experimental results for both
data transfers and stable streams.

2 Channel Provisioning

There are currently different types of dedicated channels
and different mechanisms to provision them. The chan-
nels provisioned at SONET level are generally referred to
as lightpaths [8]. These channels may be utilized by appli-
cations running on hosts which are connected to the chan-
nel via Ethernet links through a router, or a Multi Service
Provisioning Platform (MSPP), or a similar device. Multi
Protocol Label Switching (MPLS) and Virtual Local Area
Networks (VLAN) tunnels provide another mechanism for
providing dedicated channels at the IP level. Hosts with
IP interfaces can be directly connected to such channels,
and most common connections utilize the Ethernet. The ca-
pabilities of dedicated channels are currently being investi-
gated for integration into production networks by a number
of groups by utilizing Generalized MPLS (GMPLS) con-
trol plane [1, 5] or TL1-based control plane [9] with java
or grid services interfaces [8]. Our ORNL OC192 connec-
tion, which carries the production traffic, is not endowed
with such general-purpose control planes. Instead, we im-
plement a single 1 Gbps channel by “hard” configuring the
routers for the sole purpose of measurement and testing.

2.1 ORNL-Atlanta-ORNL Channel

Our testbed consists of two hosts, called unet1 and unet2,
both located at ORNL. Each of them is equipped with a ded-
icated NIC which is connected to a GigE slot on a linecard
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of Juniper M160 router located at ORNL as shown in Fig-
ure 1. There is an OC192 link from this ORNL router to
another Juniper M160 router located in Atlanta, which is
approximately 250 miles away. Only 1 Gbps of ORNL pro-
duction traffic is currently carried on this OC192 link, and
thus there is a spare bandwidth of 9 Gbps on this link. We
utilize 2 Gbps of this spare bandwidth to implement a loop-
back connection from ORNL to Atlanta back to ORNL. The
traffic at each of the hosts is limited to 1Gbps due to the Eth-
ernet connection. And the traffic flows from the hosts will
flow unimpeded between the routers at ORNL and in At-
lanta over the OC192 link. This arrangement effectively re-
alizes a dedicated 1Gbps IP connection between unet1 and
unet2 of approximately 500 miles in length.

Both unet1 and unet2 NICs have IP addresses belonging
to a local subnet, and thus by default the IP packets be-
tween them are forwarded within the GigE linecard of the
router itself. We changed this default routing so that the IP
packets from each of these ports are statically forwarded to
the output port of the OC192 linecard by utilizing the Filter
Based Forwarding (FBF) capability of ORNL router. This
is achieved by applying a firewall filter to each GigE port to
incorporate a routing-instance that specifies the static route
for all arriving packets to depart via the OC192 linecard.

The IP packets arriving at Atlanta router are handled by
the default routes, namely, the packets from a ORNL host
destined to other ORNL hosts are simply routed back at the
OC192 linecard. Under this configuration, packets between
unet1 and unet2 are routed along the loop-back path imple-
mented over OC192 link as shown in Figure 2. While this
configuration provides a dedicated 1Gbps channel between
unet1 and unet2, it is not a lightpath or an MPLS tunnel in a
strict sense. The underlying mechanism of this channel pro-
visioning makes it more similar to an MPLS tunnel than a
lightpath. On the other hand, when viewed from an end-host
viewpoint, this configuration is quite similar to how typical
PC hosts might be connected to utilize a dedicated SONET
channel (lightpath), namely through an Ethernet interface.

Figure 3. Measurements for ORNL-Atlanta-
ORNL dedicated 1Gbps IP channel. Each
point in horizontal plane represents sending
rate given by window size and idle time pair.
Top plot corresponds to sending rate, middle
plot corresponds to the goodput at the des-
tination and the bottom plot corresponds to
the loss rate.

4



2.2 Channel Characteristics

We collected measurements to understand the channel
and host properties that could be relevant for data transfers
and stable streams particularly from an application perspec-
tive. Using a UDP stream with varying sending rates we
measured the effective throughput, called the goodput, at
the destination, and also the loss rate. The sending rate is
controlled by transmitting a number of datagrams, denoted
by the window size Wc(t), in a single burst 2 and then wait-
ing for a time period called the sleep time Ts(t). Thus the
sending rate is specified by a point in the horizontal plane,
given by (Wc(t), Ts(t)), and its corresponding sending rate
is shown in the top plot of Figure 3; note that sending rate
is proportional to Wc(t) and 1/Ts(t) as indicated by the
monotonicity of this plot. The goodput measurements at
the destination corresponding to various window size and
sleep (idle) time pairs are shown in the middle plot, which
is commonly known as the throughput profile. When the
sending rate is small, the destination goodput increases with
the sending rate, and reaches a plateau within the vicinity of
1Gbps as shown in the right hand side of the throughput pro-
file. In the bottom plot, the loss rate is shown as a function
of the window size and idle time. The loss rates are near
zero when the sending rate is low, but they becomes signif-
icant when the sending rate reaches the vicinity of 1Gbps,
where they monotonically increase with the sending rate.
We also observed that the loss rates from multiple runs of
an experiment with the same sending rate vary within a cer-
tain range even though the average trend was monotonic as
shown in Figure 3.

Based on the measurements, one can draw two important
observations:

(a) For throughputs around the vicinity of 1 Gbps, suit-
able sending rate must be computed to achieve good-
put plateau with minimal loss rate. From a transport
perspective, the lost packets have to be identified and
re-sent, and this is a process which consumes CPU re-
sources, particularly so at high throughput rates. It is
important to minimize this overhead activity to opti-
mize the throughput, and this in turn involves utilizing
a sending rate at a minimal loss rate. On the other
hand, extremely low loss rates can only be achieved
when the goodputs are significantly below 1 Gbps.

(b) At all high sending rates, the losses are non-zero and
random. Hence flow stabilization at these fixed tar-
get bandwidths requires explicit step size adaptation to

2It is possible to “space out” the packets evenly during the sleep time
instead of sending them in a burst. In our experiments we did not observe
significant differences between these two strategies but it is conceivable
that they can result in different performances depending on how the waiting
process is implemented and how heavily the host processor is loaded.
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Figure 5. Jitter levels over ORNL-Atlanta-
ORNL dedicated channel

achieve overall flow stability [7]. This stability is not
particularly vital to data transfers but is extremely im-
portant in control streams.

It is instructive to compare this throughput profile with
that observed for Internet connections [10]. The measure-
ments collected over the Internet are shown in Figure 4 be-
tween ORNL and Louisiana State University (LSU). This
connection runs over the OC192 link from ORNL to At-
lanta, on Internet from Atlanta to Houston, and on a local
network from Houston to LSU. There are two important fea-
tures:

(i) There is an overall trend of increase followed by de-
crease in the goodput as sending rate is increased. This
overall behavior is quite stable although the transition
points vary over time. It is to be noted that goodput
for the dedicated channel reached a plateau and re-
mained constant afterwards. For Internet connections,
the goodput actually decreased when the sending rate
is increased beyond a certain level.

(ii) The plot is quite non-smooth mostly because of the
randomness involved in packet delays and losses. The
variation in the goodput is particularly high at high
sending rates.

For applications involving interactive visualization and
computational steering, the variation in the latency, namely
jitter, plays an important role. High jitter levels can destabi-
lize control loops. We sent packets of fixed sizes (10K) be-

tween the hosts and measured the application level delays.
The variations are shown in Figure 5. The average delay
is approximately 11 millisec with jitter level of about 2%.
While this jitter level is extremely low compared to Inter-
net connections where the jitter levels could be as much as
30%, control streams for highly sensitive end devices could
require an explicit handling of the jitter.

2.3 Host Configurations

The storage devices and file systems on unet1 and unet2
are carefully configured to achieve the file access speed of
1Gbps. Specifically, we implemented RAID 0 disk system
on both hosts using dual SCSI hard drives and implemented
xfs file system that achieved disk I/O rates in excess of 1
Gbps.

Note that the measurements in the previous section are
collected at the application level, and hence they are sub-
ject to processor scheduling between the application pro-
cesses and also between application and kernel processes.
The measurements could be significantly affected if other
applications are concurrently running on the hosts since the
processor is shared between them. The plots in Figure 3
were collected when no other user programs are executed at
the hosts, and in that sense represent the best case perfor-
mance experienced by the applications. Our motivation is
to utilize unet1 and unet2 as dedicated hosts for data trans-
fers. If hosts were to be used as user workstations as well,
the throughput profile must be generated under the normal
host conditions. In general, additional applications running
on the host will result in higher application-level losses and
lower goodputs. Also, jitter levels shown in Figure 5 are
observed when no other user level processes are running.

3 Protocols

We consider protocols for data transfers, both memory
and file transfers, and stable control streams. Our origi-
nal intention was to test a number of existing protocols and
collect performance metrics. The default TCP throughputs
were below 100 Mbps and could be improved by a factor
of 2-3 with parameter tuning. Since dedicated channels do
not have competing traffic, UDP-based protocols are more
suited for these channels, although a careful parameter tun-
ing was necessary to achieve goodput rates in the vicinity
of 1Gbps. All UDP protocols we tested for file transfers re-
quired some manual parameter tuning to achieve through-
puts close to 900 Mbps; this process required some un-
derstandings of the protocols and their implementations as
well. The details were different among the protocols and
it required significant efforts to gain even a partial under-
standing of the relationship between the parameters and the
achieved throughput. On the other hand, the basic structure
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Figure 6. Hurricane transport control struc-
ture.

of the UDP-based protocols is quite similar and straight for-
ward. We implemented our own version of a UDP-based
protocol by significantly leveraging principles from the ex-
isting methods. This implementation provided us tunable
parameters that were easier for us to tune.

For implementing stable flows, TCP is inherently ill-
suited because by default it attempts to infer and occupy
the available bandwidth, which is the entire channel capac-
ity in case of a dedicated channel. The sending rate of TCP
can be clipped to a desired level by suitably restricting the
flow window sizes. If there are no losses, then TCP would
indeed maintain the same sending rate. But as indicated
by the throughput profile in previous section, the non-zero
loss rates at various sending rates result in TCP underflow,
since it interprets the loss as a congestion indication. Also,
the randomness of the losses makes the TCP flow stabiliza-
tion a difficult task. We tested the recently developed flow
stabilization method [7] based on stochastic approximation
which provided quite robust results as will be described in
this section.

protocol throughput
Tsunami 919 Mbps
UDT 890 Mbps
FOBS 708 Mbps

Table 1. Throughputs achieved by various
UDP-based protocols for file transfers.

3.1 High Throughput Data and File Transfer

Recently researchers have been seeking solutions to de-
velop UDP-based high-performance transport protocols that

overcome TCP’s throughput limitation. Such research ef-
forts include SABUL, Tsunami, RBUDP, UDT and others
(see [3] for an overview). These transport methods gener-
ally employ a UDP-based data channel to send application
data (typically in a non-TCP-friendly manner) and a TCP-
based control channel to exchange status information for
source rate adjustment or lost packet retransmission. UDT
employs UDP-mechanism for data and control information.
We tested several of these protocols 3 for file transfers and
their peak throughput results are shown in Table 3. The best
performance we achieved for file transfers is slightly above
900Mbps. But Iperf tool estimated the UDP bandwidth over
this channel to be 992 Mbps, which represents the best per-
formance achievable for data transfers. Also it was clear
from the throughput profile in Section 2.2 that goodput rates
of 990 Mbps are possible if the source rate is suitably main-
tained. We implemented a protocol, called Hurricane which
is based on the basic ideas of existing protocols but provided
us a more convenient parameter tuning mechanism. By an
explicit manual tuning of the parameters, we were able to
achieve goodput rates close to 990 Mbps (similar optimiza-
tions might be possible in other protocols as well). We be-
lieve that other protocols such as UDT can also be similarly
tuned to achieve goodputs of 900 Mbps with an in-depth
understating of various control parameters. Our decision to
implement yet another UDP protocol is entirely pragmatic
in that it took us less effort to write this code than understat-
ing and tuning the others to the extent we could.

Hurricane is developed exclusively for high-speed file
transfer on dedicated links. It does not attempt to be TCP-
friendly unlike some UDP-based protocols (UDT, for exam-
ple) that are meant to be used over shared networks. Like
other protocols in the same category, Hurricane employs a
loose flow control mechanism and various (high) levels of
persistent source rates. The design goal of Hurricane is to
maximize link utilization without any expectation of shar-
ing the channel. The architecture of Hurricane transport is
illustrated in Figure 6.

The source rate rS(t) of a Hurricane sender is con-
trolled by two parameters, congestion window size Wc(t)
and sleep time Ts(t):

rS(t) =
Wc(t)

Ts(t) + Tc(t)
=

Wc(t)

Ts(t) + Wc(t)
BW

=
1.0

Ts(t)
Wc(t)

+ 1.0
BW

(1)
where Tc(t) = Wc(t)

BW is the time spent on continuously
sending a full congestion window of UDP datagrams, which
is determined by the congestion window size and link ca-
pacity BW, i.e. the maximum speed at which the NIC can
generate the bit signal and put it on wire. According to Eq

3We were not able to obtain consistent results from some other UDP-
based protocols due to incomplete executions.
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Figure 7. Hurricane transport test results on
unet1 and unet2.

(1), we may control the source rate rS(t) by adjusting either
the congestion window Wc(t) or sleep time Ts(t) individu-
ally, or both simultaneously.

It is worth pointing out that in the design of Hurricane,
we fix both window size and sleep time to achieve a flat
source rate for a transport experiment with a specific band-
width request. This is also true for those performance mea-
surements collected in Figure 3. However, for transport pro-
tocols with more sophisticated rate control strategies such
as the one we use later for stable streams, these control pa-
rameters are dynamically adjusted during one transport ses-
sion. Hence, we associate these parameters here with time
just for generalization purposes. Note that even with fixed
window size and sleep time, the measured source rate is not
likely to remain exactly the same over time due to the inter-
actions between the kernel and processes.

A Hurricane receiver accepts incoming UDP datagrams,
which are either written immediately to the local storage de-
vice if they arrived in order, or placed temporarily in a buffer
for reordering otherwise. Whenever a control event is trig-
gered, a sequential scanning is performed on the receiving
buffer to check for a list of missing datagrams. The data-
gram ID numbers on this list are grouped together and sent
over a separate TCP channel to the Hurricane sender. The
sender then reloads the missing datagrams into the sender
congestion window for retransmission upon the receipt of

such control strings.

It is worth pointing out that some concepts in the de-
sign of transport protocols are radically different for high-
speed dedicated links. In the Internet environment, the
bottleneck of data transfer is almost always the network
(especially, access links and routers), and typical per-flow
throughputs range from hundreds of Kbps to several tens of
Mbps. Therefore, the designers have plenty of freedom to
implement sophisticated rate control and buffering mech-
anisms without compromising the overall system perfor-
mance. However, on a dedicated link whose speed is of
the same order of magnitude (Gbps) as the clock rate of
host processors (GHz), the system hardware and software
configurations on end hosts (both sender and receiver) may
affect the performance as much and sometimes more than
the channel itself.

Specifically, we have observed that when the source
rate approaches 1.0 Gbps, an inappropriately configured
receiver equipped with 3.0 GHz dual CPUs was not fast
enough to keep up with the data arrival speed, resulting
in a large portion of packets being dropped by the kernel
when moving them from the kernel buffer to the applica-
tion buffer. For example, frequent requests for retransmis-
sions places a large load in the process that receives data-
grams on the destination side. On the other hand, an exces-
sively long retransmission string delivered by TCP drasti-
cally slows down the sending process on the source side.
Furthermore, the disk I/O speed on either side may ulti-
mately restrict the overall transport performance to the max-
imum speed allowed by the relatively slow disk control de-
vice as described in the previous section. To account for
the limitations posed by these host side factors, we care-
fully trigger a retransmission event based on the number of
missing datagrams within a strategically determined time
window of multiple RTT (round trip time) estimates, and
we write only in-order datagrams on the fly onto the local
storage device to sustain a near-peak receiving rate.

We conducted Hurricane transport experiments on
1Gbps dedicated link between unet1 and unet2 with various
levels of target rates using a 2G bytes test file. For the test
link from unet1 to unet2, the unet1 is the client (data sender)
and the unet2 is the server (data receiver); vice versa for
the test link from unet2 to unet1. Each experiment on one
target rate is repeated for 3 times. The performance mea-
surements for file transfers are listed in Figure 7. The high
throughput and bandwidth utilization are achieved in both
cases with reasonably low loss rates. Also, we obtain quite
stable throughput when targeting at low rates. However,
since the source side maintains a merely fixed sending rate
with a very loose flow control mechanism, there is no guar-
antee of achieving stable throughput in all cases especially
when the link is shared by other traffic. The transport con-
trol parameters in these experiments were manually tuned
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for the best performance. We observed that the impact of
parameter tuning on throughput and loss rate at source rates
far below the peak bandwidth is not as sensitive as those
approaching the peak bandwidth.

3.2 Stable Control Streams

The architecture of the stabilization protocol is similar
to the one shown in Figure 6 except that the control channel
for datagram acknowledgment is also built over UDP. The
rate control is based on the Robbin-Monro Stochastic ap-
proximation method [4]. At time step n + 1, the new sleep
time is computed as follows to update the sending rate to a
new value (this method is described in detail in [10, 7]):

Ts,n+1 =
1.0

1.0
Ts,n

− a/Wc

nα ∗ (gn − g∗)

where g∗ is the target rate and gn is the goodput mea-
surement at time step n at the sender side. Coefficients a
and α are carefully chosen so that the source rate speci-
fied by Equation 3.2 eventually converges to the target rate.
The step size denoted by a/nα must eventually become
zero such that a/nα → ∞ as n → ∞. But the rate of
change must be controlled to be neither too fast such that
∞∑

n=1
a/nα = ∞, nor too slow such that

∞∑

n=1
a2/n2α < ∞.

Under these Robbins-Monroe conditions on step sizes, it
can be analytically shown that this protocol achieves the
goodput stabilization at g∗ under random losses and pro-
files similar to ones described in Section 2.2 (see [7, 10] for
details).

We tested this method for flow stabilization on the same
dedicated channel between unet1 and unet2. There is no
competing traffic on this dedicated channel during the time
of experiments. A set of control parameters a = 0.8 and
α = 0.8 are selected and the rate adjustments are applied on
sleep time only. Instead of using the default MTU of 1500
bytes in the Internet, we use a MTU of 9000 bytes on this
dedicated link. We conducted two stabilization experiments
targeted at 1.0 and 10.0 Mbps, respectively. The initial sleep
time is set to be 100 ms for each experiment and the window
size is fixed at 2 datagrams, 6 datagrams, and 12 datagrams,
respectively. The performance measurements of source rate
and goodput are plotted in Fig. 8 where the time axis is in
units of microseconds and the rate axis is in units of Mbps.
In both cases, the goodput stabilized at the target rate within
seconds and remained constant subsequently.

4 Conclusions

We described some experimental results on large data
transfers and stable control streams over 1 Gbps dedicated
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Figure 8. Stabilization over the dedicated link:
target goodput is 1.0 and 10.0 Mbps in (a) and
(b) respectively; a = 0.8, α = 0.8 , adjustment
is made on sleep time.
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IP channel implemented over ORNL-Atlanta production
OC192 link. The provisioning task involved configuring the
routers to realize a dedicated IP loop-back channel over the
OC192 link using its spare capacity. We collected measure-
ments over the channel and computed its throughput pro-
file, which indicated both non-zero packet losses and non-
trivial jitter levels. We presented throughputs achieved by
a number of existing UDP-based transport protocols for file
transfers; almost all of them needed some level of param-
eter tuning to achieve throughputs around 900 Mbps. We
then described our protocol that achieved close to 100 per-
cent bandwidth utilization for file and data transfers. We
also tested an existing stabilization protocol for implement-
ing stable control flows. These experimental results pro-
vided us with valuable qualitative insights into both chan-
nel and host aspects of supporting data transfers over ded-
icated channels. These overall results could be applicable
to dedicated channels of much larger capacity and length.
Due to the complicated interactions between the hosts and
channels at these data rates, more analysis is needed to fully
understand the measurements; these aspects are part of our
ongoing efforts.

The area of data transfer protocols for dedicated chan-
nels is still in its infancy, because: (a) deployments of net-
works capable of providing dedicated channels are very lim-
ited, and (b) most efforts in protocols area target shared IP
networks. An optimal utilization of dedicated channels re-
quires an understanding of both channel and host proper-
ties together with a judicious tuning of protocol parameters.
Currently, most of the parameter tuning is accomplished
manually, and it would be interesting to explore automatic
methods for accomplishing the tuning. In applications such
as interactive visualization, multiple streams may have to be
supported on a dedicated channel, for example, a large vi-
sual channel to stream data to the users and a small but sta-
ble control channel for steering the visualization. It would
be interesting to develop protocols that will implement such
streams on dedicated channels. Note that the default TCP
would not be able to optimally accomplish such tasks, since
it does not achieve a stable control flow and does not achieve
close to 100% utilization for the data stream. Rigorous an-
alytical methods to help in the design and analysis of trans-
port protocols specifically for dedicated channels would be
of future interest.
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