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ABSTRACT 
 
In this project, a Lyapunov-based design approach is 
utilized to construct a visual servoing controller for a 
robot manipulator that ensures uniformly ultimately 
bounded (UUB) end-effector position tracking 
performance despite parametric uncertainty throughout 
the entire robot/camera system. The UUB end-effector 
tracking result exploits information from both a fixed 
camera and a camera-in-hand, although both cameras 
contain parametric uncertainty in the calibration 
parameters (e.g., focal length, image center, scaling 
factors, and camera position and orientation). The 
advantages of the cooperative camera configuration are 
that: the fixed camera can be mounted so that a large 
robot workspace is visible, the camera-in hand is mounted 
so that a high resolution, close-up view of an object is 
achieved (facilitating the potential for more precise 
robotic motion), and the fixed camera provides a 
mechanism for treating the problem of determining the 
relative velocity of the robot end-effector with respect to 
the object for the camera-in-hand object tracking problem. 
 
I. INTRODUCTION 
 

Deactivation and Decommissioning (D&D) 
environments contain many hazards to human workers 
including: exposure to radiation, asbestos, other 
hazardous materials, and working with dangerous 
equipment such as torches, saws, and devices that are 
required to lift and dismantle large heavy structures. In 
addition to health and safety concerns that are associated 
with having workers in hazardous D&D environments, 
there are also significant economic concerns including: 
training radiation workers, providing respirators and 
additional equipment to outfit a worker to enter the 
environments, and generation and disposal of 
contaminated waste produced by protective clothing. 
Robotic systems such as manipulators and mobile 
vehicles have proven to be a crucial technology to reduce 
the aforementioned health, safety, and economic issues. 

  
Current robotic systems typically utilized by the 

Department of Energy (DOE) for environmental 
management (EM) require a highly experienced human 
operator to remotely guide and control every joint 
movement. Typically, based on the operator’s 
interpretation of the feedback from the robot's sensors 
(e.g., visual images), the human operator moves a master 
controller (normally with a similar kinematic structure) 
and the feedback obtained from the master controller is 
then utilized as an input to a controller that drives the 
robotic system. Motivated by the desire to reduce the need 
for a human operator to control every movement of the 
robot, many researchers1,2 have proposed various methods 
to provide robots with improved perception capabilities 
by using sensor information obtained from a camera 
system to directly control the robot (i.e., visual servoing).  

 
The advantages of incorporating visual servoing 

capabilities with robotic systems are that a versatile sense 
of perception is provided that enables robots to operate in 
unstructured and cluttered environments, eliminates the 
need for the robot to maintain a known relationship to a 
fixed reference point in the environment (since the robot 
is not blindly moving based on sonar or odometer 
information that is correlated to a graphical model of the 
environment), and eliminates the need for a human to 
control every movement of the robot. Since an operator is 
not required to control every movement of the robot, the 
operator is not required to be as skilled or experienced as 
an operator that is in direct control of the robot, the effects 
of operator distractions and fatigue are mitigated, and the 
operator is free to supervise (e.g., determine what tasks 
the robot should perform) over multiple robots at once, 
allowing for increased productivity.  

 
Although a vision system can provide a robot with a 

unique sense of perception, several technical issues have 
impacted the design of robust visual servo robot 
controllers including: camera configuration               
(pixel resolution versus field-of-view), camera 



calibration, and dynamic effects of the robotic systema. As 
an example of the camera configuration issue, note that 
vision systems that utilize a camera mounted in a fixed 
configuration (i.e., the eye-to-hand configuration) are 
typically mounted far enough away from the robot 
workspace to ensure that the robot and desired target 
objects will remain in the camera's view. Unfortunately, 
by mounting the camera in this configuration the task-
space area that corresponds to a pixel in the image-space 
can be quite large, resulting in low resolution and noisy 
position measurements; hence, the precision and stability 
of the robot could be adversely affected. For vision 
systems that utilize a camera mounted in the camera-in-
hand configuration (also referred to as the eye-in-hand 
configuration), the camera is naturally close to the 
workspace, providing for higher resolution measurements 
and less noise due to the fact that each pixel represents a 
smaller task-space area; however, the field-of-view of the 
camera is significantly reduced     (i.e., an object may be 
located in the robot's workspace but be out of the camera's 
view due to the position of the end-effector). 
  
II. WORK DESCRIPTION 

 
Given the aforementioned advantages and technical 

issues related to the use of a vision system, the objective 
of the visual servo control research that is described in 
this paper (in conjunction with image extraction and 
recognition technology) is to remove several restrictions 
required by controllers found in robotics and control 
literature to achieve visual servo control that inhibit 
practical implementation and robustness (e.g., perfect 
camera calibration). Specifically, the aim of this project is 
to design control algorithms (realized by a software 
module and implemented on typical EM robotic systems), 
which can force a robot manipulator to track an object 
that is moving in the task-space. The object is assumed to 
be moving in the task-space with an unknown trajectory. 
To be reliably used in field operation, the tracking control 
result should also provide robustness to camera 
calibration errors and the parametric uncertainty 
associated with the robotic system. Moreover, to facilitate 
field implementation the camera configuration issues 
must be addressed by a control strategy that can 
incorporate camera information that provides both a large 
field-of-view and a high-resolution view of the robotic 
task. To quantify this objective, a task-space tracking 
error can be defined as the difference between the actual 
task-space position of an object and the actual task-space 
position of the robot end-effector as follows: 
                                                 
a Note that delays due to image processing have 
historically been a problem related to the development of 
visual servo controllers; however, as camera and 
computation advances continue to be made, this issue is 
becoming less important. 
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Remark 1: Based on Eq. (1), the error signal is 

clearly not measurable. This fact significantly complicates 
the control design since the task-space tracking error 
cannot be used as a feedback signal. 
 

To achieve the control objective, one of the 
investigative issues that this project addressed is the use 
of information from multiple uncalibrated cameras. To 
address this problem, the following pinhole lens models 
were utilized for a global fixed camera and a local 
camera-in hand, respectively: 
 

  pxRHy += 0000   (2) 

       )( 0xxHRRy K −= .              (3) 
 

In the models given by Eqs. (2) and (3), )(),( 0 tyty  
denote the measurable image-space position of a target 
object (e.g., door frame, I-beam, bolt, laser point) 
determined by the in-hand and fixed camera, respectively, 

)(),( 0 txtx  denote the unknownb position of the camera-
in-hand and the object in the task-space. The 
matrices )(),( 00 zHzH  given in Eqs. (2) and (3) are 
diagonal, positive-definite matrices that are functions of 
the distance of the image plane of each camera with the 
object denoted by 0, zz , the unknown constant focal 
length of each camera, and the unknown constant camera 
scaling factors of each camera. The matrices 0, RR  given 
in Eqs. (2) and (3) denote constant rotation matrices for 
each camera that is a function of the unknown constant 
camera orientation, )(qRK  denotes the rotation matrix 
for the eye-in-hand camera that is a function of the 
manipulator joints (since the orientation of this camera is 
not constant), and p  is a vector of unknown constants 
including the projection of the camera’s optical center on 
the image plane and the image center that is defined in the 
frame buffer coordinates. After taking the time derivative 
of Eq. (2) the following relationships for the fixed camera 
can be obtained:  
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b The position of the object in the task-space is unknown 
due to the fact that the relationship between the camera-
space and the task-space is unknown due to the camera 
calibration. 



After taking the time derivative of Eq. (3), the following 
expression can be obtained for the camera-in-hand:  
 

)( 0xxHRRHRJuey K &&& −+=   (5) 
 
where )(qJ  denotes the manipulator Jacobian and )(tu  
denotes the joint level control input. Based on the 
expressions given in Eqs. (3)-(5), the following 
kinematic control input3 was designed: 
 

yRykkJu Ko )))((( 212
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where 2, kk  denote known, positive constant control 

gains, and ( ) 21 , ρρ ⋅  denote positive bounding terms for 
the task-space trajectory.  
 

Remark 2: The use of the image-space data from the 
camera-in-hand provides a mechanism for incorporating 
the error feedback as indicated from Eqs. (1) and (3). To 
exploit this characteristic, novel mathematical 
development was required3 due to the structure of Eqs. 
(3)-(5).  

 
III. RESULTS 
 

Efforts directed at this project have resulted in novel 
theoretical results that have been demonstrated through a 
simulation study. These results and the results to date 
regarding the development of an experimental proof-of-
principle demonstration are described as follows. 
  

A. THEORETICAL RESULTS 
 
By using Lyapunov-based stability analysis 

techniques, the control design given in Eq. (5), coupled 
with a robust torque control input to reject parametric 
uncertainties in the robot dynamic model, was analytically 
proven to force the end-effector of a robot manipulator to 
track an object moving in a plane with an unknown 
trajectory. Specifically, for an object moving in a plane, 
the task-space tracking error defined in Eq. (1) was 
analytically proven to be exponentially driven to a small 
neighborhood about zero that could be made arbitrarily 
small by adjusting the control gains (i.e., uniformly 
ultimately bounded (UUB) tracking).  For a formal 
theorem statement and detailed proof of the stability 
analysis see the references3. 

 
B. EXPERIMENTAL SETUP 
 
To demonstrate the performance of the developed 

control strategy, an experimental testbed (see Figure 1) 
has been developed that includes: a 6 degree of freedom 

Schilling Titan II hydraulic manipulator, two Dalsa     
(CA-D6-0256W) MotionVision area scan digital cameras 
that capture 955 frames per second with 8-bit gray scale at 
a 256x256 resolution, two Road Runner Model 24 video 
capture boards, two Pentium IV-based (1.9GHz) personal 
computers (PCs) operating under the real-time operating 
system QNX, a pan-and-tilt unit (PTU), and a custom 
Arm Level Controller (ALC) based on commercial PC104 
components that is part of the telerobotic manipulation 
system that has targeted applications in both waste tank 
remediation and facility D&D operations as part of the 
DOE EM50 program. A laser pointer is mounted on the 
PTU to project a laser point (to provide an easily 
detectable object feature) onto a wall in some unknown 
(by the controller) trajectory. The fixed camera is 
mounted on a tripod beneath the robotic manipulator 
approximately 2 meters from the wall and the camera-in-
hand is mounted on the end-effector such that the yaw and 
pitch of the camera is coincident with the camera. One of 
the PCs is connected to the fixed camera and will be 
utilized to capture the laser point image, extract the pixel 
coordinate of the laser point in the fixed camera’s 
reference frame, and transmit the pixel coordinates to the 
shared memory of the second PC over a 100 [Mb/sec] 
dedicated Ethernet connection. The second PC is 
connected to the camera-in-hand and is utilized to capture 
the laser point image, extract the pixel coordinate of the 
laser point in the in-hand camera’s reference frame, 
acquire the pixel coordinates provided by the first PC 
from a shared memory location, acquire joint information 
from a shared memory location provided by the ALC, 
compute the kinematic control algorithm, and transmit the 
computed control to the ALC over a second 100 [Mb/sec] 
dedicated Ethernet connection. The ALC is utilized to 
perform the real-time I/O from the joint resolvers, 
transmit the joint positions to the camera-in-hand PC 
through shared memory, acquire the kinematic control 
input from the camera-in-hand PC, and calculate the joint-
level control input. Joint resolvers will be used to 
determine the link positions. The link position signals will 
be utilized to calculate the task-space position of the end-
effector.  

 



 
 
Figure 1: Experimental testbed including a Schilling 
Titan II hydraulic manipulator with a fixed camera 
and an in-hand camera 

 
C. SIMULATION RESULTS 
 
As a stepping-stone to implement the developed 

controller on the aforementioned experimental testbed, a 
hardware-in-the-loopc simulation was performed. 
Specifically, the fixed camera was used to acquire the 
image coordinates of the laser point being cast on a wall. 
Based on the fixed camera image data, a simulation was 
performed for the developed kinematic controller that was 
coupled with a dynamic (joint-level) controller that is 
currently being used for other D&D activities in the 
Robotics Crosscutting Program.  The simulation is based 
on a discrete model of the hydraulic manipulator       
(based on the 200 Hz sampling rate of the hardware 
system) that has been experimentally determined from the 
frequency response characteristics of the manipulator and 
includes quantization errors of the resolvers. The model 
for the hydraulic manipulator has been proven to yield an 
accurate representation of the manipulator in several past 
experiments.  

 

                                                 
c The term “hardware-in-the-loop” is used to denote that 
the simulation is driven by actual camera data from the 
fixed camera. Data for the camera-in-hand was simulated. 

The image data acquired by the fixed camera was 
converted to into task-space data as depicted in Figure 2. 
The actual task-space trajectory is given in Figure 3 and 
the error along the X-coordinate axis and the                  
Y-coordinate axis is depicted in Figure 4. The computed 
kinematic controller of Eq. (6) is given in Figure 5. From 
Figure 3, it is clear to see that the steady-state tracking 
error is less than approximately 0.25 inches. The 
resolution of the manipulator joint resolvers is 
approximately 0.1 inches.  
  

Figure 3: Actual task-space end-effector position 
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  Figure 2: Pixel data acquired from the fixed camera 
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IV. FUTURE WORK 
  

One of the limiting assumptions required for the 
development of the above robust control design is that the 
robot manipulator is constrained to operate in a plane. 
This restriction is due to the fact that the control design is 
based on the philosophy that rather than incur additional 

expense and complexity that results from the 
incorporation of additional sensors (e.g., laser range 
finder to determine the distance from the camera to the 
target), the control design should compensate for the 
unknown depth information. The current result is 
predicated on the assumption that the distance from the 
camera to the target is constant (confining the manipulator 
motion to a plane). The control algorithm was then 
constructed to compensate for this constant unknown 
distance. 
  

Motivated by the desire to overcome the restriction 
that the manipulator be confined to planar motion, current 
control development is targeted at using image 
homography-based approaches to achieve 6 degree-of- 
freedom object motion tracking despite the lack of depth 
information of the actual or desired camera position from 
a target, the lack of a 3 dimensional (3D) model of the 
target object, parametric uncertainty in the dynamic 
model of the robot manipulator, and the use of only one 
camera. Specifically, the approach currently being 
investigated combines 2D image-space and reconstructed 
3D task-space information (i.e., 2.5D visual servoing) 
while actively adapting for unknown depth information. 
To combine the image-space and task-space information, 
a completely different design approach is required that 
exploits the fact that a projective homography can be 
constructed from actual and desired images, allowing for 
the controller to compensate for the unknown time-
varying distance measurement. 

 
Future work is also aimed at further development of 

these control strategies to further eliminate restrictions on 
the calibration and the movement of the robot 
manipulator. Subsequent efforts will also target 
leveraging the results obtained from visual servoing of 
robotic manipulators to address other robotic systems 
such as mobile robots. Visual servoing for other robotic 
systems such as mobile robots will present new 
challenges due to the differences in the camera motion 
and possible constraints (e.g., nonholonomic constraints) 
imposed on the robot motion. 
 
V. CONCLUSIONS  
  

In conclusion, by exploiting Lyapunov-based design 
and analysis techniques an image-based visual servo 
controller3 has been developed that targets the problem of 
enabling a robotic system to perform tasks based on 
visual feedback that is corrupt due to the uncertainty in 
the calibration parameters. Theoretical results 
demonstrated by hardware-in-the-loop simulations have 
proven that the end-effector of a robotic manipulator can 
achieve UUB tracking of objects moving in a fixed plane 
that is observed from both a fixed and an in-hand camera. 
One advantage realized by this breakthrough is that 

Figure 4: Task-space tracking error
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Figure 5: Task-space position control input
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neither camera is required to be calibrated: hence, the 
cost, time, and expertise required to precisely calibrate the 
cameras is eliminated and the performance of the robotic 
motion is independent of the accuracy of the calibration 
(i.e., since the robot controller is robust to the camera 
uncertainty, the accuracy of the robotic motion will not 
suffer from poor performance if the camera is not 
precisely calibrated and will not degrade if the camera 
becomes uncalibrated during robotic D&D operations). 
Another advantage realized by this research is that the 
camera field-of-view is not restricted to the union of the 
two cameras as is typically the case with stereovision-
based approaches. 
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