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Global Climate Change AnalysisGlobal Climate Change Analysis
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Model ValidationModel Validation
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Climate Science EnabledClimate Science Enabled

Science 13April 2001: “Detection of Anthropogenic Climate
Change in the Worlds Oceans,” Barnett, Pierce, Schnur

Method:  Ensemble simulations of the DOE Parallel Climate Model (PCM)

Results:
• Detection of Anthropogenic Climate Change in the Worlds Oceans
• Ensembles establish 95% confidence intervals of model predictions
• Simulated ocean heat storage matches historical record of rising ocean

temperatures

Enabling Technology:
• Parallel Climate Model

developed in collaborative
effort lead by Warren
Washington (NCAR)

• Terascale computing
resources

Firsts:
• Ensemble study with US model and computers
• Coupled model reproducing ocean response
• Establishing new level of US model quality

Computing resources provided by ORNL
Center for Computational Sciences

- Climate and Carbon Research
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Climate Climate Scientific DirectionsScientific Directions
    2000/2001        2006/2007

Global Models    Current Estimates
Configurations:

Atmosphere       230kmL18  30km/L60(75x)

Ocean                  100kmL40   10km/L40(25x)

Model years/day           5       100(20x)

Sustained(Gflops)                6.4                           9600 (1500x)

At current scientific complexity a century/day at
2006 configurations requires a sustained capability
of  10Tflops for a single case
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Why a Community Model?Why a Community Model?

• NCAR adopted to encourage climate research in
universities using state of the art models. –1980

• New components of a coupled system. - 1990

• Individual projects unable to adapt to parallel
architectures -2000

• Pool resources and complete mission critical
simulations

• Improve model quality through data assimilation
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Barriers and ChallengesBarriers and Challenges

• Simulation management

• Coupled model development

– Science and software challenge

– Model building is a collaborative effort

• Performance portability

– Tunable code configurations

– Stable programming paradigm

– Increasing operability of utility and kernel levels

• Stable high performance computers

– Sustained rate of 10TF,  high memory bandwidth, low latency, heavy I/O, mass
storage

Dreaming
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Staged Software EngineeringStaged Software Engineering
Development CycleDevelopment Cycle

• Write and review requirements list

• Write and review a design document

• Write and review prototype code

• Unit test code

• Integrate and validate code

• Update design document and covert to documentation

The Avant Garde pilot project completed one major iteration
of this cycle for the coupler and atmosphere components.
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Critical Decisions for SoftwareCritical Decisions for Software
DevelopmentDevelopment

• Select DOE & NASA programmers given developer
access

• Object oriented in Fortran90?

• Hybrid distributed/shared memory programming paradigm

• Transpose based parallel algorithms

• Maintain usable code – no down time

• Distributed task and design coordination

• Component gatekeepers and code review boards

• Develop extensive testing procedures
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Some Terms…Some Terms…

• Performance portable – runs effectively at the
model resolution on target platforms

• Target platforms – IBM SPs, SGI Origin, Compaq
Alphasever, and vector computers

• Software design – formulate requirements,
architecture, detailed interface specification

• Modular – layered, object oriented design, easily
modified, understandable and extensible
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Model Coupling ToolkitModel Coupling Toolkit
Issues:Issues:    
••sequencingsequencing
••frequencyfrequency
••distributiondistribution
••parallelism parallelism 
••single or multiple executablessingle or multiple executables
••stand alone executionstand alone execution

Platform Latency L  (µs) Bandwidth B
(MB/s)

Critical Size BL
(bytes)

IBM SP-1 50 25 1250

IBM SP-2 35 40 1400

Cray T3D (PVM) 21 26.9 565

Sun E6000 11 160 1760

Cray T3E (MPI) 17 300 5100

IBM SP-3 (colony
switch)

25 470 11750
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Coupler PerformanceCoupler Performance

 
Jumpshot plot of matrix-vector
multiplication for the Atm to Ocn T42
field  on 16 processors using  blocking or
non-blocking communications.
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Atmospheric ModelAtmospheric Model
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Evaluation of IBM p690
IBM SP4 “Cheetah” 4 TFLOP

24 1.3GHz Regatta 32 way nodes
768 Gbytes memory
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Optimized Utility OperationsOptimized Utility Operations

• Vector intrinsics and physics implementations.
• Adjustable chunk/block sizes to fit cache and

memory  access.
• Halo updates
• Regridding – N to M with sparse matrix multiply
• multi-level cache optimization and registerization

for FFT’s, Helmholtz solvers and math libraries
• Component frameworks for modularity and high

yield memory access patterns.
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Mapping to Next GenerationMapping to Next Generation
HardwareHardware

• ENSEMBLES
• Higher parallel granularity
• Flexible data structures: long vector - cache

chunked
• Component based hardware / component

based models
• Increased functionality in high performance

utility and library layer



2/7/02 Mission Computing Conference

Next Generation DynamicalNext Generation Dynamical
AlgorithmsAlgorithms

• Geodesic Grid models: CSU and LANL

• Spectral Element: NCAR and U. MD

• Multi-scale and Adaptive Mesh Refinement
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• Demand performance

• Explore algorithmic alternatives

• Provide portability (scalability)

• Open the design and development process

• Engage broad scientific community

Summary of PrinciplesSummary of Principles



SciDAC: Collaborative Design and Development
of the Community Climate System Model

• DOE, NSF, NASA-DAO Collaborative Effort

• Coordination – Malone(LANL), Drake(ORNL), Kiehl(NCAR)

• Coupler – Bettge (NCAR), Larson (ANL)
• Community Atmospheric Model – Williamson(NCAR), Drake(ORNL),

Lin(NASA), Mirin(LLNL)

• POP Ocean Model – Malone(LANL), Gent(NCAR)

• Chemistry and Biogeochemistry – Rotman(LLNL), Erickson(ORNL)
• Ice model – Hunke(LANL)

• Common Land Model – Bonan (NCAR)
• Software Coordination – Craig (NCAR)

• Performance Evaulation – Bailey(LBNL), Worley (ORNL)
• Grids and Frameworks:

• SciDAC/Earth System Grid – Williams(PCMDI),

• NASA HPC/ Earth System Modeling Framework
• Other SciDAC projects and the Integrated Software Infrastructure Centers

Sponsored by DOE/OASCR and OBER as well as NSF and NASA



Links and DocumentationLinks and Documentation
  CCSM Software Engineering Plan for 2000-2005:  
(http://www.ccsm.ucar.edu/csm/working_groups/Software/plan2000-2005).
 CCSM Software Developers’ Guide
 (http://www.ccsm.ucar.edu/csm/working_groups/Software/dev_guide/dev_guide)

Atmosphere Model Document Web Links: 
       CAM Software Requirements
           (http://www.cgd.ucar.edu/csm/models/atm-cam/docs/atm_reqdoc).
       CAM Software Architecture
           (http://www.cgd.ucar.edu/csm/models/atm-cam/docs/atm_archdoc).
        Interface to Column Physics and Chemistry Packages 
           (http://www.cgd.ucar.edu/csm/models/atm-cam/docs/phys-interface)
 
Coupler Document Web Links:
       Next Generation Coupler Requirements Document 
          (http://www.cgd.ucar.edu/csm/models/cpl6/docs/cpl6_reqdoc/cpl6_reqdoc.html)
        MPH: A Library for Distributed Multi-Component Environment 
          (http://www.nersc.gov/research/SCG/acpi/MPH/mph_doc)
      CCSM Coupler Architecture – CPL6
          ( http://www.cgd.ucar.edu/csm/models/cpl6/docs/cpl6_archdoc/cpl6_archdoc.html)
      The Model Coupling Toolkit API Definition Document
         (  http://www.mcs.anl.gov/acpi/mct/mct_APIs.pdf)
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AbstractAbstract
Title:  Software Practices for a Performance Portable Climate System Model 

Climate prediction capabilities are significantly enhanced through the use of high-performance, parallel computers.
The Community Climate System Model (CCSM) is a joint development effort of NSF, DOE and NASA sponsored 
Teams with the goal of providing a common modeling system for academic research and agency mission work in climate
Change.   To accomplish this goal requires the adoption of software practices that balance the competing
Interests in computational performance, code portability and model extensibility.  The CCSM development project is
Engaged in an open design processes with software requirements, architecture, interface specification and testing
Procedures.  These practices were successful in the redesign of the atmospheric component and development of a
New coupler for the coupled climate system model.  The implementation issues of a hybrid parallel programming
paradigm together with modular, object oriented styles will be discussed.  Future work seeks to extend the software
Practices to other teams and other component models of the CCSM.


