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Present-Day Internet

Very little Quality of Service (O0S) Guarantees:

- Internet packets are routed according to best-effort mechanism

- All packets are the same - control packet from PC to a waiting teraflop machine

= Large distributed simulations

- Data transfers to and from high performance machines

- Control of sensors and rebots over networks

State and configuration of netwark must be exploited to achieve best performance

What type of QoS is Desired:

1. End-to-end guarantees on delay, jitter, etc., for various types of messages

2. Must be provided in a transparent manner to the application programme



NetLets: Basic ldea
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Currently, no control once data reaches the network
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Distributed Computing Over IP Networks

At Present:
- process-to-process communication is
achieved as peer-to-peer mechanism

- parallelism.in network is not taken advantage of

e.g. congestion on.a link is not bypassed

NetLets Offer Natural Solution:
Increase flow in less congested routes
- Use processes to assistin networking



NetLets for Distributed Processes

Foundations for

Process-process communication is handled

through Netlets that

- estimate link statistics (non-linear
estimators)

- compute “best” paths

Provide probabilistic end-to-end guarantees S —

- distribution-free under stationarity conditions O
- detailed probabilistic models are not needed:

measurements are often sufficient



Implemented explicit multiple paths over Internet

Achieved concre
delays

and significant reductions in end-to-end

NetLets became possible as a result of unique combination of

statistical estimation, graph and flow algorithms, and network engineering
Anatomy of NetLets

Finite-sample Flow and graph Network
statistics algorithms Engineering




NetLet Daemons: \

Implemented on top of TCP/IP stack

Measurement Path and traffic
@ Implementation

I

State Estimation Path computing and
traffic profiling

to provide end-to-end minimizatio




Performance Guarantees: End-to-End delay \

Method: Regression based on delay measurements, followed by
path computati

Given only measurements of sufficient (finite) size

Performance guarantee:

P(&T(R..R)- T(R,, Ri>e} <d

iIrrespective of the joint delay distributions

lay of computed path is within
| with a specified probability

Informally, end-to-end
specified tolerance of opti

Analysis helped implementation:

1. Appropriate measurements and their optimization

2. Performance savings are real



Network Measurements \

N ——— w:
e TCP/IP end-to-end delivery times vs mes




Network Measurements
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e TCP/IP end-to-end delivery times vs message size

e 26 sets collected every hour — no temporal periodicit




Routing Problem

Given: computer network & = (V] B)
available bandwidths #e), for link e € F
link-delays d{e), for link e € F¥
queuing delay g.(r), for node v € V| for message size r

Message ‘Transmission Problem:
Compute a path to send message of r units
from & to £ with mininmm end-to-end delay

Simple Path: (w1, (1, 02), ..., (te—1, v&):
End-to-End delay for message gize r:

E—1 k-1 k-1
tr, P) =g (n pipble) ) + X dies) + 2 o)
= =0 i=0
where g5 = (v, #711);
k-1
g (1"1 I]in[}lb(ﬂj}) ig delay due to bandwidth;
J:

kﬁ; d(e;) is delay due to link-delays; and
J:

kﬁ; gu,{r) i8 the quening delay.
J:

NS



Random Formulation

In practice,

g(.,.) and d{.) can be accurately estimated.
— they depend on links

g(.,.) — queuing delays are hard to estimate
— they depend on other messages

— Mesasape of size K arrives at the source
according to an unknown distribution Py
— At any node
(v queuing delay distributed according to unknown Py,
H,: mesasage gize distributed according to unknown and FPp

Measurements:

{Qﬂ;l'l R‘I‘!;l)'l (@U;ﬂ'l R-r.r;ﬂ)'l LT (Qu;h R-r.r;l)
independently and identically distributed (iid) according to unknown Fy, g,

Fundamental Question:
When ondy measurements are available,
can any guarantees be given on end-to-end delay 7




Optimal Paths

End-To-Bnd Deloy of P in trangmitting a mesgage of gze R

T(P, R) = g(R,b(P)) +d(P) +§@wm

Erpecied Deley of P

T(P,R) = g(RUP) +d(P) + 3. [ QudPo,n

Best Expected Path:
FPg: path with minimum expected end-to-end delay,

T(P}, R) = min T(P, R)

where P 18 get of all paths between s and .



Regression-Based Paths: computational Complexity \
Delay regression: &(") =E[Q,|R, =r]

Delay regression estimator: Y

Frmpiricel Bnd-To-End delay: Based on the estimator §,(.)

T(P,R) = (RUP) +d(P) + % ()

— T{.) can be computed since it involves only the measurements

Best emnpiricel end-io-end deloy poth: /
P = arg I_;JJE%T{P)

— computed uging our algorithm in O{m? +mn logn + n f{{)) time
F{D): cost of computing regresgion at r

N




Routing Algorithm: Single Path

compute shortest path P_j in G(b_j)
2. compute k=j to minimize {g(r.b(®_i))+d( _j)+q (P_j.n}

3. Return P_k path with minimum delay

Time complexity: O(n¥ + mnlogn+nf (1))
M Number of edges

N Number of nodes
f(1) Regression cost on | data points



Regression-Based Paths: Sample Complexity \

Delay regression: (1) =E[Q,|R =r]

A R ia _ e
PLET(R) - T(RL P> e} <nsupP[d,(R)- 4R >

Deviation of delay of computed path |3R from that of optimal PF:
is related to that of regression estimator (], to (|,

o . b e ij
P{E.&T(R)- T(R,, Ri>e} < NSUp P E.3,(R)- G,(R) >l

In summary, we need regression estimator with
1. Performance guarantee

2. Low computational cost



Regression-Estimation: Empirical Risk Minimization \

Choose a class of estimators: Q,
ql Q,

Expected risk 1(q,) = JQ, - 6,(R))*dR, ¢

Fo

Empirical risk f(qv):%é_ Q. - 6, (R;)’

i=1

Basic Result:
i e ( JI 3 eZP
PLEJa (- a®]> 2 yepspli@)- T@)>%y
| Zn%; Tqvl Q 2 b

N



Performance Guarantees: Monotone Regressior\

Each G, isa non-decreasing function

Performance guarantee: \

P&T(R.)- T(R: RIE>e} <d



Performance Guarantees: Vector Space I\/Iethod\

Each % is a member of vector space of dimension d

Q, Vector space of dimension d

Sample size (distribution-free):
8192t °n* € &B12an®, 5124 n*60 a8nd

édIn In —+Inc—=
e’ § & € & & g E&da

Performance gua%nﬁae:

P&T(R.)- T(R:, RIE>e} <d

Computation cost f(l) is polynomial in |;

Examples: polynomials, potential functions, Kurkova’s networks



Internet Measurements: Small messages \

%ernet Connec@ Q

ORNL: source Destination
U. Oklahoma

Objective:
End-to-end delay mini

ization for ORNL-OU
Solution:
Two-paths via NetlLets:

ORNL-OU, ORNL-ODU_OU

Improvements:

ORNL: source . 25% reduction in end-to-end delays on
Destination

U. Oklahoma
Old Dominion Uni = - hourly measurements over a week
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Internet Meas

ORNL: source Destination
U. Oklahoma
bjective:
nd-to-end delay minimization for ORNL-OU
Dlution:
Wo-paths via NetLets:

ORNL-OU, ORNL-ODU_OU

%ernet Connect} Q |

ements: Large Messages (8M)
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Improvements:

Average reduction of 20%

- hourly measurements for
one week



Internet Measurements: Large Message (1.6Mk

%ernet Connec@ Q

ORNL: source Destination
U. Oklahoma
Objective:

End-to-end delay minimization for ORNL-OU

Solution:

Four streams via NetLets:
Two parallel streams ORNL-O
ORNL-ODU-0OU, ORNL-LSU-OU

A Improvements:

Average 40% reduction in end-to-end

hourly’measurements for a week




Conclu

ons

NetLets new thinking for end-to-end network performance

asurement-based — in-situ specialized daemons
irst Internet implementation of explicit multiple paths with concrete improvements
— No'support from Internet routers

— Provide distribution-free performance guarantees

Netlets are Upward Com
— Route specification at remo
— Diffserv, MPLS — QoS within classes and shit traffic between classes

routers — simple router daemons

— Active Networks — more customization is possible

Future work
— Extensive testing
— Host-base optimization



