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Abstract We propose a two-path method

based on delay-regression estimation to

achieve low end-to-end delays for message

transmissions in distributed computing ap-

plications. Our scheme is implemented over

the Internet by a network of NetLets, which

communicate with one another to maintain

an accurate \state" of delay-regressions in

the network. NetLets handle all network

tasks at host processes and also perform

routing at a certain level depending on the

underlying network. We present experimen-

tal results to illustrate that NetLets provide

a viable and practical means for distributed

computing applications over the Internet.
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1 Introduction

Several distributed computing applications re-
quire massive computational power and/or di-
versity of capabilities distributed over a net-
work, which can be the Internet or a dedicated
wide-area network. These applications re-
quire on-demand communication between var-
ious processes distributed over the network. In
general, both the nature and volume of data
that needs to be communicated could be quite
varied among the applications as well as within
a single application. Typically, the synchro-
nization messages could be small whereas data
transfers could be quite voluminous. In the
present networks, such as the current Inter-

net, the messages are decomposed into data-
grams and sent via various routers as per the
IP paradigm. The datagrams can be delayed
or altogether dropped at the routers, and. the
end-to-end delay of a message transmission can
be highly unpredictable. While such unpre-
dictability can be tolerated in services such as
email, it can cause severe problems in several
applications such as data transfers to and from
supercomputers, instrument control, and dis-
tributed simulation.

We propose NetLets that perform delay es-
timation, two-path computation, and various
levels of routing depending on the underly-
ing network, For the Internet, NetLets perform
source-based routing via the other NetLets.
NetLets run as daemon processes and exchange
measurements among themselves. Data to be
transmitted over the network will be handed
over to the local NetLets by the computation
process.

NetLets provide networking performance
and guarantees beyond any of currently avail-
able mechanisms. The distinguishing features
of our work compared to existing works (De-
tour project [6], parallel TCP [5], QoS [7]) are
as follows: (i) our solution is based on explicitly
realizing two-paths for data transmission, (ii)
our method is analytically justi�ed under very
general conditions, and (iii) preliminary work-
ing implementations of NetLets on the Internet
[1] local area networks [4], and simulation [1]
show very promising results. A detailed ver-
sion of our work is presented in Rao [1].
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Figure 1: NetLet functional diagram.

2 NetLets and Applications

The NetLets perform all tasks to relieve the
communicating processes from accounting for
the network details. NetLets run as daemons
at the processing nodes and communicate over
the network to perform three main functions
shown in Figure 1: (a) measurement and state
estimation (b) path computation for message
transmission, and (c) routing at a suitable
level. The actual realization of the computed
paths in a network depends on the exact details
of the application as well as the type of rout-
ing provided by the underlying network. In our
scheme, the messages between the NetLets are
source-routed via the other Netlets.

Consider that messages are communicated
between the nodes as per the task structure as
in Figure 2. For example, the communication
between the processes P1 and P2 could be han-
dled by a process-to-process TCP connection.
In the present methods, the same TCP stream
is utilized, and if this connection is congested
no rerouting action is taken by TCP. Consider
that NetLets executed at the processes main-
tain estimates of delay regression functions of
the message size. If the IP connection between
P1 and P2 via the routers R1 and R2 has high
delays, then the NetLet at P1 uses its regres-
sion to compute an alternate path such as R1-
R3-R2, which is utilized by sending the mes-
sage to the NetLet at R3 instead of R2. Fur-
thermore, if a large message has to be sent,
a two-path consisting of R1 � R4 � R2, and
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Figure 2: Distributed computing scenario.

R1 �R3 �R2, may be utilized in parallel.

3 Networks of NetLets

A network of NetLets is represented by a graph
G = (V;E) with n nodes and m edges or links.
Here each node represents a NetLet and link
represents a communication channel such as
TCP connection. A message incurs three types
of delays:

(a) Link Delay: For each link e = (v1; v2),
there is a link-delay d(e) � 0 such that
the leading edge of a message sent via e
from node v1 at time t will arrive at node
v2 at time t+ d(e).

(b) Bandwidth Constrained Delay: Each link
e 2 E has a deterministic \e�ective" band-
width b(e) � 0. A message of r units can
be sent along link e in g(r; b(e)) + d(e)
time, where g(r; b) is non-decreasing in r
and non-increasing in b.

(c) A message of size R arrives at the source
s according to an unknown distribution
PR. At any node v, Qv and Rv denote
the queuing delay and message size ac-
cording to unknown distributionsPQv and
PRv , respectively. No information about
the distributions of R and Qv, v 2 V ,
is available. Instead, the measurements

(Qv;1; Rv;1), (Qv;2; Rv;2), : : :, (Qv;l; Rv;l)
that are independently and identically dis-



tributed (iid) according to the distribution
PQv;Rv , are known at each node v 2 V .

Consider a path P , from source s = v0 to
destination d = vk, given by (v0; v1); (v1; v2);
: : : ; (vk�1; vk), where (vj ; vj+1) 2 E, for j =
0; 1; : : : ; (k � 1). The end-to-end delay of path
P in transmitting a message of size R is

T (P;R) = g(R; b(P )) + d(P ) +
k�1X
j=0

Qvj jR;

where Qvj jR is the conditional delay at node
vj given that a message of size R arrived at
the node. The expected delay of path P for the
given message size R is

�T (P;R) = g(R; b(P ))+d(P )+
k�1X
j=0

Z
QvjdPQvj

jR:

Let P denote the set of all paths from s to
d. Let P �

R be a path with the minimum ex-
pected end-to-end delay for the given message
size R such that �T (P �

R; R) = min
P2P

�T (P;R): P �
R

cannot be computed since the distributions are
not known. We compute a path P̂R such that

P

n
ER[ �T (R; P̂R)� �T (R;P �

R)] � �
o
� Æ;

for a suÆciently large sample size, which de-
pends on �, Æ, n. the expected delay of P̂R is

within � of that of P �
R with probability 1 � Æ,

irrespective of the distributions PR and PQV
.
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Figure 3: Network of NetLets.
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Figure 4: ORNL-OU: End-to-end delays for

small messages. X-axis: number of messages;

Y-axis: end-to-end delay in seconds.

The complexity of computing P̂R is O(m2 +
mn logn+nf(l)), where f(l) is the complexity
of computing a regression estimator at a given
value r.

A two-path from s to d, denoted by MP ,
consists of two simple paths from s to d. Con-
sider that Qv = 0 for all v 2 V and g(r; b) =
r=b. Now, the message size determines if a two-
path fP1; P2g achieves a lower end-to-end de-
lay compared to the individual paths as per the
condition:

T (MP; r) � minfT (P1; r); T (P2; r)g

if and only if D(P1) + r=B(P1) � D(P2) and
D(P2) + r=B(P2) � D(P1) [3].

The two-paths are computed as follows.
First the quickest path is computed, then it
is removed from the graph by reducing the ap-
propriate bandwidths of the links. Then the
next quickest path is computed in the residual
graph. Then these two paths are combined us-
ing the above equation. While the resultant
path (single or two-path) is not guaranteed to
be an optimal two-path in a strict sense, this
method yielded very good results in actual im-
plementations as shown in the next section.

4 Experimental Results

The network shown in Fig. 3 is utilized in our
implementation of NetLets. The delay regres-
sion is based on potential function method [2].
We consider two scenarios involving: (a) small
size messages with a few tens of bytes, and
(b) large messages in the range of few bytes
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Figure 5: ORNL-OU: End-to-end delays for

large messages. X-axis: message size in bytes;

Y-axis: end-to-end delay in seconds.

to megabytes. The �rst case is typical of web
traÆc, and the second is typical of remote vi-
sualization and distributed simulation.

Our results are based on three NetLets sys-
tem shown in Figure 3(c), where the server is
located at OU and client is located at ORNL.
The end-to-end delays incurred in sending and
receiving a number of queries is represented on
Y-axis in Figure 4. The upper curve repre-
sents queries processed as a single TCP stream
ORNL-OU as is usually done. The lower curve
corresponds to a three NetLets system located
at ORNL, ODU and OU, wherein two-paths
are employed, consisting of direct TCP stream
ORNL-OU and one via ODU. Note that the
overall the end-to-end delay is much lower
when NetLets are employed, except for some
smaller sizes. The two-paths based on NetLets
resulted in an average improvement of about
25% in the end-to-end delay.

The second case, corresponds to large mem-
ory transfers of randomly generated sizes. In
Figure 5, we show the most and least favor-
able cases we observed in experiments con-
ducted over several days. In each case the data
was collected by executing both the programs
(with and without NetLets) within seconds of
each other. Our results are again for transfers
between ORNL and OU as described above.
The upper curve corresponds to TCP stream
ORNL-OU and the lower curve corresponds to
the two-path via the NetLet at ODU. Notice
again that the two-path yielded a signi�cant
reduction in the end-to-end delay. Similar re-

sults were obtained for the other cases (b) and
(c) shown in Figure 3, although results were
not as signi�cant as in the best case in Fig. 5.
Nevertheless, these results show that NetLets
hold a promise for signi�cant performance sav-
ings in Internet implementations.
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