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siiport from network: to observe and control

zelimplEmientation tools

Siolsiigsl NI ANENINCONtrol a system, we need

O NS A AR I AIORE s 1 ate model based on measurements
2. Cogrirollaoility: ability to contr)RUEENR EURIEI S0y

Very Roughly speaking, for Internet
Obsevarbility enables us te knew: the state of the network
ICMP;, SNMP, BGP'is a first step
Controllability provides ability to cheese paths and traffic rates

e Current Internet provides

Some observability and very little controllability



Onservanility:

we simply cannot predict state

SERVIINsimdsla), the distributions precisely

SRS SIRsEVERENsD Mplete differential equations for the Internet

Challenges and needs:
Appreachrtereptimallyfand nen=mirusively instrument the network
need nght ifiermation withminimum cost
- traditional measurement systems mestly provide configuration data

- ICMP has limitations in presence of firewalls, ping disable, ICMP rate control,
misleading traceroute responses

Systematic analysis and justification: cost minimization ‘and canonicity of information must be
explicit




Controllapility:

yand flows, and implement over the network
- Big@est challenge Is the rempte realization of computed routes and flows
- Collaborate with router companies toe support control instrumentation

- Collaborate with: ISP for support ofi control

Internet Diffsenv/IntSenve, MPLLS Active Network

Very little moderate guite strong




Overlay Daemons;
sl ElgElniElsRslsls)sle)” O inside OS and TCP/IP stack

Reiip) ciplel ireifile

It @menta‘tlon

maton Pathicomputing and
feifile proﬂJ]ng

Use configuration and state of network ﬁ
to provide the best performance from network ' v




Fhd-to-end delays over Internet using two-paths
» \Was able minimize using explicit multiple paths
sBShowed the analytical justification
first implementation on Internet — linux/unix

sApplIcaions: distributed and grid computing

— Adhee dynamicwireless network — No infrastructure needed
= Automatically setup the network with IEEE 802.11 cards
Tracks connectivity changes uses other nodes as routers
Developed connectivity*through-time analysis
Working implementationi—MS windows, linux point-of-access
Applications: remote robot team explorations
formation of networks for emergencies
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tLets: Internet v
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Observability:

Simple delay measurements and regressions
are sufficient

Measurements must be actual delays not
ICMP responses

Controllability:

Multiple paths are computed and used via
other daemons

Can be.much better with router support



Performance GuagElgiclsS=ialo B{oE=lglo Mo (121,

SMRREGIEEEIBINMNCtions based on “Vapnik-Chevonenkis properties”

GIVEmEIly measurements of sufficient (finite) size

PEGImAance guarantee:

P{gT(PR,R)- T(Ps, R)Y> e} <d

IESPECtVeYOf the joint delay distributions

‘/

Infermally, end-te-end delay of computed path is within
specified tolerance off optimal with a specified probability

Analysis helped implementation:

1. Appropriate measurements and their optimization

2. Perfermance savings are real




Existing Capability: Ac/g(elelNSWe]gi&

IEESNONIVACIVZMENEREENS of Turbowave, Inc

(Soornsor ili ili
2PofISor) observability controllability

NOUNREREISENSHIECded — no access points — no
Irifragiruciure

CERREXEIEN 1 ge message between any two
COIPNILETs using others as routers —node can
WENEIPLEIIS, desktops running win95/98/ME,
NT/2000), LNl

ENEPEop movements

SEREL vty Changes ‘ Computation
=N PIEMERLSICORIEEHVity-through-time

PDaemoensraueomanicallyAset=up the network
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QoS Capabllity: Send messages.dnder dynamic connectivity

Mobile robots in place of laptops




