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A summary of typical C/M ratios at the 4-deg azimuth is 
provided in Table I. The capsule identifications (IDS) indicate 
their location: A, B, and C denote the low-, mid-, and high-axial 
positions; and 1,2, and 3 represent the shroud, mid-annulus, and 
RPV positions, respectively. The calculated fast responses of the 
nonactinide wires agree very well with the measured data. The 
combined uncertainties of the measured and calculated data are 
on the order of 10%. The C/M values of actinide (e.g., *s*U) 
wires are affected by photofission contributions (as high as 40% 
near the RPV) that were not taken into account in the calcula- 
tions. The 46Ti-wire response at the shroud is low when com- 
pared with the other nonactinide data and is being investigated. 

The computational results obtained using the MP3D pack- 
age are in good agreement with the measurements, which vali- 
dates the package as an accurate BWR neutron fluence simulator. 
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In the past 10 yr, the Penn State Transport Theory Group 
(PSTTG) has concentrated its efforts on developing accurate and 
efficient particle transport codes to address increasing needs for 
efficient and accurate simulation of nuclear systems. 

The PSTTG’s efforts have primarily focused on shielding 
applications that are generally treated using multigroup, multi- 
dimensional, discrete ordinates (S,) deterministic and/or statis- 
tical Monte Carlo methods. The difficulty with the existing public 
codes is that they require significant (impractical) computation 
time for simulation of complex three-dimensional (3-D) prob- 
lems. For the S, codes, the large memory requirements are handled 
through the use of scratch files (i.e., read-from and write-to-disk) 
that significantly increases the necessary execution time. Fur- 

TABLE I 

Highlights of Problems Solved with the PENTRAN Code System 

Type of calculation 

Fixed source, 
forward neutron 

Fixed source, 
forward neutron and 
ga-a 

Fixed source, 
adjoint gamma 

Fixed source, 
forward Photon 
(s 80 KeV) 

Fixed source, 
forward neutron 

Size(cm’)/ 
Number of meshes/ 
Number of groups/ 
SIuPn Notes Solutiona 

65x65~70 
84,784 
26 
SW3 

Complex Agrees with 
geometry, Partial experimental results 
length assemblies 

295X295x345 
265,264 
67 
S8/p3 

Complex 
geometry, large 
problem 

Within 515% of 
continuous energy 
Monte Carlo; 
similar to TORT 
results 

35x38.9x36.48 
27730 
1 
s14/P3 

Localized source, Agrees with 
moving detector experimental results 

575.95x549.19x287.02 Large geometry, Agrees with 
13 1,000 mN= experimental muIts 
4 dependent source, 
S4lPl group dependent 

albedos 

60x100~40 
8,000 
16 
s12/Po 

Zero scattering 
voided duct 

Largest difference 
from analytical 
results is <200/o at 
-9 mfp from the 
source 

- 

L 

Computer/ 
Number of 
processors/ 
Par. Alg. (A/G/gb Time 

IBM WZc 82 min 
32 
8/l/4 

IBM snd 
48 
8/l/6 

14 hours 

LIONX PCclust& 240 set 
8 
8/1/l 

LIONX PC-cluster 
1 
l/l/l 

“Variable meshing and adaptive differencing strategy is used. 
bAngular, energy, and spatial domain decomposition, respectively. 
c“Wide” nodes with 512 megabytes of memory per processor (DOD high-performance computing). 
dSan Diego Supercomputing Center, each node has 256 megabytes of memory. 
ePenn State PC-cluster, each PC has two processors with 500-MHz clock-cycle and 1 gigabyte of memory. 
fTwo PCs, each PC has a 380-MHz AMD K6-2 processor with 192 megabytes of memory. 
gZer0 scattering. 
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TABLE II .e<’ 

Highlights of Problems Solved with the A3MCNP Code System 

Problem 

PWR PV 

B WR core shroud 

Shipping cask 

Kobayashi voided 
duct benchmarks, 
e.g., problem lb 

Type of Size(cm))/ 
Calculation Cross-section 

Cavity dosimetry, 
forward neutron 

DPA at core 
shroud weld, 
forward neutron 

Surface dose, 
forward gamma 

Flux value, 
fonvard 
neutron 

R=350 cm, 
e = [0,45]/ 
continuous 
energy 

180x180~840 
continuous 
energy 

60x100~40 
1 group 

aIncludes CPU for the deterministic calculation. 

Ratio of Speedup, Ratio of 
FOM(A%CNP) CPU(A Mea 

Deterministic Calculation 
Notes (MesWSniP&group/time) FOM&NP) CPU(&NP) 

Deep penetration, r-8 DORT with a 2 -50,000 -50,000 
localized detector cosine shape 

(85OO/SS/P3/47/15 min) 

Deep penetration, x-y-z TORT -2945 -2005 
localized detector (10800/88/?3/47/40.8 min) 

Deep penetration, x-y-z TORT -9632 -8277 
whole surface (32256/SS/P3/18/20.7 mi@ 

Purely absorbing x-y-z TORT -222 -222 
deep penetration, (1000/S 16KW1/2 set) 
localized flux 
tallies 

ther, the lack of flexible features and/or utilities for preparing 
input and processing output makes these codes difficult to use. 
The Monte Carlo method becomes impractical because variance 
reduction (VR) methods have to be used, and normally deteti- 
nation of the necessary parameters for the VR methods is very 
difficult and time consuming for a complex 3-D problem. 

For the deterministic method, we have developed the 3-D par- 
allel PENTRAN (Parallel Environment Neutral-particle TRANs- 
port) code system that, in addition to a parallel 3-D S, sdlver, 
includes pre- and postprocessing utilities. PENTRAN (Refs. 1.2, 
and 3) provides for full phase-space decomposition, memory par- 
titioning, and parallel input/output to provide the capability of solv- 
ing large problems in a relatively short time. Besides having a 
modular parallel structure, PENTRAN has several unique new for- 
mulations and features that are necessary for achieving high par- 
allel performance. These include an adaptive differencing strategy; 
variable grid density along all spatial axes; Taylor Projection Mesh 
Coupling3v4 (TPMC) for projection of coarse-mesh angular fluxes 
onto fine meshes; new differencing schemes, including direc- 
tional theta-weighted5 and exponential directional weighted6; new 
iterative techniques for space, energy, and angular decomposi- 
tion; and new acceleration techniques. 

In addition to being an efficient and accurate transport solver, 
PENTRAN incorporates the PENMSH (Ref. 7) and PENINP tools 
for preprocessing, and PENDATA and PENPRL for postprocess- 
ing. PENMSH prepares a 3-D mesh distribution and projects a 
given arbitrary source distribution onto the 3-D mesh. Using out- 
put files from PENMSH, PENINP automatically prepares a com- 
plete PENTRAN input file. PENDATA prepares various tables 
of flux, material, and source in ASCII format by merging parallel 
output files generated by different processors. PENPRL is used 
to extract flux values at any arbitrary position by performing a 
3-D linear interpolation. 

Thus far, we have used PENTRAN for simulation of several 
problems including the VENUS-3 benchmark facility,8 a boiling 
water reactor (BWR) core shroud,g the PGNAA waste assaying 
device,‘O an X-ray room,* * and the Kobayashi’3-D voided duct 
problems.12 Table I highlights the important aspects of each 
problem. 

For the Monte Carlo method, the major difficulty currently 
facing most users is the selection of an effective VR method and 

its associated parameters. For complex problems, generally, this 
process is very time consuming and may be complicated due to 
the possibility of biasing the results. In an attempt to eliminate 
this problem, we have developed the A-‘MCNP (automated ad- 
joint accelerated MCNP) code’“-15 that automatically prepares 
parameters for source and transport biasing within a weight- 
window VR approach based on the S, adjoint function. A3MCNP 
prepares the necessary input files for performing multigroup, 3-D 
adjoint S,, calculations using TORT (Ref. 16). For this, AxMCNP 
prepares a mesh distribution and the corresponding mixtures with 
their identification numbers and densities. Note that almost all of 
this information is extracted from the ‘normal MCNP input. Only 
six additional cards are needed to specify the meshing, multi- 
group cross-section library, and other controlling parameters. Upon 
completion of the adjoint S,, calculation, A3MCNP (a) reads the 
adjoint function variable spatial mesh, and energy group struc- 
ture from the standard S, code binary output file, (b) super- 
imposes the variable spatial mesh and energy grid onto the MCNP 
problem, (c) couples the original source distributions with the 
adjoint function to generate dependent source-biasing param- 
eters and weight window lower bounds, and (d) performs the trans- 
port calculation using the superimposed grids and calculated 
parameters. The grids facilitate the use of the detailed space- and 
energy-dependent importance function and do not impose any 
limitation on the transport of particles. 

A3MCNP has been used for simulation of a few real-life prob- 
lems including a pressurized water reactor (PWR) pressure ves- 
sel (PV) and cavity dosimetry,17 a BWR core shroud,‘s a shipping 
cask,lg and the Kobayashi 3-D voided duct problems.20 Table’II 
highlights capabilities and performance of using A3MCNP for 
each problem. 

As presented in Table I, PENTRAN yields very accurate 
results in a short computing time. For example, the VENUS-3 
problem was solved in 82 min on a 32-processor SP2, and cal- 
culated reaction rates were consistent with the experimental val- 
ues at all experimental locations (i.e., 370). The relative difference 
between the calculated and experimental results are within 1t5% 
at 258 locations, within ?cS% and *lo% at 97 locations, and 
within *lo% and *15% at 15 locations. The larger differences 
are consistent with the larger experimental errors. Both PGNAA 
and X-ray problems yield results within experimental uncertain- 

-.-. _ 
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ties. Even for the Kobayashi benchmark with pure absorber and 
voided duct (e.g., dog-leg problem), PENTRAN has resulted in 
a relatively accurate solution; largest difference (-20%) from 
the analytical solution occurs at more than 9 mean free paths 
from the source, within the pure absorber. This can be attrib- 
uted to the unique formulations and features of PENTRAN, in- 
cluding the adaptive differencing strategy, TPMC, and variable 
meshing. Table II demonstrates that for different real-life prob- 
lems, A3MCNP can yield significant speedups (several orders 
of magnitude) over the unbiased cases. This is even true for 
media with pure absorber and void regions, where the discrete 
ordinates (S,) method, because of the limited number of direc- 
tions, has difficutty with the “ray effect.” 

In conclusion, PSTTG has developed highly efficient and 
accurate deterministic and Monte Carlo transport theory codes 
for the simulation of complex 3-D nuclear systems. Currently, 
PSTTG is developing a methodology for automatic mesh gener- 
ation and examining approaches for generating effective multi- 
group cross sections for A”MCNP. 

1. G. E. SJODEN, A. HAGHIGHAT, “PENTRAN-A 3-D Car- 
tesian Parallel Sn Code with Angular, Energy, and Spatial 
Decomposition,” Proc. Joint Znt. Con$ Mathematical Meth- 
ods and Supercomputing for Nuclear Applications, Saratoga 
Springs, New York, Vol. 1, p. 553 (1997). 

2. G. E. SJODEN, A. HAGHIGHAT, “PENTRAN-Parallel En- 
vironment Neutral-particle TRANsport Version 4.33,” Penn 
State University (Sep. 1996). 

3. G. E. SJODEN, “PENTRAN-A Parallel 3-D Sn Transport 
Code with’complete Phase Space Decomposition, Adaptive 
Differencing, and Iterative Solution Methods,” PhD Disser- 
tation, Pennsylvania State University (1997). 

4. G. SJODEN, A. HAGHIGHAT, “Taylor Projection Mesh Cou- 
pling Between 3-D Discontinuous Grids for Sn,” Trans. Am. 
Nucl. Sot., 74, 178 (1996). 

5. B. PETROVIC, A. HAGHIGHAT, “New Directional 8- 
Weighted SN Differencing Scheme and Reduction of Es- 
timated Pressure Vessel Fluence Uncertainty,” Rektor 
Dosimetry, p. 746, H. A. ABDERRAHIM, P. D’HONDT, 
B. OSMERA, Eds., World Scientific Publishing Company 
(1998). 

6. G. E. SJODEN, A. HAGHIGHAT, “The Exponential Direc- 
tional Weighted (EDW) Sn Differencing Scheme in 3-D Car- 
tesian Geometry,” Proc. Joint Int. Conf. Mathematical 
Methods and Supercomputing for Nuclear Applications, Sa- 
ratoga Springs, New York, Vol. 2, p. 1267 (1997). 

7. A. HAGHIGHAT, “PENMSH V.3-A 3-D Cartesian Mesh 
Generator,” Pennsylvania State University (1998). 

8. A. HAGHIGHAT, H. A. ABDERRAHIM, G. E. SJODEN, 
“Accuracy and Parallel Performance PENTRAN 3-D Using 
the VENUS-3 Benchmark Experiment,” Reactor Dosimetry, 
ASTMSTP 1398, J. G. WILLIAMS, D. W. VEHAR, F. H. 
RUDDY, D. M. GILLIAM, Eds., American Society for Test- 
ing and Materials (2000). 

9. V. KUCUKBOYACI, A. HAGHIGHAT, G. E. SJODEN, B. 
PETROVIC, “Modeling of BWR for Neutron and Gamma 
Fields Using PENTRANTM,” Reactor Dosimetry, ASTM STP 
1398, J. G. WILLIAMS, D. W. VEHAR, F. H. RUDDY, D. M. 
GILLIAM, Eds., American Society for Testing and Materi- 
als (2000). 

10. B. PETROVIC, A. HAGHIGHAT, T. CONGEDO, A. 
DULLOO, “Hybrid Forward Monte Carlo-Adjoint Sn Meth- 
odology for Simulation of PGNAA Systems,” Proc. Int. Con$ 

M&C ‘99, Madrid, Spain, September 27-October 1, 1999, 
p. 1016 

11. :G. E. SJODEN, R. N. GILCHRIST, D. L. HALL, C. A., 
NUSSER, “Modeling a Radi&grap& X-Ray Imaging Facil- 
ity with the PENTRAN Parallel Sn Cod&” Proc. PHYSOR 
2000, Pittsburgh, Pennsylvania, May 7-11,200O. 

12. A. HAGHIGHAT, G. E. SJODEN, “Significance of Adap- 
tive Differencing Formulations for Sn Methods in Void and 
Pure Absorber,” Proc. Inr. Conf. M&C ‘99, Madrid, Spain, 
September 27-October 1, 1999. 

13. J. C. WAGNER, A. HAGHIGHAT, “Automated Variance Re- 
duction of Monte Carlo Using the Discrete Ordinates Ad- 
joint Function,” Nucl. Sci. Eng., 128, 186 (1998). 

14. J. C. WAGNER, “Acceleration of Monte Carlo Shielding Cal- 
culations with an Automated Variance Reduction Technique 
and Parallel Processing,” PhD Thesis, Pennsylvania State Uni- 
versity (1997). 

1.5. J. C. WAGNER, A. HAGHIGHAT, ‘A’MCNP, AutomatedAd- 
joint Accelerated MCNP-User’s Manual,” Pennsylvania 
State University (Apr. 1997, revised Aug. 1998). 

16. W. A. RHOADES, D. B. SIMPSON, “The TORT Three- 
Dimensional Discrete Ordinates Neutron/Photon Transport 
Code,” ORNL/TM-11778, Oak Ridge National Lab. (1997). 

17. J. C. WAGNER, A. HAGHIGHAT, “Acceleration of Monte 
Carlo Reactor Cavity Dosimetry Calculations with the Dis- 
crete Ordinates Adjoint Function,” Proc. ConJ Reactor Do- 
simetry, Prague, Czech Republic, September 2-6, 1996, 
p. 754, World Scientific (1998). 

18. A. HAGHIGHAT, H. HIRUTA, B. PETROVIC, “Perfor- 
mance of A”MCNPTM for Calculation of 3-D Neutron Flux 
Distribution in a BWR Core Shroud,” Reactor Dosimetry, 
ASTM STP 1398, J. G. WILLIAMS, D. W. VEHAR, F. H. 
RUDDY, D. M. GILLIAM, Eds., American Society for Test- 
ing and Materials (2000). 

19. A. HAGHIGHAT, J. C. WAGNER, E. L. REDMOND II, S. 
ANTONE, “Performance of A3MCNP for Determination of 
Neutron and Gamma Dose on a Shipping Cask Surface,” sub- 
mitted for presentation at the Radiation and Protection Conf., 
Spokane, Washington, 2000. 

20. A. PATCHIMPATTAPONG, A. HAGHIGHAT, “Effective- 
ness of A’MCNP for a Purely Absorbing Medium with Void 
Region,” Trans. Am. Nucl. Sot., 81,257 (1999). 

5. Validation of Three-Dimensional Synthesis 
RPV Neutron Fluence Calculations Using WER- 
1000 Ex-Vessel Reference Dosimetry Results, 
G. Borodkin (Gosatomnadzor-Russia), B. Boehmer 
(FzR-Germany), invited 

According to Russian federal norms’ and the safety guide 
of the nuclear regulatory body of Russia,2 the maximum fast 
neutron fluence above 0.5 MeV at critical positions of the reac- 
tor pressure vessel (RPV) of VVER-type-reactors is used for 
Drediction of the RPV lifetime. For the comnutation of neutron 
huences in the RPV near the reactor core kidplane level, the 
three-dimensional (3-D) synthesis method based on two- and 
one-dimensional S, calculations may be acceptable but needs 
validation. The present validation analysis was carried out on 
the’ ba& df neutron transport calculations for a WER-1000 
model by means of the well-known codes DORT (R, 6% and R, Z 
geometry) and ANISN (R geometry) using the multigroup li- 


