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OOCORE is the name given by the out-of-core solver software code developed by the 
SCALAPACK group at The University of Tennessee at Knoxville. OOCORE has been 
included in the HPCMP TI benchmark suite since 2004. Its importance in the TI suite is 
twofold. First, OOCORE can be configured to perform by far the most disk I/O of any 
application code in the suite. Therefore, it is the best available application test of a platform’s 
disk I/O capabilities. Second, it serves as the kernel of the SWITCH code from Northrop-
Grumman Corporation, which is run by the Department of Defense (DoD) HPC users 
investigating electromagnetic signatures.  Including SWITCH in the TI benchmarks was 
desirable but impossible because SWITCH in its entirety is a classified code. However, the 
bulk of the cycles taken up by a typical SWITCH run are used by OOCORE, so OOCORE 
can act as a useful benchmarking surrogate for SWITCH. 
 
OOCORE is an out-of-core solver, meaning that it solves matrix equations too large for the 
core memory of a set of CPUs to contain. In lieu of core memory, it stores the matrix data in 
temporary files on the machine’s disk, hence its large amount of disk I/O. A single OOCORE 
input parameter allows the user to artificially restrict the amount of memory that can be used 
in storing the matrix. Thus, large disk I/O can be ensured when needed for testing purposes 
such as benchmarking. OOCORE can solve matrix equations by LU, QR, and Cholesky 
factorization. LU factorization is used in SWITCH, so it has been chosen for the TI suites as 
well.  The TI-05 suite contained two runs of OOCORE: a standard test case run that solved a 
matrix equation with 40,000 double complex unknowns and a large test case run with 69,000 
double complex unknowns. In both cases, the machines were restricted to storing in memory 
a relatively small maximum of 1.8 by 106

 matrix elements per processor. 
 
Figure 1 shows the performance of the most common DoD HPC platforms running the TI-05 
OOCORE large test case (69,000 double complex unknowns). The particular DoD machines 
representing the various platforms here are listed in Table 1. OOCORE was run on all the 
DoD MSRC HPC machines. In general, different machines of the same type behaved very 
similarly, as expected. Figure 1 clearly shows that OOCORE scales very well on most 
platforms. That is, increasing the number of processors by some factor cuts the run time by 
approximately that same factor. Scaling on the standard test case, not shown here, was even 
better. The only obvious exceptions to its good scaling appear in the Compaq machines, and, 
at very high processor numbers, the SGI Origin 3800 and the IBM POWER4+.  The SGI 
Origin 3800 and the IBM POWER4+ show diminishing returns from added processors at 
their highest processor numbers. For the SGI Origin 3800, a 1.5 increase in processor number 
from 256 CPUs to 384 cuts the run time by a factor of only 1.2. For the IBM POWER4+, a 
twofold increase from 1,024 processors to 2,048 cuts the run time by a factor of 1.25. One 
should note that DoD HPC users currently run their codes only very rarely above a few 
hundred processors. 
 
In the Compaq SC40 data, the overall scaling is relatively flat compared with the ideal case. 
The SC45 competes well with the other DoD platforms on most of the TI-05 codes. Its 
performance on OOCORE is, therefore, less than expected. The Compaq SC45 typically 



achieved about 330 MFLOPS/proc on the 40,000 unknowns case and about 425 
MFLOPS/proc with 69,000 unknowns. These floating-point operations per second (FLOP) 
rates are about 16 and 25%, respectively, of its theoretical peak rate. Several other platforms 
achieved rates of 25-35%  of peak. When running the 40,000 unknowns case at low processor 
counts, the Compaq SC45 was slower than the Compaq SC40, which has a very similar 
architecture but a slower clock. The Compaq SC45 data shown here were taken from 
ERDC’s Emerald machine. ASC’s SC45 HPC 10 ran even slower, taking 91,242 seconds to 
factor the matrix for the 69,000 unknowns case on 64 processors (150 MFLOPS/proc) and 
52,105 seconds on 128 processors (137 MFLOPS/proc). As is well known, the Compaq SCs 
are relatively limited in disk I/O speed compared with some other platforms. These results, 
then, probably reflect OOCORE’s intensity in disk I/O operations. Why OOCORE stresses 
the Compaq SC45 so much more than the Compaq SC40 is unknown, but this is possibly 
related to the Emerald machine’s disk configuration. 
 

Figure 1. OOCORE performance for TI-05. The dashed line is a guide to the eye, indicating 
perfect scaling of run time with number of processors. Specifically, perfect scaling is exhibited in 
any curve running parallel to the dashed line. 
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