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Abstract –Methodologies to calculate adjoint-based first-order-linear perturbation theory sensitivity co-
efficients with multigroup Monte Carlo methods are developed, implemented, and tested in this paper.
These techniques can quickly produce sensitivity coefficients for all nuclides and reaction types for each
region of a system model. Monte Carlo techniques have been developed to calculate the neutron flux
moments and/or angular fluxes necessary for the generation of the scattering terms of the sensitivity
coefficients.

The Tools for Sensitivity and Uncertainty Analysis Methodology Implementation in three dimensions
(TSUNAMI-3D) control module has been written for the Standardized Computer Analyses for Licensing
Evaluation (SCALE) code system implementing this methodology. TSUNAMI-3D performs automated
multigroup cross-section processing and then generates the forward and adjoint neutron fluxes with an
enhanced version of the KENO V.a Monte Carlo code that implements the flux moment and angular flux
calculational techniques. Sensitivity coefficients are generated with the newly developed Sensitivity Analy-
sis Module for SCALE (SAMS). Results generated with TSUNAMI-3D compare favorably with results
generated with direct perturbation techniques.

I. INTRODUCTION

The usefulness of sensitivity analysis techniques for
reactor safety applications has been demonstrated repeat-
edly over the last 30 yr. Application of sensitivity theory
has included assessing the impact of small deviations in
reactor parameters, as well as determining the effect of
nuclear data on the multiplication factor.1,2Recently, multi-
group sensitivity and uncertainty~S0U! techniques have
been used to determine the area of applicability~AOA! of
critical experiments.3,4This work requires groupwise sen-
sitivity coefficients for multiple reaction types for every
nuclide in each system included in the analysis. Two sen-
sitivity analysis sequences have been developed for the
Standardized Computer Analyses for Licensing Evalua-
tion~SCALE! code system.5The SEN1, a one-dimensional
~1-D! sensitivity analysis tool based on deterministic neu-
tron transport,6 was developed to test these newAOAtech-
niques. Once favorable results were demonstrated, the

SEN2 prototypic two-dimensional~2-D! sensitivity analy-
sis tool,6 also based on deterministic neutron transport,
was developed. Initial application of these codes3 to crit-
icality safety analyses demonstrated the potential benefit
that would be provided by implementing the S0U tech-
niques into a three-dimensional~3-D! Monte Carlo code,
which is the computational approach often needed to
model the geometric complexity important for accurate
prediction of the effective neutron multiplication factor
~keff ! for a system. The differential operator perturbation
options available in recent releases of the MCNP code7

could lend themselves to this type of analysis, but the
computational time would likely be prohibitive. This is
because the AOA techniques require a comparison of the
sensitivity coefficients for each of the systems under con-
sideration on an energy-dependent basis for multiple nu-
clear reaction types for each nuclide in each system.
Because of the large number of energy-dependent sensi-
tivity coefficients required by the AOA techniques, the
adjoint-based first-order-linear perturbation theory ap-
proach to sensitivity analysis was chosen as the solution
methodology.*E-mail: reardenb@ornl.gov
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Several sensitivity analysis codes have been written
that apply first-order-linear perturbation theory to
forward- and adjoint-flux solutions obtained with deter-
ministic neutron transport techniques. However, prior to
this work, this approach to sensitivity analysis had never
been applied to a production-level Monte Carlo code.
The calculation of the sensitivity coefficients, as imple-
mented in this methodology, requires the determination
of the forward and adjoint energy-dependent scalar neu-
tron fluxes as well as the moments of these fluxes. Pre-
viously, no methodology existed for the generation of
the moments of the neutron flux with Monte Carlo tech-
niques. The flux moments are necessary for the compu-
tation of the group-to-group transfer components of the
sensitivity coefficients. In Sec. II of this paper, two new
techniques for the generation of flux moments with Monte
Carlo techniques are presented. Section II also presents
the techniques for the generation of sensitivity coeffi-
cients. Section III presents the implementation of this
methodology into the SCALE code system. Section IV
contains verification cases and sample calculations. These
descriptions demonstrate the consistency of results gen-
erated with the SCALE sensitivity analysis sequence and
those generated through direct perturbation techniques.
Finally, Sec. V presents conclusions drawn from this work
and recommends further enhancements to improve upon
this work.

II. METHODS

The application of first-order-linear perturbation
theory to Monte Carlo techniques is presented in this
section. The most complex component of this implemen-
tation is the calculation of the group-to-group transfer
terms. Because the transfer~or scattering! cross sections
are stored in a Legendre expansion, the neutron fluxes
must be calculated in terms of the flux moments. In three
dimensions, this requires a spherical harmonics expan-
sion of the neutron flux. Geometrical configurations typ-
ically used in Monte Carlo analyses are not well suited
for the classical approach to the calculation of neutron
flux moments as is commonly used in deterministic neu-
tron transport codes. Monte Carlo models for criticality
safety often involve large geometric regions and multi-
ple use of the same region in arrays.

A new approach to compute flux moments using co-
ordinate transformations to calculate the spherical har-
monics components of the flux solution using Monte
Carlo methods is presented in Sec. II.A. The use of a
coordinate transformation to calculate an angular flux
solution with Monte Carlo methods, and then compute
the flux moments though a spherical harmonics expan-
sion, is presented in Sec. II.B. Reviews of techniques
applied later in this paper to generate sensitivity coeffi-
cients from the flux moments and the cross-section data
are presented in Secs. II.C and II.D.

II.A. Calculation of Flux Moments with
Monte Carlo Techniques

Deterministic neutron transport codes calculate the
moments of the forward and adjoint fluxes for each re-
gion on a fixed spatial and energy mesh through a series
expansion using spherical harmonics. With some modi-
fications, this methodology can be applied to the calcu-
lation of flux moments with Monte Carlo methods. Based
on an angular flux solution obtained over a discrete an-
gular quadrature, thej ’th real valued flux moment for
energy groupg and regionzcan be calculated as follows8:

Isg, z
j 5 (

n51

N

wn Rn
j fg, z

n , ~1!

where

fg, z
n 5 neutron flux in regionz, for directionn and

energy groupg

wn 5 weight function for directionn

Rn
j 5 real-valued spherical harmonics function for

moment indexj and quadrature directionn

N 5 number of directions in the angular quadra-
ture set.

Using the track length estimator method in a Monte
Carlo calculation, the groupwise scalar flux within a sin-
gle region for a single generation of particles is calcu-
lated as9,10

fg, z 5

(
k51

K

Wk, zlk, z

Vz (
k51

K

Wk,0

, ~2!

where

lk,z 5 distance traversed by particlek while within
regionz and energy groupg

Wk,z 5 weight of particlek while traversing regionz

Vz 5 volume of regionz

Wk,0 5 initial weight of particlek

K 5 total number of histories in the generation.

New techniques have been developed to calculate
flux moments via Monte Carlo methods. The flux mo-
ments are tallied in a method similar to that used to cal-
culate the scalar flux, with only one additional term.
Through this technique, each tally is treated in a similar
manner to each solution direction in discrete ordinates
techniques. Each flux moment is calculated as
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Efg, z
j 5
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k51

K

Wk,0

, ~3!

whereRk
j is the real-valued spherical harmonics function

for moment indexj corresponding to the direction of
particlek.

In Eq. ~3! the real-valued spherical harmonics func-
tions are calculated for each history using a transformed
coordinate system such that the moments are based on a
polar rather than Cartesian position vector. This is a 3-D
extension of the 1-D method for calculating the flux mo-
ments in terms of Legendre polynomials based only onm,
the direction cosine with respect to the spatial coordinate.

This coordinate transform is illustrated in Fig. 1.
Here, Zi, Zj, and Zk represent the directional coordinate sys-
tem axes;m, h, and j represent the direction cosines;
andu andr represent the polar and azimuthal angles of
the “normal” coordinate system. The same symbols
“primed” represent the transformed coordinate system.
Here, the transformed polar orZk' axis is colinear with
the position vector ?rc directed from the center of the
region for which moments are desired to the point at

which the flux tally occurs. By using the center of the
region as a reference point, consistency of the moment
calculation is assured with differing models of the same
system. TheZi ' and Zj ' axes are chosen to form an orthog-
onal coordinate system withZi ' held in the plane formed
by Zi and Zj. The use of constraints other than the restric-
tion of Zi ' to this plane may be explored in future studies.
If an additional constraint is not placed on eitherZi ' or Zj ' ,
the transform would be able to rotate aboutZk' , and the
consistency of consecutive transformations of the same
direction could not be assured. With the transform com-
puted, the position and direction of travel of the particle
remain unchanged, but the spherical harmonics terms
are calculated using the transformed coordinate system.
With the direction cosines consistently transformed for
each history, the new polar and azimuthal angles can be
computed, and the spherical harmonics functions can be
calculated for each history. The flux moments can then
be tallied as shown in Eq.~3!.

Although this methodology produces accurate solu-
tions, the computational cost is high. Each time a parti-
cle’s contribution to the flux is tallied, the angular
transformations and the spherical harmonics compo-
nents must be calculated.

II.B. Calculation of Angular Fluxes with
Monte Carlo Techniques

In order to improve the efficiency of the calculation,
an alternative technique was devised such that the angu-
lar flux is tallied within the Monte Carlo code. These
angular fluxes are stored, and after the Monte Carlo cal-
culation is complete, a spherical harmonics expansion of
this solution is performed to obtain the flux moments.
The method for the calculation of the scalar flux as pre-
sented in Eq.~2! is easily modified to calculate the group-
wise angular flux in a region as

fg, z
n 5

(
k51

K

Wk, zlk, z, n

Vz (
k51

K

Wk,0

, ~4!

wherelk,z,n is the distance traversed by particlek while
within regionzand energy groupg within the quadrature
directionn.

In Eq. ~4! the direction of travel for each history is
calculated in reference to the same transformed coordi-
nate system as presented in the previous section and
shown in Fig. 1. The use of this technique for the calcu-
lation of the flux moments provides a significant im-
provement in the computational efficiency over the
previously described method of calculating the flux mo-
ments directly in the Monte Carlo code. Although the
coordinate transform must still be performed for each
flux tally, the spherical harmonics components no longer
have to be repetitively calculated. Instead, the direction

Fig. 1. Coordinate system transform for spherical harmon-
ics expansion.
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of travel must be checked for storage in the proper quad-
rature direction. Any of a wide variety of angular quad-
rature sets could be used to produce the angular fluxes
using this methodology. An example application of this
methodology is presented in Sec. III.A.

II.C. Explicit Sensitivity
Coefficient Generation

Using the foregoing methodologies to calculate the
flux moments for the forward and adjoint solutions, the
flux information necessary to compute the sensitivities
of keff to the cross-section data using multigroup Monte
Carlo methods is available. The same problem-dependent
cross-section set used to generate the Monte Carlo solu-
tion is also used for the generation of the sensitivity
coefficients. A review of methods used to generate the
sensitivity coefficients is presented in this section. This
methodology is identical to that used in the FORSS code
system11 for fast reactor applications, with the addition
of the sensitivity ofkeff to the fission energy spectrum6

~x!. The sensitivity coefficients produced with these tech-
niques give the sensitivity of the computedkeff to a
particular groupwise cross-section data component, the
so-called explicit sensitivity coefficients.12

In operator notation, the eigenvalue-neutron-transport
equation can be expressed as

Af 5
1

k
Bf , ~5!

where

f 5 neutron flux

k 5 keff, the largest of the eigenvalues

A 5 operator that represents all of the transport equa-
tion except for the fission term

B 5 operator that represents the fission term of the
transport equation.

The adjoint form of the transport equation can be
expressed as

A†f† 5
1

k
B†f† . ~6!

In the adjoint equation, the adjoint fluxf† has a special
physical significance as the “importance” of the parti-
cles within the system.

Using linear perturbation theory, one may show that
the relative change ink due to a small perturbation in a
macroscopic cross sectionS of the transport operator at
some point in phase-space?r can be expressed as

Sk,S~ ?r ! [
S~ ?r !

k

]k

]S~ ?r !

5 2
S~ ?r !

k

Kf†~ ;j!S ]A@S~ ;j!#

]S~ ?r !
2

1

k

]B@S~ ;j!#

]S~ ?r !
Df~ ;j!L

Kf†~ ;j!
1

k2 B@S~ ;j!#f~ ;j!L ,

~7!

where ;j is the phase-space vector and the brackets in-
dicate integration over space, direction, and energy
variables.

Thek sensitivity for individual cross sections can be
obtained from Eq.~7! using the discrete ordinates form
of the transport equation. In doing so, the phase-space
vector Nj has been replaced by indices representing dis-
cretization in space, energy, and angle. It has been dem-
onstrated in Ref. 12 that sensitivity coefficients for
reactionx, isotopei , energy groupg, and computational
regionz can be represented as

Sk,Sx,g, z
i 5

T1,x, g, z
i 1 T2,g, z

i 1 T3,x, g, z
i

D
, ~8!

where the denominatorD is expressed as

D 5
1

k (
i51

I

(
z51

R

Vz (
g51

G

~ Tng, z
i Sf, g, z

i fg, z! (
g'51

G

~xg', z
i ,fg', z

† ! ,

~9!

where

xg', z
i 5 average fraction of fission neutrons emitted

into energy groupg' from fission of iso-
tope i in regionz

Tng, z
i 5 average number of fission neutrons emitted

from fission of isotopei in regionz in en-
ergy groupg

Sf, g, z
i 5 macroscopic cross section for fission of iso-

tope i in regionz and energy groupg

I 5 number of isotopes in the system model

R 5 number of computational regions in the sys-
tem model

G 5 number of neutron energy groups in the sys-
tem model.

Energy-integrated coefficients are obtained by summing
the groupwise coefficients over all energy groups. TheT
terms of Eq.~8! represent the transport processes for
neutron loss, fission production, and scattering to the
group of interest inT1, T2, andT3, respectively. The first
term is expressed as

T1,x, g, z
i 5 2Sx, g, z

i Vz (
j50

NMOM

~2, 1 1! Efg, z
†j Efg, z

j , ~10!
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where

Sx, g, z
i 5 macroscopic cross section for some reac-

tion x, of isotopei , energy groupg, in
regionz

, 5 Legendre order that corresponds to the
j ’th real-valued flux moment

Efg, z
†j 5 j ’th component real-valued adjoint flux

moment for energy groupg, and regionz

NMOM 5 total number of real-valued flux mo-
ments corresponding to the desired Le-
gendre order of expansion.

The second and third terms can be expressed as

T2,g, z
i 5

1

k
Vz Tng, z

i Sf, g, z
i fg, z (

g'51

G

fg', z
† xg', z ~11!

and

T3,x, g, z
i 5 (

j50

NMOM

Vz (
g'51

G

Efg', z
†j Efg, z

j Sx, g'rg, z
,, i , ~12!

whereSx, grg', z
,, i is the,’th moment of the transfer cross

section for reactionx of isotopei , from energy groupg'

to energy groupg in regionz.
For specific reactions, not all of theT terms defined

above are needed to calculate the sensitivity coefficient.
The application of Eq.~8! for each type of reaction is
outlined as follows:

1. Capture reaction sensitivity (nonfission, nonscat-
tering): Only the T1,x, g, z

i term is used for this class of
reactions whereSx, g, z

i is the absorption cross section of
interest@~n,g!, ~n,a!, ~n, p!, etc.# .

2. Fission reaction sensitivity: The fission reaction
requiresT1,x, g, z

i andT2,g, z
i , whereSx, g, z

i in the definition
of T1,x, g, z

i is the fission cross section.

3. Tn sensitivity: The Tn reaction only requiresT2,g, z
i .

4. x sensitivity: Thex reaction only requiresT2,g, z
i ,

with thex andnSf terms interchanged.

5. Scattering reaction sensitivity: All scattering re-
actions@elastic, inelastic, and~n,2n! reactions# require
T1,x, g, z

i and T3,x, g, z
i , where Sx, g, z

i in the definition of
T1,x, g, z

i is the scattering cross section andSx, g'rg, k
,, i in the

definition of T3,x, g, z
i is a component of the group-to-

group scattering matrix for the,’th scattering moment of
reactionx.

6. Total reaction sensitivity: The total reaction re-
quiresT1,x, g, z

i , T2,g, z
i , andT3,x, g, z

i . Here,Sx, g, z
i in the def-

inition of T1,x, g, z
i is the total cross section, andSx, g'rg, k

,, i

in the definition ofT3,x, g, z
i is a component of the group-

to-group scattering matrix for the,’th scattering mo-
ment. For nonfissionable isotopes,T2,g, z

i will be zero.

II.D. Implicit Sensitivity
Coefficient Generation

The methodology to calculate the sensitivity coeffi-
cients, as presented in Sec. II.C, was developed for fast
reactor applications in which the effect of resonance self-
shielding in the multigroup cross-section data is mini-
mal. To provide an accurate estimation for systems in
which resonance self-shielding is important, the sensi-
tivity coefficients as computed in Eq.~8! require addi-
tional terms to account for the first-order implicit effect
of perturbations in the material number densities or nu-
clear data upon the shielded groupwise macroscopic cross-
section data. This section reviews techniques developed
in Ref. 12 that are applied later in this paper.

The sensitivity of the cross-section data to the input
data in turn affects thekeff sensitivities. The implicit por-
tion of the sensitivity coefficient, the sensitivity of the
groupwise data to the input quantities, is defined as

SSx,g,vi
5

vi

Sx, g

]Sx, g

]vi

, ~13!

wherevi is some input quantity. Thevi term could rep-
resent the number density of a particular material, a cer-
tain nuclear data component, or a physical dimension of
a system. For the sensitivity coefficients desired, which
are the sensitivities ofkeff to the groupwise cross-section
data, the effect onkeff of perturbing one cross section
that affects the resonance-shielded values of all cross
sections is the desired result. Ifvi is a certain cross-
section data component for processy of nuclide j in en-
ergy grouph expressed asSy, h

j , which is sensitive to
perturbations in processx in energy groupg for nuclide
i expressed asSx, g

i , the complete sensitivity ofkeff due to
perturbations ofSx, g

i can be defined using the chain rule
for derivatives as

~Sk,Sx,g
i !total 5

Sx, g
i

k

dk

dSx, g
i 5

Sx, g
i

k

]k

]Sx, g
i

1 (
j
(
h

Sy, h
j

k

]k

]Sy, h
j 3

Sx, g
i

Sy, h
j

]Sy, h
j

]Sx, g
i

5 Sk,Sx,g
i 1 (

j
(
h

Sk,Sy,h
j SSy,h

j ,Sx,g
i , ~14!

where the sensitivity coefficients with respect tokeff are
the explicit components as computed in Eq.~8!, with
the region subscriptz omitted, andj and h are varied
to include all processes that are influenced by the value
of Sx, g

i .

III. IMPLEMENTATION

The methodologies presented in Sec. II of this paper
have been implemented into the SCALE code system.
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Before detailing this implementation, overviews of cur-
rent criticality safety analysis capabilities in SCALE, on
which the sensitivity analysis tools are based, are pre-
sented for the convenience of the reader and to establish
a common terminology. A criticality safety analysis with
SCALE is performed through an automated execution of
a series of computational codes from a single user-
defined input. Version 5 of SCALE, SCALE 5, which is
under development at this time, has been updated to
FORTRAN-90 from the FORTRAN-77 coding of the pre-
vious version of SCALE, SCALE 4.4.a. For the first
time, SCALE is capable of processing current ENDF0B-
VI data-file formats. The individual computational codes
in SCALE are referred to as modules. SCALE modules
can be of two types: functional and control. A functional
module is an individual code that performs a specific
computation. A control module guides a computational
sequence of a series of functional modules and generates
input specific to the individual modules that it executes
from a single user-defined sequence input. A control mod-
ule may be able to perform several different computa-
tional sequences, using different functional modules as
needed for the type of analysis requested by the user. The
Criticality Safety Analysis Sequence~CSAS! control mod-
ule guides criticality safety analyses in SCALE. Several
computational sequences are available within CSAS, but
only those relevant to this work are described here.

A CSAS analysis sequence begins with the process-
ing of user-defined materials with the Material Input Pro-
cessor Library ~MIPLIB!. MIPLIB prepares a problem-
dependent cross-section data library and generates input
for the resonance self-shielding codes. Multigroup reso-
nance self-shielding calculations are performed with the
BONAMI code in the unresolved resonance region and
with the NITAWL-III code in the resolved resonance
region. The resonance self-shielding calculations are
performed in a user-defined unit-cell geometry for the
nuclides present in the problem-dependent cross-section
data library. NITAWL-III produces an AMPX working-
formatted cross-section data13 library in the energy group
structure requested by the user. The working library is
used in a neutron transport code to perform the critical-
ity calculation. Two multigroup 3-D Monte Carlo neu-

tron transport codes are available in SCALE 5. KENO V.a
is a well-established and widely used code that requires
geometrical models to consist of primitive bodies, such as
cuboids, cylinders, and spheres. KENO-VI is a general-
ized geometry Monte Carlo code that allows the geomet-
rical model to consist of arbitrarily shaped bodies. Both
versions of KENO computekeff and scalar neutron fluxes,
and both operate in forward and adjoint modes. The
CSAS25 analysis sequence performs automated critical-
ity safety analyses with KENO V.a. Alternatively, a 1-D
deterministic neutron transport calculation can be con-
ductedwithXSDRNPMin theCSAS1Xanalysissequence.
A summary of the SCALE 5 analysis sequences relevant
to this work is given in Table I. Brief descriptions of the
relevant functional models are given in Table II.

Because it analytically calculates the volumes of user-
defined material regions and is more widely used than
KENO-VI, KENO V.a was selected for the initial imple-
mentation of the sensitivity analysis methodology. First,
the methods already present in KENO V.a for the gener-
ation of the adjoint flux were tested. Next, the capabili-
ties to calculate the flux moments and angular fluxes
were added to KENO V.a. Modifications to calculate the
implicit sensitivity coefficient terms were made to the
resonance self-shielding codes. A new functional mod-
ule, the Sensitivity Analysis Module for SCALE ~SAMS!,
was designed to use the forward and adjoint fluxes and
the region volume data from KENO V.a along with the
problem-dependent cross-section data and the implicit
sensitivity coefficient terms to produce the desired sen-
sitivity coefficients. Finally, a new SCALE control mod-
ule Tools for Sensitivity and Uncertainty Analysis
Methodology Implementation in three dimensions
~TSUNAMI-3D! was written to perform all steps of the
sensitivity calculation in an automated and user-friendly
fashion, consistent with the SCALE philosophy.

III.A. Modifications to KENO V.a

Before modifying KENO V.a, investigations were
performed to assess the performance of its adjoint solu-
tion option. It was noted that for certain classes of prob-
lems, particularly fast systems, it was necessary to

TABLE I

Relevant Control Sequences in SCALE 5

Control Sequence Material Input Functional Modules Executed by the Control Sequence

CSAS1X MIPLIB BONAMI NITAWL-III XSDRNPM
CSAS25 MIPLIB BONAMI NITAWL-III KENO V.a
TSUNAMI-3D-K5N MIPLIB BONAMI NITAWL-III KENO V.a

Adjoint
KENO V.a
Forward

SAMS

TSUNAMI-3D-K5 MIPLIB 0SENLIB BONAMIST NITAWLST KENO V.a
Adjoint

KENO V.a
Forward

SAMS
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significantly increase the number of histories per gener-
ation to prevent all histories from being terminated by
Russian roulette before they produced a new set of fis-
sion points for the next generation. If no fission points
are created by a generation of particles, the code prints
an error message and ceases execution. For example, in
an adjoint calculation of the GODIVAexperiment,14 which
consists of a bare sphere of highly enriched uranium
metal, the number of histories per generation must be set
to at least 15 000 to ensure that some fission points are
created in each generation. In moderated systems, the
number of histories per generation typically is several
hundred to a few thousand. Methods for biasing the ad-
joint solution to obtain better performance have been

investigated; at this point, however, these methods have
not been implemented.

The calculation of the flux moments required the
calculation of the center of the fuel regions in KENO V.a
to establish a reference point for the transformed coor-
dinate system as discussed in Sec. II.A. A methodology
was developed to analytically determine the center of
the fueled regions from the geometry description. This
methodology is equivalent to a center-of-mass calcula-
tion with a uniform density for fissile materials and a
zero density for all other materials. Other options are
available for the user to input the desired center refer-
ence point from which the flux moments are calculated.
The ability to specify a region-dependent reference point
for the flux moment calculations is especially useful for
systems with loosely coupled individual components,
where the moments calculated in reference to the center
of the entire system do not accurately represent the mo-
ments of each component.

New routines were written to perform the coordi-
nate transform and calculate the spherical harmonics func-
tions or angular quadrature direction for each history.
Depending on whether the user desires flux moments
and0or angular fluxes, calls to these routines are made at
each point where a flux tally occurs. To ensure that the
angular-dependent tallies are precise, the tallies are made
at five points along the particle’s track since the last
tally. The multiple-tally procedure is necessary because
the angle between the direction of travel and the position
vector, measured relative to the center of the fueled re-
gions, can change significantly over the length of a given
track. The use of five tally points was arrived at through
an interactive process to optimize the results. For adjoint
problems, the fluxes are determined for the reflected an-
gle from the direction of travel. An input parameter was
added to allow the selection of the Legendre order through
which the flux moments are calculated. This parameter
does not affect the scattering order used by KENO V.a in
the calculation of collisions. A separate parameter was
also added to select the order of the quadrature set for
the angular flux calculations.

The flux moment calculations are conducted as shown
in Sec. II.A. The angular flux calculations, described in
Sec. II.B, are more complex. For this implementation,
symmetric-level-quadrature sets are used for consis-
tency with deterministicSn codes.15 The quadrature di-
rection in which the particle is traveling is determined
by comparing the direction cosines of the particle, in the
transformed coordinate system, against the range of a
given quadrature direction.

Because the particles’ directions are assigned from a
continuum, a methodology was devised to determine the
quadrature direction in which the particle is traveling.
Through this methodology, the quadrature direction is
assigned based on the proximity of a particle’s direction
of travel to a discrete angle in the quadrature set. To
ensure that a given particle can only be assigned to one

TABLE II

Relevant Functional Modules in SCALE 5

Functional
Module Brief Description

BONAMI Existing SCALE functional module that per-
forms resonance self-shielding calcula-
tions in the unresolved resonance region.

BONAMIST New enhanced version of BONAMI that
performs resonance self-shielding calcula-
tions in the unresolved resonance region
and generates the sensitivities of the self-
shielded groupwise cross sections to the
input data.

NITAWL-III Existing SCALE functional module that per-
forms resonance self-shielding calcula-
tions in the resolved resonance regions.Able
to process ENDF0B-VI cross-section data
files.

NITAWLST New enhanced version of NITAWL-II that
performs resonance self-shielding calcula-
tions in the resolved resonance region and
generates the sensitivities of the self-
shielded groupwise cross sections to the
input data.

XSDRNPM Existing 1-D deterministic neutron trans-
port code that operates as a functional mod-
ule within SCALE.

KENO V.a Existing 3-D Monte Carlo neutron trans-
port code that operates as a functional mod-
ule within SCALE. Flux moment and
angular flux calculational techniques were
added to KENO V.a as part of this current
research.

SAMS New SCALE functional module that gen-
erates the sensitivity ofkeff computed by a
neutron transport code to the cross-section
data used in the transport calculation.
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region, the solid angles representingd ZV are assigned
such that they sweep out equal volumes of a unit sphere
without overlapping. The octant in which the particle is
traveling is determined first, and then the region within
that octant is determined based on the order of the quad-
rature set.

As an illustration of this technique, an example for
anS4 quadrature set is presented. For angular flux calcu-
lations, the directional space is divided into octants, which
are sequenced for consistency with deterministicSn codes
as shown in Table III. Here,m, h, andj take on their
ordinary meanings as direction cosines with thex, y, and
z axes, respectively.

A sketch of the symmetric level quadrature for the
S4 set for the first octant is shown in Fig. 2. In determin-
istic neutron transport, the solution would be computed
for directions corresponding to the labels 1, 2, and 3.
However, in Monte Carlo transport, the particles can
travel in any direction, not just discrete directions. The
particle must be tallied in the quadrature direction cor-
responding to the particle’s direction of travel. The se-
lection of the quadrature direction is illustrated by the
hatched surfaces shown in Fig. 3. A particle will be
counted in the first subregion if itsj value is greater than
j2, shown as the horizontally hatched surface in Fig. 3.
A particle will be counted in the second subregion if its
j value is less thanj2 and itsm value is greater thanm2,
shown as the vertically hatched surface in Fig. 3. A par-
ticle will be counted in the third subregion if itsj value
is less thanj2 and itsm value is less thanm2, shown as
the diagonally hatched surface in Fig. 3. The values of
m2 and j2 are chosen such that the solid angles with
surfaces corresponding to each of the hatched surfaces
sweep out equal volumes of a unit sphere. Because the
scalar flux tally is divided among all of the angles in the
quadrature set, a weight of 1.0 is assigned to each direc-
tion. With this weight, the scalar flux can be recon-
structed by simply adding the fluxes from each angular
flux direction. Using the techniques defined in theS4
quadrature set example, angular flux calculation tech-
niques have been implemented for even-numbered quad-
rature sets up toS16.

III.B. Calculation of Implicit
Sensitivity Coefficients

The calculations of the implicit components of the
sensitivity coefficients are performed by enhanced
versions of the resonance processing codes, as well as
enhanced routines in MIPLIB. To simplify the generation

TABLE III

Sequencing of Octants for Angular Flux Calculations

Octant Index Sign ofm Sign ofh Sign ofj

1 1 1 1
2 1 2 1
3 2 2 1
4 2 1 1
5 1 1 2
6 1 2 2
7 2 2 2
8 2 1 2

Fig. 2. Symmetric levelS4 quadrature arrangement for the
first octant.

Fig. 3. Surfaces corresponding to each direction in octant
one forS4 quadrature set.
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of the required implicit sensitivities, the GRESS auto-
matic differentiation program16 was used to process the
appropriate source code such that the enhanced versions
of the codes compute the same quantities as the standard
codes as well as the sensitivities of these quantities to the
input data. Because GRESS is limited to processing only
FORTRAN-77 coding, and SCALE 5 is programmed in
FORTRAN-90, versions of the necessary codes from
SCALE 4.4.a, which is programmed in FORTRAN-77,
were used for this exercise. Where possible, any new
capabilities in SCALE 5 were added to the SCALE 4.4.a
codes. One important omission is that NITAWL-III from
SCALE 5 can process multipole formatted resolved res-
onance parameters from ENDF0B-VI data, but
NITAWL-II from SCALE 4.4.a does not have this capa-
bility. Thus, the implicit sensitivity coefficients can only
be generated from ENDF0B-V and earlier cross-section
data.

The Dancoff factors necessary for the resonance self-
shielding calculations are computed by MIPLIB and
passed as input to BONAMI and NITAWL-III. Lumped
moderator scattering cross sections are also computed
by MIPLIB and passed as input to NITAWL-III. GRESS
was used to process the appropriate MIPLIB routines
to generate the sensitivity of the Dancoff factors and
lumped moderator scattering cross sections to the
input material number densities. The GRESS-enhanced
MIPLIB routines are called SENLIB. The GRESS-
enhanced versions of BONAMI and NITAWL-II have
been named BONAMIST and NITAWLST, respectively.
For BONAMIST, the sensitivities of the shielded group-
wise cross sections in the unresolved resonance region
are computed with respect to the input material number
densities and the Dancoff factors for each material re-
gion. NITAWLST computes the sensitivity of the group-
wise shielded cross sections in the resolved resonance
region to the scattering cross section of the lumped mod-
erators and the Dancoff factors for each nuclide. The
sensitivities are stored on formatted file output by each
code. The resonance self-shielded cross-section data li-
brary produced by the GRESS-enhanced codes is iden-
tical to one that would have been produced by the
corresponding nonenhanced codes.

III.C. Sensitivity Analysis Module
for SCALE (SAMS)

The SAMS module was designed to execute under
the SCALE driver in conjunction with the other func-
tional modules of the SCALE code system. SAMS uses
either the flux moments or angular fluxes generated from
the enhanced version of KENO V.a along with the
problem-dependent cross-section data file to produce the
explicit sensitivity coefficients using the methodology
presented in Sec. II.C. The number of particle histories
or generations from the Monte Carlo calculations is only
used for statistical uncertainty analyses, and different

numbers of histories are permitted in the forward and
adjoint cases. SAMS automatically checks for available
data in the cross-section data file and prepares a list of
sensitivity coefficients that can be calculated for each
nuclide. SAMS then calculates the sensitivity coeffi-
cients and their associated Monte Carlo uncertainties for
each nuclide for each region containing that nuclide on a
groupwise basis. Once all of the groupwise sensitivity
coefficients have been calculated, they are summed to
produce energy- and region-integrated sensitivity coef-
ficients and their associated Monte Carlo uncertainties.

Subsequent to the computation of the explicit por-
tion of the sensitivity coefficients, data from SENLIB,
BONAMIST, and NITAWLST are used to compute the
implicit portion of the sensitivity coefficients. This im-
plementation of the implicit sensitivity coefficients is
more general than that presented in the example calcu-
lation of Ref. 12, as it allows for the assessment of the
implicit components for all reactions due to interaction
with all nuclides. Because the sensitivity of a response to
a material number density is equivalent to the sensitivity
of the same response to the corresponding total macro-
scopic cross section, the computation of the implicit sen-
sitivity coefficients can be based on the sensitivity to the
input material number densities. The implicit effect of
the number densities onkeff must be accounted for from
several sources. One source is the effect of the number
densities’ input to BONAMIST on the shielded cross
sections in the unresolved resonance region. For this case,
the implicit sensitivity ofkeff to the total cross section of
nuclide i is
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wherej andy are varied to include all processes that are
sensitive toNi , the number density of thei ’th nuclide.
Additionally, the energy group for the implicit sensitiv-
ity g is varied over all energies. The sensitivity of the
total macroscopic cross section to the groupwise macro-
scopic total cross sectionSST

i ,ST,g
i is simply 1.0. For data

computed by SENLIB and input to BONAMIST and
NITAWLST, an additional term is necessary to account
for the sensitivity of the SENLIB parameter, denoted
vm. The chain rule for derivatives can again be used to
propagate this sensitivity to akeff sensitivity. The im-
plicit sensitivity ofkeff to the input number densities, in
this case, is
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wherem is varied to include all SENLIB-computed pa-
rameters that use the material number densities in their
calculation and are input to BONAMIST and NITAWLST.

The calculation of the implicit sensitivity of a total
cross-section component in the unresolved resonance re-
gion requires the sum of the implicit quantities com-
puted in Eqs.~15! and~16! with vm varied to include the
Dancoff factor for each zone used in the BONAMIST
calculation. The calculation of the implicit sensitivity of
a total cross-section component in the resolved reso-
nance region requires only the use of Eq.~16! with vm

varied to include the Dancoff factor as well as the lumped
scattering parameters for each material input to
NITAWLST. Because a single implicit sensitivity de-
pends on numerous other sensitivities, a particular im-
plicit sensitivity can have contributions from both the
resolved and unresolved resonance regions. Thus, all
sensitivity data computed from SENLIB, BONAMIST,
and NITAWLST must be checked for contributions to
the implicit sensitivity of interest.

To compute the implicit portion of sensitivity coef-
ficients for reactionsx other than total, an additional
term must be employed. With the implicit sensitivity of
keff to the total cross section computed, the chain rule for
derivatives is again applied to propagate the sensitivity
of keff to the total cross section to the sensitivity ofkeff

to some other process. This is accomplished using the
sensitivity of the total cross section to the particular
processes, computed from the unshielded cross-section
data as

~Sk,Sx,g
i !implicit 5 SST, g
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With the implicit sensitivities properly computed,
the complete sensitivity coefficient by group can be com-
puted as the sum of the explicit and implicit terms as

~Sk,Sx,g
i !total 5 ~Sk,Sx,g

i !explicit 1 ~Sk,Sx,g
i !implicit . ~18!

The Monte Carlo uncertainties in the forward and
adjoint flux solutions and the value ofkeff are propagated
to the final sensitivity results using standard error prop-
agation techniques.17 The forward and adjoint fluxes are
treated as uncorrelated to each other. Also, the group-
wise values of each flux solution are treated as uncorre-
lated. The flux moments within each group are treated as
fully correlated. Although this method provides an ade-
quate assessment of the statistical uncertainty in the sen-
sitivity coefficients, a more robust technique may be
implemented in subsequent revisions.

The sensitivity coefficients and their associated Monte
Carlo uncertainties integrated over energy and region for
every nuclide and reaction are written to an output file.
A data file containing the groupwise sensitivity data for
every nuclide and reaction is also produced for use in
subsequent postprocessing or plotting.

Furthermore, SAMS can use cross-section–
covariance data files to propagate the uncertainties in
the cross-section data to an uncertainty in the computed
keff value of the system analyzed. An explanation of the
cross-section–covariance data file and a theoretical de-
velopment of this uncertainty propagation are given in a
companion paper.4

III.D. TSUNAMI-3D SCALE Control Module

The TSUNAMI-3D control module for SCALE was
designed to allow automated use of the 3-D sensitivity
techniques with Monte Carlo methods. Two analysis se-
quences developed within the TSUNAMI-3D control
module, TSUNAMI-3D-K5N and TSUNAMI-3D-K5, are
described here. The available analysis sequences are de-
tailed in Table I. The relevant functional modules are
described in Table II. The TSUNAMI-3D-K5N analysis
sequence performs Monte Carlo calculations using the
enhanced version of KENO V.a and then calculates sen-
sitivity data with the SAMS module. TSUNAMI-3D-
K5N performs resonance self-shielding calculations with
the standard BONAMI and NITAWL-III codes currently
under development for SCALE 5. The TSUNAMI-3D-
K5N analysis sequence allows the use of ENDF0B-VI
cross-section data but does not calculate the implicit terms
ofthesensitivitycoefficients.TheTSUNAMI-3D-K5analy-
sis sequence computes the implicit portion of the sensi-
tivity coefficients by replacing some routines from
MIPLIB with corresponding routines from SENLIB,
BONAMI with BONAMIST, and NITAWL-III with
NITAWLST. The same unit-cell types available with
CSAS25 are available in TSUNAMI-3D-K5N and
TSUNAMI-3D-K5. In addition to the usual problem-
dependent cross-section data library, the master sensitiv-
ity library is produced by NITAWL-III or NITAWLST.
This library contains additional reaction-dependent
scattering data not available in the commonly used
working-format library. After the chosen resonance
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processing is completed, the TSUNAMI-3D control mod-
ule then executes an adjoint criticality calculation with
the enhanced version of KENO V.a, which calculates the
angular fluxes or flux moments, and stores these data in
a binary data file. Subsequent to the adjoint calculation,
TSUNAMI-3D executes the corresponding forward cal-
culation with KENO V.a and stores the required data in a
separate binary data file. After generating the required
data files, TSUNAMI-3D executes the SAMS module to
produce the sensitivity coefficients. A flow diagram of
the TSUNAMI-3D-K5N and TSUNAMI-3D-K5 analy-
sis sequences is shown in Fig. 4.

For the convenience of the user, the TSUNAMI-3D-
K5N and TSUNAMI-3D-K5 analysis sequences were de-
signed to use input very similar to CSAS25. In fact, if
the default parameters for the adjoint calculation and
sensitivity coefficient generation are acceptable, the re-
quired input is exactly the same as that required by
CSAS25. Several new optional input parameters have
been added for the flux moment and angular flux calcu-
lations, the adjoint calculation, and the execution of the
SAMS module. These will be described in detail with
the code documentation and user’s guide, which will be
issued with SCALE 5.

Fig. 4. Flow diagram for the TSUNAMI-3D SCALE control module.
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IV. SAMPLE CALCULATIONS

Sensitivity results calculated with TSUNAMI-3D
have been verified by comparison with sensitivity re-
sults generated by direct perturbation of the input
quantities. For each input quantity examined by direct
perturbation, thekeff of the system was computed first
with the nominal values of the input quantities, then with
a selected input value increased by a certain percentage,
and then with the value decreased by the same percent-
age. The direct perturbation sensitivity coefficient ofkeff

to some input valuea is computed as

Sk,a 5
a

k
3

dk

da
5

a

k
3

ka1 2 ka2

a1 2 a2 , ~19!

wherea1 anda2 represent the increased and decreased
values of the input quantitya, respectively, andka1 and
ka2 represent the corresponding values ofkeff.

IV.A. U(2)F4 Test Case

A simple test case was analyzed through direct per-
turbation methods as well as with TSUNAMI-3D, and
the results were compared. The selected sample prob-
lem, which is identical to the test case selected for the
validation of the 1-D SEN1 sensitivity analysis se-
quence,6 is based on an unreflected rectangular parallel-
epiped consisting of a homogeneous mixture UF4 and
paraffin with an enrichment of 2% in235U. The H0235U
atomic ratio is 293.9:1. The dimensions of the experi-
ment18 were 56.223 56.223 122.47 cm. For consis-
tency with the previous SEN1 analysis and ease of
obtaining precise direct perturbation results, this exper-
iment was modeled as a sphere with a critical radius of
38.50 cm.

Direct perturbation results were obtained using the
1-D criticality analysis sequence,5 CSAS1X, of SCALE.
To obtain the direct perturbation results shown in
Table IV, 11 independent criticality calculations were
performed. First, the baselinekeff was computed using
the actual input values. Next, the number density of a
single nuclide was increased by 5%, and thekeff was
recomputed. The same number density was then de-
creased by 5% from the baseline value, and thekeff was
recomputed. With the three values computed, Eq.~19!
was used to compute the sensitivity ofkeff to the material
number density, which is equivalent to the sensitivity
of keff to the total cross section. The perturbed calcula-
tions were conducted for each nuclide in the problem
description.

This experiment was modeled as a single computa-
tional region with TSUNAMI-3D-K5 using the angular
flux calculation option with anS10 quadrature set and the
44-group ENDF0B-V SCALE library. Flux moments were
expanded to third order in the SAMS module. The num-
ber of particles per generation was set at 5000 with 1000

generations for the forward case. TSUNAMI-3D-K5 au-
tomatically increases the number of particles per gener-
ation by a factor of 3 for the adjoint analysis. These
results, shown in Table IV, indicate similarity with the
direct perturbation results for some nuclides, but not for
others. Differences outside of 1s vary from 1.2% for
235U to 33% for C. A subsequent analysis was performed
with the TSUNAMI-3D-K5 model divided into nine
spherical shells, with all other parameters held constant.
The results from this analysis, also shown in Table IV,
compare much more favorably with the direct perturba-
tion results. For this model, the maximum difference out-
side 1s is for 235U and is 1.8%. In subsequent calculations
with only a62% variation in the235U number density, a
direct perturbation sensitivity value of 0.252 was ob-
tained, which is equivalent to the result obtained with
TSUNAMI-3D-K5, indicating that for235U, a65% vari-
ation could have produced a nonlinear response.

The differences in the results from the two
TSUNAMI-3D models, one region and nine regions, are
due to the summation of the product of the forward and
adjoint fluxes over the regions in the problem. For a
region in which the flux moments vary greatly by posi-
tion, subdividing will provide better resolution of the
variation of the flux across the system and produce more
accurate results. The number of regions necessary for
accurate computation of the sensitivity coefficients was
determined through an iterative process. Models divided
into more regions produce the same results as the nine-
region model. It should be noted that increasing the num-
ber of computational regions increases the run time for
this problem by;10%. The sensitivity results from the
nine-region model using the TSUNAMI-3D-K5N analy-
sis sequence, which does not include the contributions
from the implicit sensitivity coefficients, are also shown
in Table IV. The TSUNAMI-3D-K5N analysis was per-
formed with the same 44-group ENDF0B-V library as
was used in the TSUNAMI-3D-K5 analysis. The differ-
ences in the computed results between TSUNAMI-3D-
K5N and TSUNAMI-3D-K5 for the same system model
are;20% for1H and nearly 40% for238U. Thus, the use
of the TSUNAMI-3D-K5 sequence is strongly recom-
mended over the use of the TSUNAMI-3D-K5N se-
quence. However, TSUNAMI-3D-K5N should produce
accurate results for fast systems where resonance self-
shielding is not important.

To further verify the sensitivity data from the
TSUNAMI-3D sequences, groupwise sensitivity coeffi-
cients were computed for1H elastic scattering with di-
rect perturbation techniques. To accomplish this, the 1-D
scattering data as well as the 2-D scattering matrix for
1H were perturbed on a groupwise basis in the master
cross-section data library using the AMPX utility mod-
ule13 CLAROL. Furthermore, as the scattering cross sec-
tions for 1H were perturbed, the lumped moderator
scattering data input to NITAWL was appropriately per-
turbed on a groupwise basis. This exercise was carried
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TABLE IV

Energy-Integrated Sensitivities and Standard Deviations for Spherical Models of U~2!F4 Test Case
for Direct Perturbation and TSUNAMI-3D Models

Isotope Reaction
Direct

Perturbation

TSUNAMI-3D-K5
~Single Computational

Region!
keff 5 1.003736 0.00041

TSUNAMI-3D-K5
~Nine Computational

Regions!
keff 5 1.004166 0.00037

TSUNAMI-3D-K5N
~Nine Computational

Regions!
keff 5 1.003326 0.00035

1H Total 2.26E201a 2.43E2016 6.19E203 2.24E2016 6.23E203 2.90E2016 6.33E203
1H Scatter 3.43E2016 6.17E203 3.26E2016 6.19E203 3.92E2016 6.29E203
1H Elastic 3.43E2016 6.17E203 3.26E2016 6.19E203 3.92E2016 6.29E203
1H Capture 21.00E2016 4.93E205 21.02E2016 5.01E205 21.02E2016 5.09E205
1H n,g 21.00E2016 4.93E205 21.02E2016 5.01E205 21.02E2016 5.09E205

12C Total 2.51E202 3.38E2026 3.86E204 2.49E2026 3.65E204 3.18E2026 3.70E204
12C Scatter 3.45E2026 3.85E204 2.56E2026 3.65E204 3.25E2026 3.70E204
12C Elastic 3.42E2026 3.85E204 2.53E2026 3.64E204 3.22E2026 3.70E204
12C n, n' 2.56E2046 7.26E206 2.46E2046 4.73E206 2.47E2046 4.79E206
12C Capture 26.68E2046 1.63E206 26.71E2046 1.05E206 26.70E2046 1.07E206
12C n,g 24.93E2046 2.41E207 24.99E2046 2.45E207 24.99E2046 2.49E207
12C n, p 23.18E2086 4.42E210 23.10E2086 2.80E210 23.09E2086 2.86E210
12C n,d 28.03E2086 1.12E209 27.85E2086 7.08E210 27.81E2086 7.24E210
12C n,a 21.75E2046 1.61E206 21.72E2046 1.02E206 21.71E2046 1.04E206

19F Total 3.99E202 5.32E2026 5.73E204 3.95E2026 4.89E204 4.75E2026 4.95E204
19F Scatter 5.88E2026 5.71E204 4.50E2026 4.87E204 5.30E2026 4.93E204
19F Elastic 4.03E2026 4.03E204 2.93E2026 3.70E204 3.72E2026 3.76E204
19F n, n' 1.85E2026 2.32E204 1.58E2026 1.85E204 1.58E2026 1.87E204
19F n,2n 3.34E2066 4.25E208 3.28E2066 2.84E208 3.27E2066 2.91E208
19F Capture 25.54E2036 9.02E206 25.53E2036 5.93E206 25.51E2036 5.97E206
19F n,g 22.31E2036 1.05E206 22.34E2036 1.05E206 22.33E2036 1.06E206
19F n, p 22.22E2046 1.07E206 22.18E2046 6.77E207 22.16E2046 6.86E207
19F n,d 21.09E2056 1.14E207 21.06E2056 7.25E208 21.06E2056 7.41E208
19F n, t 22.39E2066 3.31E208 22.34E2066 2.10E208 22.33E2066 2.15E208
19F n,a 23.00E2036 8.16E206 22.96E2036 5.34E206 22.94E2036 5.37E206

235U Total 2.57E201 2.60E2016 3.80E204 2.52E2016 3.78E204 2.52E2016 3.83E204
235U Scatter 5.39E2046 2.94E206 4.17E2046 2.46E206 4.50E2046 2.49E206
235U Elastic 3.57E2046 1.91E206 2.53E2046 1.86E206 2.85E2046 1.89E206
235U n, n' 1.74E2046 1.86E206 1.56E2046 1.42E206 1.57E2046 1.43E206
235U n,2n 1.11E2056 6.15E208 1.10E2056 4.20E208 1.09E2056 4.28E208
235U Fission 3.70E2016 3.42E204 3.64E2016 3.33E204 3.64E2016 3.38E204
235U Capture 21.11E2016 4.94E205 21.12E2016 5.02E205 21.12E2016 5.10E205
235U n,g 21.11E2016 4.94E205 21.12E2016 5.02E205 21.12E2016 5.10E205
235U Nubar 9.49E2016 1.85E204 9.49E2016 7.18E205 9.50E2016 6.81E205
235U Chi 9.49E2016 2.07E204 9.50E2016 8.03E205 9.50E2016 7.62E205

238U Total 22.07E201 21.96E2016 2.70E204 22.06E2016 2.34E204 22.88E2016 2.29E204
238U Scatter 6.85E2026 1.66E204 6.23E2026 1.28E204 2.77E2026 1.27E204
238U Elastic 5.35E2026 7.87E205 4.88E2026 7.24E205 1.41E2026 7.06E205
238U n, n' 1.39E2026 1.30E204 1.24E2026 9.72E205 1.25E2026 9.79E205
238U n,2n 1.03E2036 7.62E206 1.01E2036 5.21E206 1.01E2036 5.31E206
238U Fission 3.46E2026 2.46E205 3.38E2026 1.79E205 3.37E2026 1.80E205
238U Capture 23.01E2016 1.64E204 23.04E2016 1.58E204 23.50E2016 1.54E204
238U n,g 23.01E2016 1.64E204 23.04E2016 1.58E204 23.50E2016 1.54E204
238U Nubar 5.38E2026 1.30E205 5.29E2026 5.06E206 5.05E2026 4.62E206
238U Chi 5.14E2026 1.12E205 5.05E2026 4.26E206 5.05E2026 4.04E206

aRead as 2.263 1021.
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out with 15% and25% cross-section perturbations for
each energy group in the 44-group SCALE ENDF0
B-V library structure. BONAMI, NITAWL-III, and
XSDRNPM were then used to compute thekeff of the
system with each perturbed library. The groupwise sensi-
tivity coefficients were then computed using Eq.~19!. The
results from this direct perturbation analysis as well as the
TSUNAMI-3D-K5N and TSUNAMI-3D-K5 results from
the nine-region models are shown as sensitivity profiles
in Fig. 5. The TSUNAMI-3D-K5 results provide excel-
lent agreement with the direct perturbation results. Be-
cause of their similarity, the TSUNAMI-3D-K5 results are
difficult to discern from the direct perturbation results in
Fig. 5. The effect of omitting the contribution of the im-
plicit sensitivity coefficients in the TSUNAMI-3D-K5N
model can be seen in the difference between the
TSUNAMI-3D-K5N and TSUNAMI-3D-K5 results. In
particular, the implicit effect of the large resonance in238U
capture at 6.7 eV on the1H elastic scattering sensitivity
profile is clearly shown in the difference between the
TSUNAMI-3D-K5andTSUNAMI-3D-K5Nresults.With-
out the implicit effects, the sensitivity in the energy group
including 6.7 eV is overestimated by a factor of nearly 2.
Also shown in the legend of Fig. 5 are the energy-integrated
values, noted witha, and the sum of the negative values,
noted withosc, for each sensitivity profile. Thus, for1H
elastic scattering, theTSUNAMI-3D-K5energy-integrated

value of 0.32576 0.0063 is statistically equivalent to the
direct perturbation value of 0.3223.

The execution time for a criticality analysis of the
nine-region model using the CSAS25 analysis sequence
in the forward calculational mode on a Compaq XP1000
workstation required 10.32 min, including the resonance
self-shielding and criticality calculations. The analysis
of the same model in the TSUNAMI-3D-K5 sensitivity
analysis sequence required 98.75 min, including the res-
onance shielding, forward and adjoint criticality, and sen-
sitivity calculations. Thus, a factor of;10 is required to
move from the computation of the systemkeff value and
scalar fluxes in CSAS25, to the generation of these pa-
rameters plus the sensitivity ofkeff to every reaction of
every nuclide for every region in the system. For this test
case, a total of 45 sensitivity profiles were calculated for
each region of the system in addition to the total for all
regions. In this 44-group energy structure, there are 1980
data points for each region, making a total of 17 820
unique sensitivity coefficients. The generation of these
same sensitivity coefficients through direct perturbation
techniques would require 35 641 criticality calculations
that require 10.32 min each for code execution. This
does not include the substantial time required to gener-
ate appropriate inputs. The execution time alone would
require.6000 h, where TSUNAMI-3D-K5 performs the
complete analysis in,100 min.

Fig. 5. Comparison of elastic scattering sensitivity profiles for1H from U~2!F4 test case.
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IV.B. SHEBA-II Test Case

To verify the accuracy of the TSUNAMI-3D calcu-
lations for a more complex geometrical configuration, a
sensitivity analysis of the SHEBA-II experiment19,20was
performed with direct perturbation and with TSUNAMI-
3D-K5. The critical assembly vessel of SHEBA-II con-
sists of a cylindrical tank, which is essentially a 73.7-cm
length of 50.8-cm outer-diameter stainless steel pipe. A
safety rod thimble with a 6-cm outer diameter passes
through the center of the critical assembly vessel. The
tank is filled to a critical height of 43.5 cm with a 5%
enriched solution of UO2F2 and water. Direct perturba-
tion results were obtained by varying the235U and 1H
number densities independently and calculatingkeff with
the perturbed 3-D models using KENO V.a in the CSAS25
SCALE sequence. In the TSUNAMI-3D-K5 model, the
fuel was divided into a total of 15 regions. Scoping cal-
culations revealed that no significant changes in the sen-
sitivity results were realized by further dividing the
geometry. The forward analysis was performed with 5000
particles per generation and 1000 generations. The sen-
sitivity coefficients were generated using theS10 quad-
rature set, with the flux moments expanded to third order,
and the 44-group ENDF0B-V library of SCALE. The
TSUNAMI-3D-K5 computed sensitivity ofkeff to the to-
tal cross section of235U is 0.25086 0.0004, which sta-
tistically agrees with the direct perturbation result of
0.24786 0.0084. For the1H total, the TSUNAMI-
3D-K5 sensitivity coefficient of 0.28226 0.0087 statis-
tically agrees with the direct perturbation result of
0.28976 0.0078.

V. SUMMARY AND CONCLUSIONS

Methods for calculatingkeff sensitivity coefficients
to multigroup cross-section data have been derived for
application with Monte Carlo methods. These sensitivity
coefficients are calculated with adjoint-based first-order
linear perturbation theory. This methodology requires the
calculation of the moments of the forward and adjoint
neutron fluxes. New methods for the calculation of the
flux moments and angular fluxes within Monte Carlo
codes via a coordinate transform have been devised.

This new methodology has been implemented into
the new TSUNAMI-3D control module within the SCALE
code system. The analysis sequences of TSUNAMI-3D
use input that is very similar to the CSAS25 SCALE
sequence commonly used for criticality safety analysis.
The TSUNAMI-3D-K5N analysis sequence performs au-
tomated problem-dependent multigroup cross-section pro-
cessing with BONAMI, NITAWL-III, and MIPLIB. The
TSUNAMI-3D-K5 analysis sequence performs auto-
mated problem-dependent multigroup cross-section pro-
cessing and computes the sensitivity of the multigroup
data to input quantities through BONAMIST, NITAWLST,

and SENLIB. The forward and adjoint flux solutions nec-
essary for the generation of the sensitivity coefficients
are computed using an enhanced version of KENO V.a.
The newly created SAMS module uses these flux solu-
tions and the problem-dependent cross-section data to
produce sensitivity coefficients. Sensitivity coefficients
are automatically produced for every reaction of every
nuclide in every region of the system model. With
proper specification of the problem geometry, to obtain
adequate resolution of the neutron fluxes, TSUNAMI-
3D-K5 has been demonstrated to show good agree-
ment with direct perturbation sensitivity coefficients.
TSUNAMI-3D produces sensitivities in a number of con-
venient formats for further analysis either manually or
with other automated techniques. Using sensitivity pa-
rameters generated from 3-D models with TSUNAMI-
3D, the number of critical experiments and applications
that can be analyzed with S0U techniques has been greatly
increased.

Future work on the methodology employed by
TSUNAMI-3D may include development of biasing tech-
niques to aid in the production of the multigroup adjoint
flux solutions and methods for geometry division to en-
sure proper resolution of the fluxes. The techniques im-
plemented into KENO V.a may also be used to develop a
sensitivity analysis sequence using the generalized ge-
ometry multigroup Monte Carlo code KENO-VI.

ACKNOWLEDGMENTS

The author acknowledges the assistance of L. M. Petrie of
the Oak Ridge National Laboratory Nuclear Science and Tech-
nology Division for his assistance and advice in the develop-
ment of the work described in this paper. The author also
acknowledges the U.S. Department of Energy~DOE! Environ-
mental Management Science Program, which provided the ini-
tial 3 years of project funding, and DOE Nuclear Criticality
Safety Program, which, through Environmental Management
and Defense Programs, has provided continued funding for
this research. The assistance of W. C. Carter in the preparation
of this manuscript is greatly appreciated.

Oak Ridge National Laboratory is managed by UT-
Battelle, LLC, for the U.S. Department of Energy under con-
tract DE-AC05-00OR22725.

REFERENCES

1. J. H. MARABLE and C. R. WEISBIN, “Theory and Ap-
plication of Sensitivity and Uncertainty Analysis,” ORNL0
RSIC-42, Oak Ridge National Laboratory~1979!.

2. H. H. HUMMEL and D. OKRENT, Reactivity Coeffi-
cients in Large, Fast Power Reactors, American Nuclear So-
ciety, La Grange Park, Illinois~1970!.

3. B. L. BROADHEAD, C. M. HOPPER, and C. V. PARKS,
“Sensitivity and Uncertainty Analyses Applied to Criticality

MONTE CARLO EIGENVALUE SENSITIVITY ANALYSIS 381

NUCLEAR SCIENCE AND ENGINEERING VOL. 146 MAR. 2004



Safety Validation, Volume 2: Illustrative Applications and Ini-
tial Guidance,” NUREG0CR-6655, Vol. 2~ORNL0TM-136920
V2!, U.S. Nuclear Regulatory Commission, Oak Ridge National
Laboratory~1999!.

4. B. L. BROADHEAD, B. T. REARDEN, C. M. HOPPER,
J. J. WAGSCHAL, and C. V. PARKS, “Sensitivity- and
Uncertainty-Based Criticality Safety Validation Techniques,”
submitted toNucl. Sci. Eng.

5. “SCALE: A Modular Code System for Performing Stan-
dardized Computer Analyses for Licensing and Evaluations,”
NUREG0CR-0200, Rev. 6~ORNL0NUREG0CSD-20R6!, Vols.
I, II, and III, CCC-545, Radiation Safety Information Compu-
tational Center at Oak Ridge National Laboratory~2000!.

6. R. L. CHILDS, “SEN1: A One Dimensional Cross Section
Sensitivity and Uncertainty Module for Criticality SafetyAnaly-
sis,” NUREG0CR-5719 ~ORNL0TM-13738!, U.S. Nuclear
Regulatory Commission, Oak Ridge National Laboratory
~1999!.

7. “MCNP—A General Monte Carlo N-Particle Transport
Code, Version 4B,” LA-12625-M, J. F. BRIESMEISTER, Ed.,
Los Alamos National Laboratory~1997!.

8. R. D. O’DELL and R. E. ALCOUFFE, “Transport Calcu-
lations for Nuclear Analyses: Theory and Guidelines for Effec-
tive Use of Transport Codes,” LA-10983-MS, Los Alamos
National Laboratory~1987!.

9. E. E. LEWIS and W. F. MILLER, Jr.,Computational Meth-
ods of Neutron Transport, American Nuclear Society, La Grange
Park, Illinois~1993!.

10. L. L. CARTER and E. D. CASHWELL, “Particle-Transport
Simulation with the Monte Carlo Method,” TID-26607, U.S.
Energy Research and Development Administration~1975!.

11. C. R. WEISBIN et al., “Application of FORSS Sensitivity
and Uncertainty Methodology to Fast Reactor BenchmarkAnaly-
sis,” ORNL0TM-5563, Union Carbide Corporation, Oak Ridge
National Laboratory~1976!.

12. M. L. WILLIAMS, B. L. BROADHEAD, and C. V. PARKS,
“Eigenvalue Sensitivity Theory for Resonance-Shielded Cross
Sections,”Nucl. Sci. Eng., 138, 17 ~2001!.

13. N. M. GREENE, W. E. FORD III, L. M. PETRIE, and
J. W. ARWOOD, “AMPX-77: A Modular Code System for
Generating Coupled Multigroup Neutron-Gamma Cross-Section
Libraries from ENDF0B-IV and0or ENDF0B-V,” ORNL 0CSD0
TM-283, Martin Marietta Energy Systems, Inc., Oak Ridge
National Laboratory~1992!.

14. R. J. LaBAUVE, “Bare, Highly Enriched Uranium Sphere
~GODIVA!,” International Handbook of Evaluated Criticality
Safety Benchmark Experiments, Vol. II, NEA 0NSC0DOC~95!,
Nuclear Energy Agency Nuclear Science Committee of the
Organization for Economic Cooperation and Development
~2000!.

15. R. E. ALCOUFFE, R. S. BAKER, F. W. BRINKLEY, D. R.
MARR, R. D. O’DELL, and W. F. WALTERS, “DANTSYS: A
Diffusion Accelerated Neutral Particle Transport Code Sys-
tem,” LA-12969-M, Los Alamos National Laboratory~1995!.

16. J. E. HORWEDEL, “GRESS Version 2.0 User’s Manual,”
ORNL0TM-11951, Martin Marietta Energy Systems, Inc., Oak
Ridge National Laboratory~1991!.

17. P. R. BEVINGTON,Data Reduction and Error Analysis
for the Physical Sciences, McGraw-Hill Book Company, New
York ~1969!.

18. W. C. JORDAN, N. F. LANDERS, and L. M. PETRIE,
“Validation of KENO V.a Comparison with Critical Experi-
ments,” ORNL0CSD0TM-238, Martin Marietta Energy Sys-
tems, Inc., Oak Ridge National Laboratory~1986!.

19. R. J. LaBAUVE, “Unreflected UO2F21H2O Cylindrical
Assembly SHEBA-II,” International Handbook of Evaluated
Criticality Safety Benchmark Experiments, NEA0NSC0
DOC~95!, Vol. IV, Nuclear Energy Agency Nuclear Science
Committee of the Organization for Economic Cooperation and
Development~2000!.

20. K. B. BUTTERFIELD, “The SHEBA Experiment,”Trans.
Am. Nucl. Soc., 70, 199~1994!.

382 REARDEN

NUCLEAR SCIENCE AND ENGINEERING VOL. 146 MAR. 2004


