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In the past 10 yr, the Penn State Transport Theory Group
~PSTTG! has concentrated its efforts on developing accurate and
efficient particle transport codes to address increasing needs for
efficient and accurate simulation of nuclear systems.

The PSTTG’s efforts have primarily focused on shielding
applications that are generally treated using multigroup, multi-
dimensional, discrete ordinates ~Sn! deterministic and0or statis-
tical Monte Carlo methods. The difficulty with the existing public

codes is that they require significant ~impractical! computation
time for simulation of complex three-dimensional ~3-D! prob-
lems. For the Sn codes, the large memory requirements are handled
through the use of scratch files ~i.e., read-from and write-to-disk!
that significantly increases the necessary execution time. Fur-
ther, the lack of flexible features and0or utilities for preparing
input and processing output makes these codes difficult to use.
The Monte Carlo method becomes impractical because variance
reduction ~VR! methods have to be used, and normally determi-
nation of the necessary parameters for the VR methods is very
difficult and time consuming for a complex 3-D problem.

For the deterministic method, we have developed the 3-D par-
allel PENTRAN ~Parallel Environment Neutral-particle TRANs-
port! code system that, in addition to a parallel 3-D Sn solver,
includes pre- and postprocessing utilities. PENTRAN ~Refs. 1, 2,
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Highlights of Problems Solved with the PENTRAN Code System
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aVariable meshing and adaptive differencing strategy is used.
bAngular, energy, and spatial domain decomposition, respectively.
c“Wide” nodes with 512 megabytes of memory per processor ~DOD high-performance computing!.
dSan Diego Supercomputing Center, each node has 256 megabytes of memory.
ePenn State PC-cluster, each PC has two processors with 500-MHz clock-cycle and 1 gigabyte of memory.
fTwo PCs, each PC has a 380-MHz AMD K6-z processor with 192 megabytes of memory.
gZero scattering.
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and 3! provides for full phase-space decomposition, memory par-
titioning, and parallel input0output to provide the capability of solv-
ing large problems in a relatively short time. Besides having a
modular parallel structure, PENTRAN has several unique new for-
mulations and features that are necessary for achieving high par-
allel performance. These include an adaptive differencing strategy;
variable grid density along all spatial axes; Taylor Projection Mesh
Coupling3,4 ~TPMC! for projection of coarse-mesh angular fluxes
onto fine meshes; new differencing schemes, including direc-
tional theta-weighted5 and exponential directional weighted6; new
iterative techniques for space, energy, and angular decomposi-
tion; and new acceleration techniques.

In addition to being an efficient and accurate transport solver,
PENTRAN incorporates the PENMSH ~Ref. 7! and PENINP tools
for preprocessing, and PENDATA and PENPRL for postprocess-
ing. PENMSH prepares a 3-D mesh distribution and projects a
given arbitrary source distribution onto the 3-D mesh. Using out-
put files from PENMSH, PENINP automatically prepares a com-
plete PENTRAN input file. PENDATA prepares various tables
of flux, material, and source in ASCII format by merging parallel
output files generated by different processors. PENPRL is used
to extract flux values at any arbitrary position by performing a
3-D linear interpolation.

Thus far, we have used PENTRAN for simulation of several
problems including the VENUS-3 benchmark facility,8 a boiling
water reactor ~BWR! core shroud,9 the PGNAA waste assaying
device,10 an X-ray room,11 and the Kobayashi 3-D voided duct
problems.12 Table I highlights the important aspects of each
problem.

For the Monte Carlo method, the major difficulty currently
facing most users is the selection of an effective VR method and
its associated parameters. For complex problems, generally, this
process is very time consuming and may be complicated due to
the possibility of biasing the results. In an attempt to eliminate
this problem, we have developed the A3MCNP ~automated ad-
joint accelerated MCNP! code13–15 that automatically prepares
parameters for source and transport biasing within a weight-
window VR approach based on the Sn adjoint function. A3MCNP
prepares the necessary input files for performing multigroup, 3-D
adjoint Sn calculations using TORT ~Ref. 16!. For this, A3MCNP
prepares a mesh distribution and the corresponding mixtures with

their identification numbers and densities. Note that almost all of
this information is extracted from the normal MCNP input. Only
six additional cards are needed to specify the meshing, multi-
group cross-section library, and other controlling parameters. Upon
completion of the adjoint Sn calculation, A3MCNP ~a! reads the
adjoint function variable spatial mesh, and energy group struc-
ture from the standard Sn code binary output file, ~b! super-
imposes the variable spatial mesh and energy grid onto the MCNP
problem, ~c! couples the original source distributions with the
adjoint function to generate dependent source-biasing param-
eters and weight window lower bounds, and ~d! performs the trans-
port calculation using the superimposed grids and calculated
parameters. The grids facilitate the use of the detailed space- and
energy-dependent importance function and do not impose any
limitation on the transport of particles.

A3MCNP has been used for simulation of a few real-life prob-
lems including a pressurized water reactor ~PWR! pressure ves-
sel ~PV! and cavity dosimetry,17 a BWR core shroud,18 a shipping
cask,19 and the Kobayashi 3-D voided duct problems.20 Table II
highlights capabilities and performance of using A3MCNP for
each problem.

As presented in Table I, PENTRAN yields very accurate
results in a short computing time. For example, the VENUS-3
problem was solved in 82 min on a 32-processor SP2, and cal-
culated reaction rates were consistent with the experimental val-
ues at all experimental locations ~i.e., 370!. The relative difference
between the calculated and experimental results are within 65%
at 258 locations, within 65% and 610% at 97 locations, and
within 610% and 615% at 15 locations. The larger differences
are consistent with the larger experimental errors. Both PGNAA
and X-ray problems yield results within experimental uncertain-
ties. Even for the Kobayashi benchmark with pure absorber and
voided duct ~e.g., dog-leg problem!, PENTRAN has resulted in
a relatively accurate solution; largest difference ~;20%! from
the analytical solution occurs at more than 9 mean free paths
from the source, within the pure absorber. This can be attrib-
uted to the unique formulations and features of PENTRAN, in-
cluding the adaptive differencing strategy, TPMC, and variable
meshing. Table II demonstrates that for different real-life prob-
lems, A3MCNP can yield significant speedups ~several orders
of magnitude! over the unbiased cases. This is even true for

TABLE II

Highlights of Problems Solved with the A3MCNP Code System



media with pure absorber and void regions, where the discrete
ordinates ~Sn! method, because of the limited number of direc-
tions, has difficulty with the “ray effect.”

In conclusion, PSTTG has developed highly efficient and
accurate deterministic and Monte Carlo transport theory codes
for the simulation of complex 3-D nuclear systems. Currently,
PSTTG is developing a methodology for automatic mesh gener-
ation and examining approaches for generating effective multi-
group cross sections for A3MCNP.
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