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“Neutronics” is defined as…

Source-Driven Boltzmann Transport for Neutrons/Gamma
Reactor kinetics (< 10 s time scales)
Source is delayed neutrons from previous times

Fundamental Mode Transport for Neutrons
Reactor depletion (> 10 s time scales)
Slow variation in time:  delayed neutrons are approximated as prompt

Bateman Equations for Isotopic Distribution
Source of delayed neutrons and depletion of fuel
Matrix exponential
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SCALE @ ORNL: Science to Applications

Interface science 
(the basic physics of cross- 

section measurements), 
computational modeling 

(SCALE),                         
and applications expertise 
to support evaluation and 

resolution of nuclear 
engineering and safety 

issues.
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• Cross-section processing
• Criticality safety
• Radiation protection and shielding
• Reactor physics – space, land, & sea
• SNF/waste characterization (e.g., 

inventory, decay heat, radiation                
source and spectra)

science

computational modeling

applications

AMPX

Evaluated Nuclear 
Data Files (ENDF)
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SCALE is composed of many independent 
codes for various applications.

Input & 
Visualization

GEMINEWTRN

JAVAPENO

KENO-3D

GeeWiz

PLOTOPUS

Drivers to
Simplify

TSUNAMI

SAS

CSAS

TRITON

Radiation 
Transport

XSDRN-PM

NEWT

TORT

MONACO

KENO

CE-KENO

Feedback &
Coupling

KMART

OPUS

STARBUCS

ORIGEN-S

Multi-Group
Cross Sections

PMC

CENTRM

NITAWL

BONAMI
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CSAS

(Criticality
Safety
Analysis
Sequence)

Input file

XSDRNPM

KENO-V.a

KMART

End

BONAMI

NITAWL
Cross-section preparation

Optional: used only if cell-weighting
cross-sections

Monte Carlo keff calculation

GeeWiz GUI

Output file

Reaction rate and flux data

KENO3DJavapeno

SCALE is built on a Modular Concept
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TRITON
Reactor lattice 
physics

End

NO

Fuel depletion/decay 
(repeat for all 
depletion mixtures)

OPUS

Resonance cross-section 
processing  
(repeat for all cells)

YES

All mixtures 
complete?

NO

Output edits
(repeat for all 
requested mixtures)

All time
steps done?

ORIGEN-S

COUPLE

Input

NEWT or KENO

BONAMI / CENTRM / PMC
or

BONAMI / NITAWL

2-D discrete ordinates or
3-D monte carlo

YES

All branches 
complete?

NO

Some drivers make many decisions

PLOTOPUS

YES
Plot of isotope 
concentration with time
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Coupling of physics only occurs on a 
very coarse-mesh

Cross 
Section 
Library

(PMAX)

Advanced 
Core 

Simulator

Neutron Flux 
Solver & 

Depletion & 
3-D Kinetics

PARCSPARCS

T/H code 

TRACETRACE

GENPXS

Lattice Physics
Transport & 

Depletion

TRITON/TRITON/
 NEWT or NEWT or 

KENOKENO

ENDF
Data

Resonance 
Processing

BONAMI BONAMI 
CENTRMCENTRM
(or NITAWL)(or NITAWL)

Point data
100,000's of energy groups

Cross Section 
Library 

Generation
AMPX 2000AMPX 2000

Calculational

 

libraries:
Continuous (point) data, 
multigroup: 10-100's of groups

Few (2-8) group cross section 
database, parametric parameters 
(fuel/mod temp, mod dens, etc)

SCALESCALE
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Heat Generation

NUCLEAR REACTOR SIMULATION

Neutron Transport

Gamma Transport

6-D, quasi-static 
linear integral-PDE

Fluid Dynamics

Conductive-Convective- 
Radiative-Heat Transfer

3-D, transient, 
compressible, turbulent, 

non-linear PDE

Heat Transport

hot helium
cool helium

cool helium
10 orders of 
magnitude in 

neutron energy

5 orders of 
magnitude in 

space

12 orders of 
magnitude in time
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Current reactor simulation is adequate 
for evolutionary improvements

Empirical evidence
Test reactors and experiments operated for decades
10,000+ reactor years of operation
Designs are static, operation has evolved

Challenges remain for the current fleet
90% voiding in BWRs
Crud buildup on cladding
Vibration / radiation effects in cladding and vessels
Advanced CANDU Reactor’s “negative” void coefficient
Davis-Bessee
Optimization = $$$



10

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of Texas Graduate Seminar

February 26, 2008

Novel reactor and fuel designs must 
compete with the present fleet 

Novel designs are not LWRs
Much higher temperatures
Fast and intermediate spectrum
Heavy actinide loading
“New” materials (graphite, salt, sodium, alloys, particle fuel)

Licensing and safety assessment will be challenging
Less empirical data; much of which is insufficient
Few (if any) new test reactors will be built
Cost of even small-scale “nuclear” tests are astounding
Software was “biased” to fit the empirical evidence

Economics has the final word
90% capacity factor on day one
Must compete with optimized LWRs
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CANS:  Collaboration for Advanced Nuclear Simulation

Computer Science & Mathematics:
Integrate scientific computing &      
mathematics tools from SciDAC

Heat Generation (Neutronics):
Develop a high-fidelity nuclear reactor  
radiation transport solver for HPC systems

Heat Transfer & Fluid Dynamics:
Multi-phase, non-isothermal CFD solver
Multi-material, chemically-reactive flow

Structural & Material Feedback:
Fluid-structure interactions
Irradiation effects

In  Progress

Future
Work

Columbia 
University
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FUEL ROD SIMULATION
3.

6 
to

 3
.8

m

The fuel pellet undergoes significant 
physical changes during burn up
Modeling of pellet deformation requires

Fine resolution, and 3D discretization
Coupling multi-physics models at multiple 
scales
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Current “coupled-physics” fuel 
simulation is very “coarse”

Neutronics:
Assumed 1-D, 1-group flux distribution
Tracking of 7-12 isotopes that are considered significant 

Fluid-dynamics:
1-D lumped fluid flow

Heat transfer:
2-D conduction, convection from fuel to coolant

Solid Mechanics:
1-D thermo mechanics in the fuel and cladding 
independently
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Single-Physics Accuracy
Nuclear Data

Direct access to processed nuclear data files
Modified to account for thermal motion
Processed for effect of resonance shielding

Isotopic Concentration
Depletion, decay, transmutation of isotopes

As-built geometry representation
Use the correct boundary conditions

Coupled-Physics Accuracy
Implement links to utilize information from other physics

Temperature, density, chemical transport, etc.
Thermal-expansion, vibration, and motion of materials

Provide the solution to the other physics… on their terms
Capability-Driven Parallel Computing 

How much memory will be required?
How long must we wait for an answer?
Efficient parallelization of Boltzmann and                      
Bateman solvers

The Fine Energy Resolution of the Solution is the Weighting 
Function to Create a "Multi-Group Cross Section Set"
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Es 1 3 1

Cf 3 1 3 1 1 1 1

Bk 1 1 1 253 254 255

Cm 1 3 3 3 3 3 1 3 1 1 1 252

Am 1 1 3 3 3 1 1 1 248 249 250 251

Pu 1 1 3 2 3 2 3 1 1 1 1 247

Np 1 1 3 3 1 1 1 243 244 245 246

U 1 1 3 2 3 2 3 3 2 1 1 1 242

Pa 3 1 1 1 1 236 237 238 239 240 241

Th 1 3 1 3 1 1 3 1 1 235

Ac 1 1 1 230 231 232 233 234

Ra 1 1 1 1 1 1 229

Fr 1 1 224 225 226 227 228

Rn 1 1 1 1 223

At 1 220 221 222

Po 1 1 1 1 1 1 1 1 219

Bi 1 1 1 1 1 1 1 216 217 218

Pb 1 1 1 1 1 1 1 1 215

Tl 1 1 1 1 210 211 212 213 214

206 207 208 209

Explicit Yields (new)

Explicit Yields (old)

3

2

Requirements for high-fidelity HPC   
neutronics simulation

Unstructured mesh

ORIGEN-S

109 elements

SCALE

CAD to mesh
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Common Component Integration

Radiation 
transport

Nuclear data

ORNLs
Heat/fluid flow

INLs
Heat/fluid flow

Geometry and mesh

Application 
sequence

Coupling environment
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GMAS:  Geometry and Mesh 
Adaptivity Server

Integration of SciDAC tools for geometry and 
meshing services in nuclear multi-physics

Geometry generation
Mesh data base generation
Partition and dynamic load balancing
Adaptive loop services

GMAS

Geom

Mesh

Config

Fuel element assembly Fuel channel Fuel compact Fuel block
Research reactors = ~300 million mesh elements 
Production reactors = > one billion mesh elements
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Heat transfer is very important…

The macroscopic cross section …

Depends on the temperature of the material …

And the density of the material …

So we better use a high-fidelity CFD + CHT solver.

i i
isotopes

NσΣ = ∑

iN Density∝

i Temperatureσ ∝
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ORIGEN-S:  
Isotopics and delayed neutrons

Solving:

With the Matrix Exponential Method for every space/material

For real nuclear energy systems
~1600 individual isotopes
From ENDF, ENSDF, JEF, FENDL, etc.

To provide time/space distribution of:
Isotopes during operation and transient
Delayed radiation (n, gamma, etc)

With energy dependence of radiation

( ) ( ) ( ) ( )
0 4

ji ii
ki k i i j i

k j

dN N t N t dE N t N t d
dt π

λ λ σ σ ψ
∞ ⎡ ⎤⎧ ⎫

= − + − Ω⎢ ⎥⎨ ⎬
⎢ ⎥⎩ ⎭⎣ ⎦

∑ ∑∫ ∫

Es 1 3 1

Cf 3 1 3 1 1 1 1

Bk 1 1 1 253 254 255

Cm 1 3 3 3 3 3 1 3 1 1 1 252

Am 1 1 3 3 3 1 1 1 248 249 250 251

Pu 1 1 3 2 3 2 3 1 1 1 1 247

Np 1 1 3 3 1 1 1 243 244 245 246

U 1 1 3 2 3 2 3 3 2 1 1 1 242

Pa 3 1 1 1 1 236 237 238 239 240 241

Th 1 3 1 3 1 1 3 1 1 235

Ac 1 1 1 230 231 232 233 234

Ra 1 1 1 1 1 1 229

Fr 1 1 224 225 226 227 228

Rn 1 1 1 1 223

At 1 220 221 222

Po 1 1 1 1 1 1 1 1 219

Bi 1 1 1 1 1 1 1 216 217 218

Pb 1 1 1 1 1 1 1 1 215

Tl 1 1 1 1 210 211 212 213 214

206 207 208 209

Explicit Yields (new)

Explicit Yields (old)

3

2

( ) ( ) ( )0N t A t N=



19

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of Texas Graduate Seminar

February 26, 2008

SCALECC:  SCALE Component                
Container

A foundation of accurate nuclear data
Direct link to AMPX processed Evaluated Nuclear Data Files
Automated processing for temperature/geometry effects

SCALECC is a module for parallel computing
Driver main replaced with module, some I/O removed
Additional work that is in the future:

Continued removal of I/O
Continued removal of mains to link as subroutines/modules
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Fine Energy Resolution of the Data for only 6 of 238 Groups
for a Given Temperature and a Single Isotope
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The Fine Energy Resolution of the Solution is the Weighting 
Function to Create a "Multi-Group Cross Section Set"
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Only now we can start talking about solving 
the transport equation.

Caveats:
Without all of the previous pieces, the solution to this problem is useless.
There is no need to converge this problem to a much higher fidelity than that of the 
data (10-4 at best).

For a full reactor, this problem is large:
108-12 in space, 102-5 in direction, 101-4 in energy
Increasing fidelity in a single dimension requires increasing in others

Solving this problem requires lots of memory:
You cannot (and do not need to) store the entire matrix: 1011-21 unknowns
Store the RHS and LHS differently:

Angle:  store low-order spherical harmonics (P3-5)
Space:  low-order spatial moments or combine elements (polyhedral RHS mesh)

4

, , , , , ,
0

4

, , ,,
0

1

total m m
m g t m g t g g t m g t

g

fission
g g t m g t

g
g t

d

dS
k

π

π

ψ ψ ψ

χ ψ

α ′→
′ ′ ′→

′

′ ′ ′
′

⎡ ⎤
′⎡ ⎤Ω •∇ + Σ = Ω Σ⎢ ⎥⎣ ⎦

⎣ ⎦
⎡ ⎤

′⎛ ⎞
⎜ ⎟
⎝

+ + Σ Ω⎢ ⎥
⎣⎠ ⎦

+ ∑ ∫

∑ ∫

uuur ur



23

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY University of Texas Graduate Seminar

February 26, 2008

NEWTRNX:  development of a robust, efficient     
NEUTRAL-PARTICLE TRANSPORT ALGORITHM

3-D Slice-Balance Approach – based on 2-D Version in SCALE
Spatial Mesh:

Present: Unstructured tetrahedral mesh 
Future:  Unstructured polyhedra mesh (2007+)

Particle Direction: Discrete-ordinate directions
Neutron Energy:

Present: Multi-group approximation
Future: Point-wise (continuous-energy) (2007+)

Accuracy and efficiency is in progress
Matching KENO (Monte Carlo transport in SCALE) for simple problems
Initial acceleration using Krylov sub-space solver
Execution with up to 109 degrees of freedom

[ ]
4

0 0

1
t ext sS dE d F

v t
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MOC and Slice-Balance solve the RHS 
and LHS on independent mesh. 

The LHS is solved on an angle-dependent fine-mesh:

The RHS is solved on an angle-independent coarse-mesh:

Prolongation and restriction operators relate the two equations:

Fine-mesh accuracy with Coarse-mesh memory
Angular moments are smooth spatially
Spatial moments can account for spatial distribution

m m mL qψ =( ) ( ) ( ), , ,m m mm r E E rqr Eψ ψΩ •∇ +Σ =
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NEWTRNX: The Slice Balance Approach

Angle-integrated Coarse-Mesh:
Arbitrary polyhedra with re-entrant surfaces
Angular and spatial moments of the solution are stored

Angle-dependent Fine-Mesh:
Sub-divide polyheral element into a set of sub-element “slices”
No transverse-leakage (1-D like)… characteristics methods
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NEWTRNX:  Scalable transport for nuclear 
reactor simulation

Memory and computation 
decomposition

Spatial domain decomposition
Executed on up to 4000 processors
Efficient terascale scaling expected for 
full reactor systems

Phase-space decomposition  
Required for petascale, sub-set of full 
reactor, or other systems

Asynchronous MPI communication
Well-suited for weakly-dependent domains
Provides a level of built-in load balancing

Strong Scaling
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Comparison with KENO

Infinite homogeneous medium
Identical cross sections 
Identical solution

HTTR fuel compact
44 or 238 groups – vacuum boundaries
Isotropic scattering, 2400 ordinates
keff:  

KENO: 0.001564 ( σ =0.03%)
NEWTRNX:  0.001567 (err =0.02%)

HTTR fuel channel
44 or 238 groups – mirror boundaries
P2 scattering, 144 ordinates
keff:  

KENO: 1.1093 ( σ =0.03%)
NEWTRNX:  1.1037 (err=0.03%) Fuel channel

Fuel compact
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GMAS:  Geometry and Mesh Adaptivity Server
Utilizing HPC tools from the Office of Science’s SciDAC program
Off-line CAD (Solid Works) to Mesh (Solid Works / GRUMPP / CUBIT)
On-line decomposition of the spatial domain (Metis) 
Future: incorporation of MOAB parallel mesh database library

SCALECC:  SCALE Component Container
On-line execution of cross section processing sequence
Including double-heterogeneity effects with CENTRM
Coarse-grained parallel execution
Future:  Incorporation of delayed neutron data for transient simulations

NEWTRNX: 3-D Neutral-Particle Transport
3-D slice-balance on a tetrahedral mesh
Executed on 4000 processors for 300 billion degrees of freedom
Utilizing Krylov solvers and physics-based preconditioning methods
Replicating KENO Monte Carlo transport solutions for simple problems

Conclusions and Present Status
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Other things worth mentioning…
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HPC Tools Have a Lot to Offer

Performance analysis
Visualization
Mathematics libraries
Parallel communication routines
Domain decomposition
Load balancing

Don’t reinvent the wheel
But it might take an expert to use them correctly…
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Transport methods development at 
ORNL

Continuous-Energy KENO
NRC funded verification of MCNP for criticality safety
Sedat Goluogoglu

MONACO
DOD funded parallel Monte Carlo for shielding 

With built in forward and adjoint deterministic
Douglas Peplow, John Wagner

XXX
Structured-mesh parallel deterministic for MONACO
Tom Evans

SNS, Super Nova collapse, etc.
Tony Mezzacappa and other Science applications
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Opportunities at ORNL

NESLS Internships
$800-1000 per week 
Very competitive
NESLS in Google

Wigner Fellowship (post-doc)
Very prestigious; ~2 per year at ORNL
20% over competitive salary, 2 yrs of research freedom 

Full-time staff on the SCALE team
3 offers to fresh Ph.D. in past 6 years
All have avid interest in both methods and applications
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Backup Slides
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Driver Sequence: HTTR
Controls execution flow for a given application

Operating HTTR (High-Temperature Test Reactor) 
facility in Japan
Well documented and benchmarked (IAEA-2003)
Our demonstration case for independent and 
coupled-physics simulation

CAD model of an HTTR 
fuel element

Axial slice of fuel 
element

Fuel channel Fuel rod

heated by fission
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Common Component Architecture 
allows diversity to interrelate

Diverse physics applications
Modularized coding simplifies complexity of system models

Code development within a multi-institution team
Allows developers with diverse backgrounds to work remotely on large, 
complex codes

Coupling of independent physics codes
Relevant applications use many codes, which were not originally 
intended to interoperate
Codes must maintain a stand-alone capability

Language interoperability
Presently we utilize C, C++, and F90 languages
Multiple languages within a code 
Multiple codes each with a different language

- SciDAC CCTTS – Center for Component Technology and Terascale Software
- Software engineering and integration (www.cca-forum.org)

http://www.cca-forum.org/
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We need continuous energy transport when 
simple weighting functions fail.

σ(r,E) = energy dependent XS from ENDF/B
W(r,E) = weight-function that approximates  

neutron energy spectrum in system
< >g means integration over the energy range in group ‘g’

You must know the solution to get the right cross 
section.
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