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Biased Reconstruction for JPEG Decoding
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Abstract—Assuming a Laplacian distribution, there exists a p(Cy)
well known method for optimally biasing the reconstruction levels
for the quantized ac discrete cosine transform (DCT) coefficients
in the JPEG decoder. This, however, requires an estimate of the
Laplacian distribution parameter. We derive a new, maximum
likelihood estimate of the Laplacian parameter using only the
quantized coefficients available at the decoder. We quantify the ; :
benefits of biased reconstruction through extensive simulations 0y : 0
and demonstrate that such improvements are very close to the

best possible resulting from centroid reconstruction. Fig. 1. Example ac coefficient distribution. Bin centers (i.e., standard re-

; ot construction value<'y. = n;;Q;;) are indicated by thes” symbols. For
JPIEge):e-Ic-;%rnrzz’J:fiSEG, JPEG decoding, JPEG quantization, n;; =1, the “x” symt;ol indicates the center of mass of the distribution over

the shaded region.

. INTRODUCTION any unquantized coefficient;; in the bin denoted by the

ESPITE its growing age, JPEG image compression [$haded regiofn,; = 1) will be reconstructed to the bin center,
is still used in a wide variety of applications, including®;;. The minimum MSE is achieved by reconstructing to the
onboard digital camera storage and consumer digital imagirmgntroid of the distribution over the given bin, as indicated by
Much recent work has focused on reducing artifacts in JPERe “x” symbol in Fig. 1.
images via decoder modifications or postprocessing; some
examples are reviewed in [2]. One decoder modification, noted II. OPTIMAL RECONSTRUCTION
previously in both [3] and [4], is to bias the reconstructed . . -
ac discrete cosine transform (DCT) coefficients since theAIthOljgh f[he results .Of previous studies [5]{8] indicate
standard, bin center reconstruction is suboptimal. Assuminiggt generalized Gau_ss_|ans ge the most accurate represen-
Laplacian distribution, the mean squared error (MSE) optim fions of the ac coeﬁlc!ent @st_nbufuons, we emplqy th.e more
bias is well known [3]. First, however, the Laplacian paramet |ommonly used Laplacian distribution. The Laplacian is more

A must be estimated. In this letter, we derive a new, maximqu1Ctable both mathematically and computationally, and, as

likelihood (ML) estimate forA and perform experiments thatWIII be noted_ in Section 1V, produces results very close to
the best achievable.

demonstrate the benefits of biased reconstruction. . N
In the JPEG decoder, the reconstruction process assigns aﬁhe Laplacian distribution
coefficients in a given bin to the center value of that bin. For A el
a given coefficient’;;, the JPEG quantization-reconstruction ple) = 9 (2)

rocess can be represented by the following equations: . . . .
P P y geq is characterized by the single parameter For a certain

— round( i 1 coefficient (i.e., fixi and j), we letc = C;; be in
fhij = routl Qi; )’ (12)  the nth bin. Note that thenth bin is given by the interval
CL =n;;Q,; (1b) I, = [(n —1/2)Q, (n + 1/2)Q], whereQ indicatesq);; for

ij 1§ 1]

our fixed: and j. We seeké¢ € I, to minimize the MSE,
where Q;; indicates the quantization bin width for the giverf {|c — ¢/*}, for all ¢ € I,,. It is well known [3] that¢ is the
coefficient, n;; indicates the bin index in which the coeffi-just centroid ofp(c) over I, and can be written
cient falls, andij represents the reconstructed coefficient. .
Considering the distribution of the aé & 0 or j # 0) c=nQ+b (3)
coefficients, it is well known that bin center reconstruc:tiog,here
is suboptimal (except for the zero bin). Referring to Fig. 1,
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A TABLE | and whereN, is the number of observations that are ze¥g,
VERAGE PSNR MPROVEMENTS IN DECIBELS, OVER STANDARD X K .
JPEGFOR BIASED AND TRUE BIN CENTROID RECONSTRUCTIONS is the number of observations that are nonzév¥as the total
number of observation&V = Ny + N;), and
Quantization Table Scaling
N
Dequantization Type || 0.5 | 0.75 | 1.0 2.0 S = Z |Cz| (11)
Biased, Ay, Eq. (5) || 0.30 | 0.27 | 0.25 0.20 k=1
Biased, A}/, Eq. (9) || 0.35 | 0.32 [ 0.30 | 0.24 If S = 0, which might occur at high compression ratios,
Biased, A from [3] | 0.35 [ 0.31 [ 0.29 | 0.2 then (9) is not valid. This, however, is not a problem since
S—— ” " 0d = reconstruction to zero is optimal for the center bin.
rue Bin Centroid || 042 | 0.38 | 0.36 | 030 As an example, we consider the well-known Lena image,

encoded using the default JPEG quantization table (i.e., scale
factor of 1.0). In (12)—(14) below, we show the bias magni-
[ll. LAPLACIAN PARAMETER ESTIMATION tude tables computed usint, A%, and A = v/2/o (as
In [3], an estimate of\ is found by simply computing the suggested in [3]), respectively.
variance,o?, of the dequantized coefficients reconstructed to
bin center and then se?tirﬁg: \/i/a, which is a well known 0 021040 183 549 147l 21.56 27.23
relation between the Laplacian parameter and the variance gf 0.62 128 319 747 24.58 2648 24.55
the distribution. Here we derive a more rigorous, ML estimateq'48 129221 590 1508 2456 31.34 2530
for A, ' 245 3.50 562 953 21.39 40.19 37.20 28.57
Assuming the Laplacian distribution, suppose we have 12 700 1440 2410 30.72 5172 49.08 36.28
series of N observations of a given coefficieat= C;; (again BOL 1448 2449 2007 3783 4964 54.29 43.92
*J 22.05 29.54 36.67 41.17 49.23 5836 57.97 48.57

¢ andj are fixed), prior to any quantization. Referring to thes . . .
observations as, for k = 1.- .-, , it is easily shown that B3.75 43.82 4543 46.96 53.97 48.02 49.62 47.68

the ML estimate ofx is given by (12)
= Y ) 0 021 039 179 518 13.14 19.64 25.43
Y 043 061 125 303 692 2217 24.42 23.18

where it is assumed that the summation in the denominator ilé? ;}3:25?1 %;}5(1) gég 133; Z;gg 3??3 ;gég
not zero. On the decoder side, however, we do not have acceg's()3 6'67 1‘)3' 37 22“)12 28'35 53'39 58'39 37'39
to the original, unquantized coefficients. Therefore, we nee 66 13' 6 22‘93 30'89 39‘39 50'89 55‘39 44'89
to estimatex from only the quantized coefficients. Referring 23' 39 30'89 37'89 42'39 50'39 59‘39 58'89 49‘39
to the quantized coefficients a§, we seek\y,; . First, we : | | | : : : :

note that quantization effectively transforms the continuou§4'89 44.8946.39 47.89 54.89 4889 50.39 48.39

distribution of (2) into the discrete distribution given by (13)
pi(n) = /("’“/Q)Q A el g, @ 0 017 029 135 425 1303 2140 2837

(n—1/2)Q 2 032 046 092 234 6.22 24.08 27.11 25.89

- o . 107 092 155 456 13.56 23.79 33.42 26.93
wheren indicates the bin index. Equation (6) leads to 186 272 457 813 2082 4239 3912 2989
g [3e?QURIED(1 —e7XQ) - forn =0 5 462 646 1414 2434 3162 5339 50.39 37.39
pi(n) = 1— C—%/\Q7 for n. #£ 0. () 9.15 15.12 2558 30.89 39.39 50.89 55.39 44.89

) g o o ) 23.39 30.89 37.89 42.39 50.39 59.39 58.89 49.39
To find A{;;., we maximize (oveR) the log-likelihood function 34.80 44.89 46.39 47.89 54.89 48.89 50.39 48.39

of p?(n) given by (14)

N N
N
L(x{c},_,) =In lH Pq(”k)] = Zhl[]?q(ﬂk)] (8) I\V. EXPERIMENTAL RESULTS
k=1 k=1

Thirty-three monochrome images (five were 5%2512
wheren,, indicates the bin index for thith observation. After pixels, the rest were 76& 512) were compressed using
some significant manipulation, omitted here for brevity, it cajhe default JPEG (luminance) quantization table, scaled by
be shown that four different factors between 0.5 and 2.0. For scaling factors

A= 2y ) greater than 2.0, corresponding to increased compression ra-
MT. tios, we found that the benefits from biased reconstruction were
outweighed by the large number of ac coefficients that were
quantized to zero. The encoded images were decoded using
= NoQ VNFQ? — (2N1Q —45)(2NQ +4S)  the standard JPEG, bin center reconstruction as well as biased
7= 2NQ +4S 2NQ + 45 reconstruction, as given by (3). For biased reconstruction, both
(10) A, from (5) andAi,;; from (9) were used as estimates of

Q

where




PRICE AND RABBANI: JPEG DECODING 299

the Laplacian parameters. Recall thaj;, is computed from parameters estimated from the quantized coeffici¢afs, )

the DCT coefficients prior to quantization, which are onlactually performs better than using the true ML parameters
available at the encoder side, whi¥,; is computed from estimated from the unquantized coefficierits,.). Table |

the quantized coefficients available at the decoder. The fornaso indicates that the method for estimatinguggested in [3]
method is not compatible with the JPEG standard, as it requipgsrforms just as well as our more rigorous ML approach and
overhead information to convey theg,;, values to the decoder. might therefore be more practical if computational complexity
The bits resulting from this overhead have been ignored in asra limiting factor. Finally, we note that the best case, true
simulations, as we are using this case mainly as a comparidmm centroid reconstruction is not significantly better than any
point. In our experiments, the coefficients of an entire imagé the biased reconstructions. This validates the use of the
were used to compute the;, andA{;; values once. We also Laplacian, as it performs almost as well as the best possible,
performed these experiments using the estimatesafggested and yet requires little computation when compared to the
by [3]. In the final test, a best case, albeit impractical, scenageneralized Gaussian.

was constructed. Prior to quantization on the encoder side,

the true centroid of each bin (the average value of all the

coefficients in that bin) for each coefficient was computed V. CONCLUSION

and stored. For decoding, each coefficient in a given bin wasassuming a Laplacian distribution for the unquantized, ac
reconstructed to the true centroid for that bin. This methqgCT coefficients, we derive the ML estimate of the Laplacian
is impractical because of the large overhead (ignored in Qgirameter using only the quantized coefficients available to
simulations) and incompatibility with the JPEG standard. the decoder. Experiments indicate that biased reconstruction
does, however, provide us with the best possible improvemegiith this estimate gives modest improvements in PSNR, and
for the sake of comparison. that these improvements are close to the best possible true bin
Quantitative results from these experiments are summarizgshtroid reconstruction. These experiments also show that a
in Table I. LetP; represent the PSNR between the standagleviously proposed, less rigorous estimate of the Laplacian
JPEG decoded (bin center reconstruction) image and th&ameter performs just as well as the ML estimate, and might

original, uncompressed image. LEf, be the PSNR betweentherefore be the method of choice for minimal computation.
the modified reconstruction (either biased or true bin centroid),
image and the original, uncompressed image. We refer to
PSNR improvement as the differengég, — P,. The quantities
given in Table | are the average of this difference over the 381 W. B-SPerénegal?\ler af:;i Jk- L\-/MitﬁheﬂPES gti_" Lmagelggéa Compres-
H H H : . : sion Standar ew York: Van Nostran einnoid, .

test |ma_geS fc_)r the md'caFed quantization t_able scallng. [2] M.-Y. Shen and C.-C. J. Kuo, “Review of postprocessing techniques for

As evident in Table I, biased reconstruction provides mod- = compression artifact removaly. Vis. Commun. Image Represerbl.
est improvements in PSNR when compared to bin center 9 pp. 2-14, 1998. , _

. L . 4:(%]] R. L. de Queiroz, “Processing JPEG-compressed images and docu-

reconstruction. There were no individual cases where bias€d ens »IEEE Trans. Image Processingol. 7, pp. 1661-1672, 1998.
reconstruction caused a relative loss in PSNR. It is well knowr4] G. Lakhani, “Adjustments for JPEG de-quantization coefficients,” in

; _ Proc. 1998 Data Compression Conf.998.
however, that such PSNR improvements do not m:"Ces’sa[g] R. C. Reininger and J. D. Gibson, “Distributions of two-dimensional

ily imply subjective improvements in image quality. Careful " pct coefficients for images,IEEE Trans. Commun.vol. 31, pp.
analysis of our test images indicated that biased reconstruE:s-] E3E|\>/|—8”39, 1383.b N  woud | DCT coet .
: : g : . Miller, “Distribution shape of two-dimensional coefficients o
tion produced I|ttl‘fa. su.bje”ctlvg improvement. In a few cases, natural images, Electron, Lett, vol. 29, pp. 1935-1936, 1993,

some mild edge “ringing” artifacts were reduced. Generally[7] S. R. Smoot, “Study of DCT coefficient distributions,” lHuman Vis.
however, the differences between the standard JPEG decoded Electron. Imag, vol. 2657, pp. 403-411, 1996. "

. d the bi d . . diffi u[[5%] G. S. Yovanof and S. Liu, “Statistical analysis of the DCT coefficients
Images and the biased reconstruction |m§ges were a '_C and their quantization error,” ifProc. 30th Asilomar Conf. Signals,
to detect. Note also from Table | that using the Laplacian Systems, and Computerk996, pp. 601-605.
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