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Abstract

Transport in fusion plasmas in the low confinement mode is characterized by several remarkable
properties: the superdiffusive scaling of transport with system size, stiff (or ”canonical”) profiles,
power degradation and rapid transport phenomena. The present paper explores the possibilities
of constructing a unified transport model, based on the Continuous-Time Random Walk, in which
all these phenomena are handled adequately. The resulting formalism appears to be sufficiently
general to provide a sound starting point for the development of a full-blown plasma transport code,
capable of incorporating the relevant microscopic transport mechanisms, and allowing predictions

of confinement properties.



I. INTRODUCTION

Radial transport in the magnetic confinement devices used in thermonuclear fusion re-
search has a strong stochastic component [1]. The motion of individual charged particles
in these systems is affected by collisions, by the interaction with the magnetic field [2], and
instabilities and turbulence [3, 4]. The magnetic field has a toroidal topology and is char-
acterized by nested magnetic surfaces, embedded islands and stochastic zones [5-7]. Thus,
it is not surprising that the macroscopic transport in this exceedingly complex system is
not properly described by a classical diffusive equation, in which the transport properties
of the system are modeled through a set of diffusivities and conductivities. The appropri-
ateness of the diffusive (or ”Fickian”) approach ultimately relies on the existence of some
microscopic scales that govern the transport in the system (for instance, the ion Larmor
radius, the eddy size, the collision frequency or the eddy turnover time). If such charac-
teristic scales exist, then the experimentally obtained diffusivities and conductivities can be
used to predict transport in a system of a different (larger) size. However, most studies
of global scaling properties of transport indicate that the transport parameters do depend
on the system size [8]. This strongly suggests that transport in these devices lacks such
a characteristic scale: the scales governing transport are only limited by the system size
and the discharge duration. Perturbative experiments also point towards the absence of a
characteristic scale, namely via the existence of so-called "long-range correlations” [9]. This
state of things suggests that, to be able to describe plasma transport properly and make
reliable extrapolations towards larger system sizes, it might be more appropriate to look for
alternate descriptions to the Fickian approach that do not rely explicitly on the existence
of such characteristic scales.

Several approaches to this problem have been explored in recent publications. A
well-known generalization of diffusive transport is the Continuous Time Random Walk
(CTRW) [10], in which the microscopic motion of individual particles is governed by cer-
tain probability distributions. When these probability distributions are chosen to be of
the Lévy type, scale-free transport may result. Omne of the first examples of its use to
study plasma transport in stochastic magnetic fields can be found in Ref. 1. The CTRW
approach is closely connected to system descriptions in terms of Fractional Differential Equa-

tions (FDEs) [11-14], that has also been explored recently in the context of plasma trans-



port [15, 16]. An alternative and more qualitative approach to the problem was provided by
the ideas of self-organized criticality (SOC) [17]. It was shown that ”sandpile” toy models
exhibit dynamics that are qualitatively similar to those encountered in a confined plasma, at
least in terms of global confinement time scaling and rapid propagation phenomena [18-20].
It has however remained difficult to translate any of these related approaches into a useful
transport model for fusion plasmas.

The work presented in this paper must be understood in this context. Our purpose is to
explore the possibilities of CTRW models for describing transport in fusion plasmas and to
identify the minimal ingredients needed to reproduce the basic phenomenology observed in
the experiment. In particular, we focus our attention on the most important predictive tool
in fusion research, namely the global confinement time 7 (of particles or energy), and its scal-
ing with the system size, the source rate P,,; (denominated ”heating” or ”power deposition”
in the fusion context) and other global parameters. Experiments show that 7 deteriorates
with the external power source (as 7 ~ P.,2°"%") and that it scales slower than the diffusive
prediction (7 ~ L?) with the system size [8]. In addition, we investigate the possibility of
handling superdiffusive propagation of perturbations in the modelling framework, as this
also is an important characteristic of transport in fusion plasmas.

The paper is organized as follows. In Section II the theory of CTRW’s will be discussed,
and we will pay particular attention to the possibility of modelling the CTRW system by
means of a Master Equation (ME). The ME provides a probabilistic description of the
CTRW, thus eliminating the need for constructing a particle tracking code, and greatly
enhancing the practical usefulness of this approach. The ME is derived for a particular
CTRW, not previously studied in literature, namely with explicit space- and time dependence
of the particle step probability distribution function (pdf), for a finite-size system, and with
an external source. These particular properties make this CTRW very appropriate for
modelling transport in fusion plasmas. In Section III, a toy model based on these ideas
is explored numerically to demonstrate that it indeed exhibits the desired phenomenology.
Section IV provides a discussion and Section V gives some conclusions. In summary, it is
suggested that the CTRW formalism might be a serious candidate to implement all these
ideas in the framework of a unified model of transport in fusion plasmas with real predictive

capabilities.



II. THEORY

The classical 1-dimensional Continuous-Time Random Walk (CTRW) model [10] consists
of particles or walkers (we will use both terms interchangeably) that wait in their position
x for a lapse of time At and then take a step of size Ax. At and Ax are drawn from a joint
probability density function (pdf) €. Following the standard use in statistics, we reserve the
name 'probability distribution’ (PDF) for the probability of the walker performing a jump
smaller than Ax after a lapse of time shorter than At; thus the pdf is the derivative of the
PDF with respect to both arguments. This joint pdf then depends, in its most general form,
on the space and time coordinates of both the origin and the destination of each particle
jump: &(x — 2/ 2’5t — ', t') specifies the probability that the particle makes a jump of size
Ax = x — 2/, from 2’ to x, after having remained a time At =t —1t' > 0 at 2’. Conservation

of probability requires that:

/OO dx /OO dr &(x — o', o' At ) =1, Va' ¢, (1)
—00 0

The system may exhibit a vast spectrum of dynamical behavior, depending on the form of
the pdf &, that will result in different functional forms for the probability density of finding
the walker in z at time ¢, n(z,t). We will also refer to n(z,t) as particle density, for if the
motion of N walkers is given by the joint pdf, the number of particles at position x and time

tis N -n(xz,t). If we choose £ to be a product of the form:

e(a:—x’)2/402 e—At/TD (2)
20/ ™

the resulting CTRW is a diffusive process with diffusion coefficient D = o /7p (cf. Appendix

B).

E(x— a2 At ) =

As mentioned in the Introduction, it is useful that the CTRW model possesses an as-
sociated Master Equation. This requirement reduces the range of admissible choices for &

somewhat. Here, we will assume that the pdf is separable:

Elx—a 2t =t t) =ple — 2 2/ )t — ). (3)

This pdf is separable in the sense that ¢ is the product of two statistically independent pdfs,

namely p for the particle step-size and v for the waiting time. Note that we have intentionally



assumed that 1) is invariant in time, but at the same time we permit a dependence on (2/,t)
of p. It will soon become clear that this particular choice is sufficiently unrestrictive to
permit interesting dynamics in the sense of the Introduction.

In the following subsections (II A - I E) we shall discuss some general properties of this
particular CTRW model. First, in Section IT A we will prove that a Master Equation indeed
exists for the joint pdf defined by Eq. (3). Second, if the CTRW is to be able to describe
transport in confined plasmas, it must be spatially restricted to a bounded domain and
admit steady state solutions. These issues are discussed in Section IIB. In Sections IIC
and IID we will discuss how the CTRW defined in Eq (3) must be modified to describe a
transport model that lacks any characteristic scale and exhibits "power degradation” similar
to that encountered in real plasmas. Finally, all these results are collected in Section ITE,

where a general form for a CTRW model encompassing all these properties is proposed.

A. The Master Equation

In this subsection, we intend to show that it is indeed possible to find a Master Equation
that corresponds to the CTRW model defined by Eq. (3). This is a non-trivial exercise, due
to the explicit time dependence in the step size pdf p, which is not usually considered in the
literature on CTRW models [21]. Generally speaking, a Master Equation is an evolution
equation for the local probability density of finding a walker at a given location at a given

time [22]. In the infinite spatial domain, it has the general form:

871(89515) /dt/ do' K (2o — 258t — ' )n(a 1)

—/dtnazt [/ de' K(z,2' —z;t',t — )], (4)
where the kernel K (2/, x —2';t',t —t') gives the transition probability of finding at x at time
t a particle that was at 2’ at time ¢'. The first term of the r.h.s. gives the contribution of

particles arriving at x between times 0 and ¢, and the second term that of particles leaving

x between times 0 and ¢. The kernel must guarantee particle conservation, so:

/OodT/OO de K(z',o —2';¢',7) = 1. (5)
0 —oo



The probability density that appears in the Master Equation is the ensemble average
over many different realizations of the CTRW for a single walker. In this sense, it yields a
probabilistic description of the evolution of a large number of walkers, having self-evident
advantages from a computational point of view, since it eliminates the need to follow a large
amount of particles simultaneously.

To derive an ME for the joint pdf defined in Eq. (3) we proceed initially by following
Ref. 21. First, we write the probability of finding the walker at x at time ¢ as:

n(e,t) = [ ntast = €)@ 1) (6)

where n(x;t — t') represents the probability that a walker, located at 2’ at time t', remains

in the same position at time ¢. Clearly, this probability is given by:

t
n@st) =1- [ droGa'in) (7)
0
The quantity Q(z;t) represents the total probability of the walker arriving at position x

at time ¢ by any possible route (any number of jumps) [23]. Thus, it can be decomposed as

a sum over the probabilities of arriving there by a fixed number of jumps:

Qs t) = i@m;w (8)

where Q’(x;t) is the probability of arriving at position z at time ¢ by precisely j jumps. By

definition, Q’(x;t) satisfies the following recurrence relation:

Qait)= [ ' [ CaE(r — ot — QI ) (9)

with the initial condition

Q"(x;t) = 0(2)a(¢), (10)

which simply reflects the fact that the walker cannot move in a time interval of zero length.

Combining Egs. (8), (9) and (10) yields a recursive equation for Q(x;t):

Qast) — 8(@)o(r) = [ au’ /Ot Qe — a2t — 1 DO ), (11)



which is the starting point in the derivation of the Master Equation. Inserting our choice of

&, given by Eq. (3), we obtain:

00 t
Qust) = o(x)a(t) = [~ da'plo— o, a'st) [ dew(it—0)QEY)  (12)
—0o0 0
At this point we must depart from the derivation made in Ref. 21, since our problem

is not spatially invariant due to the explicit dependence of both p and ¥ on z’. We can,

however, use the Laplace transform:

LUF®) = () = [ e p(t)at (13)

to rewrite the convolution in Eq. (6) as:

n(z,s) = n(r;s)Q(z; s) (14)

This, together with the auxiliary distribution

Y(x;5)
o(x;s) = 15
#3) n(z; s) (15)
allows us to rewrite the last integral in the r.h.s. of Eq. (12) as:
¢ !/ / / /. 4! !/ /
| dreit —Q@' ) = L' Q')
¢
= L[p(@s (e, )] = [ dvo(@’st —n(a',¥) (16)
0
so that Eq. (12) becomes:
o0 t
Qust) = 8(@)o(t) = [ da'ple — o' ast) [ dto(e!st — ¢)na',¥) (17)
—00 0
Applying the Laplace transform to Eq. (17) we find:
Q(x;s) — o(x) = g(x; ), (18)
where we have defined
o0 t
g(x;8) =1L {/ de'p(x — o', o, t)/ dt'¢(x';t — t)n(2', )] . (19)
—00 0



Multiplying Eq. (18) left and right by sn(x;s) and using Eq. (14), it can be written:

[sn(z,5) = 0(x)] — 6(x) [sn(x;s) — 1] = (sn(z;8) +1 = 1)g(x;s) (20)

Using L [0f/0t] = sf(s) — f(0), Eq. (20) can be Laplace-inverted to obtain:

on(xz,t)
ot

. t 0o
= 5(@377(9;’ t) +/0 dt’ /_OO de'(z'st — t)p(x — 2, 2" t)n(!, ¢)

0
+L7 [(sn(x;5) — D)g(a; 8)] (21)

To simplify the last term in Eq. (21), we again use Eq. (18):

—0(x), (22)

which, combined with the Laplace transform of Eq. (7), allows us to write:

(sn(x;s) — Dg(xz;s) = —(x; s)n(x, s) + 6(x)(z; s) (23)

This result can be used to Laplace-invert the last term in the r.h.s. of Eq. (21), so that

this equation becomes:

t 00
871((;’ ) = / dt’/ dr'¢(z'st — t)p(x — o', 2'; t)n(a' )
0 —00

_ /ot dt'¢(z;t — t')n(x,t') (24)

which is the Master Equation we sought. The transition kernel appearing in Eq. (4) is thus
given by:

K o =25ttt —t') = ¢(a'st — t)p(x — 2,25 t). (25)

B. Restricted CTRW: steady state

The CTRW must be spatially bounded to be useful for describing transport in confined
plasmas. Without loss of generality, we will assume it to be restricted to the region 0 < x <
1, i.e. x is a normalized spatial coordinate that absorbs the system size. When a particle

takes a step such that its new position z lies outside of the range [0, 1], it is considered lost.

8



Thus, particles are no longer conserved inside the system, and an external source rate S(x, t)
must be included for the CTRW to yield steady state solutions. Note that the finite size
and the continuous fueling set our model somewhat aside from some other general systems
studied in the CTRW framework [21].

The ME that corresponds to the restricted CTRW differs slightly from Eq. (24). It is
easy to see that the derivation of the previous subsection remains essentially unchanged if
we assume that once the walker moves outside of [0, 1] it is lost. This is so because the
only mathematical tool that was used in the derivation is the Laplace transform, to exploit
the time-invariance of the unrestricted case, and this symmetry property is also present in
the (spatially) restricted case. In fact, for the restricted CTRW, the equation equivalent to
Eq. (24) is:

on(z,t)
ot

t 1
:/ dt’/ de'¢(z'st — tp(x — o', 2" t)n(2 1)
0 0
t
- / dt'd(z;t — t)n(x, ). (26)
0
The only effect of restricting the CTRW is to modify the integration limits of the first
term in the r.h.s., which accounts for the particles coming to x at time ¢ from other locations
in the spatial domain. However, this equation differs formally from a standard ME in a finite
domain [22], since the spatial integral of the transition kernel in the second term of the r.h.s.
extends over [—o0, 00], not [0, 1] (see Eq. (4)) to account not only for the transfer of particles

from x to other locations inside [0, 1], but also for direct transfer out of the system. However,

it is possible to recover the standard ME form by rewriting it as:

(971(1‘,75)_ b ! / /. / ', )
g —/Odt/o de'¢(x’;t — t)p(x — o', 2" t)n(2', 1)

— /Ot dt' ¢(z;t —tn(x,t') {/01 da'p(x’ — x, x; t)] — L(z,t), (27)

where L(z,t) is given by:

L(x,t) = /Ot dt' ¢(x;t — tn(x,t') [1 — /01 da'p(z' — z, z;t)

Here, L(z,t) is identified with particle losses through the system boundaries originating

. (28)

at position x at time ¢. Thus, this term may also be viewed as an absorbing boundary

condition at the boundaries of the domain of the restricted CTRW.



As mentioned before, we include an external source S(z,t) to balance these losses and

allow the system to reach steady state. Thus, the final ME for the restricted CTRW reads:

on(z,t)
ot

= S(z,t) + /Ot dt’ /01 da'o(z'st — t)p(x — o', 25 t)n(2!, )
- "t (it — tn(a, t). (29)

The system will possess a steady state in the presence of a time-independent ex-
ternal source, if the number of particles confined inside any finite part of the system is

constant in time. This condition can be rewritten as:

S(x) = —/01 de'n(z') p(x — 2/, 2';t) /Otdt’(b(a:';t—t')

+ ) [ Lt (st — 1), (30)

which requires that the r.h.s. of Eq. (30) must be independent of time. Thus, p and ) cannot
be both chosen arbitrarily, which is a subtle but important consequence of our choice for
the joint pdf £ (Eq. (3)). A particularly simple case is that in which the step size pdf p is

time-independent. Then, to reach steady state it is sufficient that:

ot —1') = g(a') o(t — 1), (31)

i.e. the waiting time pdf must follow an exponential law:

(st —t') = g(a)e 9=, (32)

In the remainder of this paper, we will restrict the discussion to exponential waiting time

distributions.

C. The absence of characteristic scales

In this section, we will briefly discuss the scaling properties of the CTRW model defined by
Eq. (29). We will show that the model is general enough to include transport processes that

are not dependent on the existence of any underlying characteristic scales. Central to this

10



discussion is the concept of ”global confinement time” of the system, since the characteristic
length scale issue was raised in relation with the (anomalous) scaling of this quantity with

system size. For the CTRW it is defined as:

T = (33)

where N, is the total particle content in steady state and S, is the total source rate,
integrated over x, where S(x,t) is assumed to be independent of time.

The existence of characteristic time and length scales is intrinsic to the classical diffusive
random walk, defined by the joint pdf Eq. (2). Its associated ME is obtained by combining
Eq. (2) with Eq. (29):

an(:zc t) 1 1 1 72 2
s -9 / dz’ ,,t (z—x')?/40% t 34
ot () + ™ [20\/? 0 vn(e,t)e n(z, 1) (34)
Usually, diffusive transport is not described by this equation, but rather by:
on o\ *n
—=|—==+S9 35
ot (TD> 0x? +5(@), (35)

which can readily be derived from Eq. (34) using a Taylor expansion of the density, since
all moments of arbitrary order of p and 1 are finite, thanks to the exponential tails of the
pdfs for large (r — 2) and 7. Significantly, all moments of p can be expressed in terms of

its second moment,

1 o0 2)2 /452
(aa?) = 5 NG /_ _d(Aa) - (Ax)? (AN = g2, (36)

For this reason, o acts as a true characteristic length scale of the system: since o is

is usually much smaller than the system size (i.e., 0 << 1), restricting the integration in
Eq. (36) to the system domain [0, 1] still yields an estimation for (Ax?) which is essentially
equal to 202. This insensitivity of (Az?) to the actual system size is central to the derivation
of the classical diffusive equation (cf. Appendix B). More importantly, the value of the
relevant transport length scale o can be estimated from measurements in small systems, so
that the results of transport analyses can then be directly translated to larger systems by a

simple scaling argument. Indeed, the global confinement time is predicted to scale as:

T~ Tpo 2. (37)

11



Recall that o is normalized to the system size, so that 7 ~ L2

However, in fusion plasmas it is observed that 7 ~ L% with o < 2 [8]. Within the
diffusive framework, this result is often interpreted in the sense that (Az?) (and thus D)
appears to increase with system size [24]. However, from the point of view adopted in this
paper, this result would rather appear to imply that there is no characteristic length scale,
but instead, that all scales contribute, up to the cut-off imposed by the system size. In fact,
this behaviour is obtained in a natural fashion within the CTRW model when the Gaussian
step size pdf is replaced by Lévy stable distributions [25]. Such pdfs are characterized by
four numbers (cf. Appendix A), the most relevant for this discussion being the so-called
decay index, o (0 < a < 2), describing the decay of the pdf which scales as 2z~ (@+1) for large
x. All pdf moments of order k£ > «a diverge (when o < 2). Thus, most Lévy pdfs do not
have a finite variance, and the calculation of (Az?) along the lines of Eq. (36) leads to a
result that increases with the system size (cf. Appendix D), in accordance with observation.
This suggests that the use of Lévy stable distributions to describe transport might be a way
to reproduce the experimentally observed scaling of the global confinement time.

However, as elaborated in detail in Appendix D, the appearance of Lévy pdfs in the
description of transport, in combination with the finite size of the system, leads to a situation
in which the transport coefficients (i.e. finite-size moments of the pdf) depend explicitly on
the system size, even for small values of o. Thus, such transport coefficients, measured
in a system with a certain size, cannot be used to predict transport in a system with a
different size. As mentioned in the introduction, at least two complementary approaches
for describing transport characterized by Lévy pdfs are capable of handling this situation
adequately: we may either replace the standard diffusive equation by a fractional differential
equation (FDE) [26] or use the ME formalism. In this paper, we explore only the second
possibility.

D. Power degradation

In this subsection, we will discuss under what conditions the CTRW model may exhibit
power degradation. The effect of power degradation is observed experimentally in fusion
plasmas as a dependence of the global confinement time on the external source rate in the

form 7 ~ S} (v > 0) [8]. The model presented in Eq. (29) appears not to allow such

12



behaviour, since N;,; depends linearly on Sy, for any fixed choice of p. However, a priori
there is no need to restrict the model to such a choice. In principle, either p or v may be
chosen to depend on e.g. n(x,t) or on any of its derivatives. However, one must be careful
to avoid invalidating the derivation of Eq. (29). It turns out that Eq. (29) is still valid if the

nonlinearities are restricted to a step size pdf of the form:

d
plx — 2, 2';t)=p (x —a it f [n(a:/,t), d—n(q;/,t), 1) : (38)
x
which is why we initially assumed an explicit dependence on time and space of the joint pdf
€. The interpretation of Eq. (38) is that, at the time it performs a jump, the walker takes

the local values of the density and its derivatives into account to choose the length of the

jump.

E. A minimal transport model

We now dispose of all the essential elements to build a tentative CTRW model with
relevance for the systems under investigation. Naturally, the proposed ”toy model” does not
pretend to provide a complete description of transport in a real plasma. In particular, it
describes just one field (say, the plasma density), while in fusion plasmas several other fields
(such as the temperature) play a fundamental role. Even so, extensions to the model are
rather straightforward to build, and this simplified model will be sufficient to demonstrate
our main point: that it is possible to provide a satisfactory description of transport in a
system that lacks characteristic length scales and exhibits power degradation.

For practical reasons, we want to be able to use a ME to describe the model. For
simplicity, we will limit ourselves to CTRWs with an exponential waiting time distribution,
so that steady state is easily accessible. We can achieve this by choosing a joint pdf ¢ of the

form:

e—(t=1")/7p(a")

TD(l’I)

Elx—a a5t —tt)=p (:r —a2' 7' f ln(:r’,t% ;l;b(i’f/at% D ' , (39)

as follows from the previous sections. The non-linearity in p is needed to obtain power degra-

dation, and with proper functional dependencies introduces a certain degree of complexity

13



in the model, leading to very rich behavior, including fluctuations around a mean value and
rapid propagation phenomena.

The associated ME is given by:

Tt = e f s peto o) Sa5

yielding a recursive equation for the steady state, time-independent particle density

(On /0t = 0):

m@:@@%&mf[mmG—ayJV@mg@mw>”WW. (41)

p(a')
Egs. (40) and (41) are the most powerful tools in the CTRW framework. Note however that
Eq. (41) may not converge, depending on the choice of f.
We obtain scale-free transport by using step size pdfs p that involve Lévy distributions,
as described above. These prescriptions complete our CTRW model. Actual choices must

now be made to address any problem of interest.

III. NUMERICAL STUDY

In this Section, we shall investigate a numerical toy model designed along the lines of the
preceding Section. The system we have chosen is inspired on a common observation made in
experiments with confined plasmas: the anomalous scaling of the global confinement appears
to be related to the fact that some critical threshold is superseded [27]; here, we assume that
this threshold is a critical density gradient, (dn/dx).. To model this behaviour, we choose p
to be composed of two pdfs, one Gaussian (o = 2) and another Cauchy (a = 1), combined in
such a way that the (slow) diffusive transport channel is active only when the local density
gradient is less than the critical value, while the (fast) anomalous channel takes over control

of the local transport when the threshold is overcome:

p ([E - IL"/; ?;(37/; t>> - C(fl?/, t) Psym(l' — 33,, 1, J1) + (1 - C(mla 2f)ljsym(x - zlv 2, 02) (42)

The definition of P, is provided in Appendix A. Here we have defined

14



((2',t) =06 [

ted-(3))

Since O(x) is the usual Heaviside step function, {(«’,t) can be either one or zero, depend-
ing on the value of the local density gradient. The model is then completed, for simplicity,
by assuming a spatially uniform waiting time pdf with constant mean waiting time 7, and
a constant prescribed source rate profile, S(x).

In the next sections, after giving a brief description of the numerical techniques used in
Sec. IIT A and stressing the advantages of the ME approach in Sec. III B, we proceed to
examine the system to look for signs of power degradation (Sec. IIIC) and non-diffusive
scaling (Sec. IIID) of the global confinement time. Finally, in Sec. IIIE we demostrate
that the model exhibits superdiffusive propagation. With this example, we pretend to show
the adequacy of the proposed framework to model systems in which these phenomena are

observed, as is the case of confined plasmas.

A. Numerical implementation of the model

First, we have programmed the toy model in the form of a CTRW particle tracking code.
Second, we have programmed a time evolution code according to the Master Equation (ME)
corresponding to the same model as the chosen CTRW.

The CTRW model description is as follows: the one-dimensional space variable x covers
the range 0 < z < 1. Particles are added according to a preset constant fueling rate S(x)
(number of particles per time and space unit). Initially, the system time ¢ is set to zero. A
preset amount of particles is loaded to initialize the system. When a particle (7) is added
(at a random position according to the distribution S(z)), it is assigned a waiting time
7; (selected randomly from an exponential distribution with mean 7p) after which it will
perform a jump.

The iterative part of the program is as follows: The program searches for the first particle
to jump next. Once found, particles are added according to the length of the time interval
from the current time to the first jump time, matching the given fueling rate. Then the
system is searched again for the first particle to jump and the system time is advanced to
this time. This particle now performs a jump with a size drawn from a step distribution.

If the particle jumps out of the spatial range, it is lost. If not, it is assigned a new waiting

15



time. Finally, the whole process is repeated iteratively.

In the realization presented here, we have chosen the waiting time 7p = 1 and set S(z) =
constant. To compute particle density profiles n(x), it is necessary to divide the continuous
space variable in discrete bins, and count the number of particles in each bin. We set the
number of bins to 200. The gradient dn/dz(x,t) is computed from the 5-points smoothed
density profile n(x), in order to reduce statistical fluctuations in this quantity. The par-
ticle step distribution for a jump from position z’ to position z is given by Eq. (42) with
(dn/dx). = 50, o1 = 0.04 and 09 = 0.02. Results are always evaluated after initial transients
have died out (i.e. when the system has reached steady state).

The corresponding ME is Eq. (40) with 7p(x) = 1 and p given by Eq (42). To advance

it in time, standard integration techniques for stiff differential equations are applied [28].

B. Convergence of the numerical CTRW model to the Master Equation

To study the effect of the number of particles in the CTRW model on the results, we have
run the code with different fueling rates, while varying the critical gradient in proportion
to the fueling rate. Thus, these runs are equivalent except for the number of particles NV in
the system. In Fig. 1, the results are compared to a run with the Master Equation, which
corresponds to the limit N — oo.

The convergence of the CTRW results to the ME are clear, and the practical advantages
of using the ME model are evident: (a) the CPU time consumption is much less than the
CTRW model (when the number of particles is high) and (b) it corresponds much better
to our physical system, namely a plasma with ~ 10?° particles (such an amount of particles
being impossible to simulate with the CTRW code, even on the fastest computers to date).
The results presented in the following subsections have therefore been obtained by the ME

code.

C. Scaling of the global confinement time with the external fueling

The toy model has two limits as a function of the external fueling S: at weak fuelling
(S < S.), the anomalous transport channel is never activated since the gradient remains

below critical everywhere; while at very strong fueling (S >> S,.) the system behaves almost
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as a purely anomalous system, with a super-critical gradient (|dn/dx| > (dn/dz).) almost
everywhere. The core of the system (the region around x = 1/2) is an exception, because
symmetry requires that the gradient is always zero in the center. Therefore, there remains
always a (small) central region where transport is diffusive (not anomalous), even at very
strong fueling. Characteristically, it shrinks in size as the fueling is increased but never
vanishes.

In an intermediate situation, between weak and strong fueling, the system is divided into
two main regions (cf. also Refs. 29, 30): a central region where transport is diffusive and
a periphery where the gradient is critical (Fig. 2). In the central region, the slope of the

profile can be computed, to good approximation, as (using Eq. (35) and symmetry):

ZZ __ (?) (x—1/2), (44)

The crossing-over point between the two regions is the point where |dn/dz| = (dn/dz).:

2
o5 (dn

1| _ -1
xc—2\_<d$>6_0.025 (45)

STD

with our parameter choices. So, the critical power threshold that must be overcome for the

anomalous channel to become active is given by:

2
S, = 2% (d"> = 0.04. (46)

™ \dz
Except for the pedestal contribution, the particle content of the system can easily be
computed, since the gradients in both regions are known (the gradient in the periphery
being critical provided the system is not over-driven, i.e. transport in the periphery is still
characterized by a mixture of both transport channels, and not completely dominated by
anomalous transport). Thus, we can integrate the curve sketched in Fig. 2 (ignoring the
unknown pedestal) and find for the partial particle content (i.e. without the pedestal con-

tribution):

i)
1203
Npartial - (47)
1 (dn o5 dn\’

(=) - - >

4 <dx>c 35273 (dm) (52 5)

[

(5 < 5)
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The confinement time can simply be evaluated from 7 = Ny /S;or as before. Taking into

account that the result must tend to the anomalous limit (7 ~ 7p/0y) for large S, we find:

D (S < S.,)

1202

Tpartial = 5 (48)
1 [dn o5 dn CTp
— (=) - ) =2 >

e [45 (dx)c 35373 (dm)c’ o1 (52 5)

where c¢ is a constant. This behavior is reflected by the scan of S presented in Fig. 3. Clearly,

in the weak fueling limit the system confinement time scales as described in Appendix
B (Eq. (B8), 7 « 7p/c?), while at strong fueling it scales as described in Appendix C
(T < 7p/o). In neither of these limiting cases does 7 depend on the fueling S. But when
the system becomes critical and a mixing of zones characterized by locally diffusive and
anomalous transport occurs, a gradual transition between the two limiting cases takes place,
which depends on the fraction of space occupied by the anomalous channel, and therefore
on S.

Interesting is also the plot of the CPU time used per iteration (Fig. 4), since this is a direct
measure of the complexity of the system: when the complexity is high, the sub-iteration time
step is reduced accordingly, leading to an increase in overall CPU time consumption. The
degree of complexity (or disorder) is related to the self-regulating character of this system
state, and is particularly high just above the threshold, as is evident from the figure. It is

associated with complex fluctuating behavior in both space and time.

D. Scaling of the confinement time with system size

The generic scaling behavior obtained in the previous section can also be used to un-
derstand the scaling of the confinement time with system size. Since we have normalized
the system size to L = 1, a scaling of the system size is equivalent to a scaling of o. The
constant ¢ appearing in Eq. (48) can be estimated numerically for our system and we find
¢ = 0.45. In Fig. 5, we have plotted Tp4a as a function of o9 and S (with oy = 209). At
each choice of oy, the system behaves as in the previous section: at low S, the system is
fully diffusive (Gaussian); at high S, the system is completely anomalous; and in-between,

the system is critical. In the critical situation, the confinement time is determined almost
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exclusively by the fueling S and the critical gradient (dn/dzx).; the waiting time 7 and the
step size o, do not play any significant role — or, in other words, they do not act as the

characteristic scales of the transport.

E. Rapid transport phenomena

The model produces rapid transport phenomena, which bear a remarkable similarity to
the rapid phenomena observed in fusion experiments [31-35]. To demonstrate this effect, we
have taken the ME simulation corresponding to S' = 0.2 in Section III C. For ¢ < t., = 1001,
the system is in steady state. We induce an artificial ”cold pulse” by setting n(z,t.,) = 0 for
x > 0.875. Then we follow the evolution of the system. Fig. 5 shows the time development
of n(z,t). The cold pulse and its effects are clearly seen. The pulse creates an inward-
propagating ”cold” front (i.e. with reduced density). Fig. 6 shows the same data, however
after subtracting the steady state profile in order to stress the perturbation. The ”cold”
front reaches the center of the system (z = 0.5) in about At = 0.1. This number should
be compared to the confinement time for the system (cf. Fig. 3): 7 = 70. Thus, the front
propagates nearly three orders of magnitude faster than might be expected from the global
confinement time! Note that the propagation is ”ballistic” in the sense that it does not
slow down as it propagates, as would be expected for diffusive propagation (cf. Ref. 36
for experimental observations of this effect in fusion plasmas). The propagation velocity is
related to the self-regulation mechanism of the system, which activates or deactivates the

rapid transport channel in order to maintain the gradient close to critical.

IV. DISCUSSION

As stated in the introduction, transport in fusion plasmas is exceedingly complex. Apart
from classical diffusion driven by collisions [37], many other mechanisms are known that con-
tribute to plasma transport. In this respect, we could mention neoclassical transport [2, 38],
transport associated with stochastic magnetic fields [5, 6] and transport driven by turbu-
lence, associated with rational surfaces or zones with strong gradients [3, 4]. There is good
evidence that most of these physical mechanisms may yield contributions to trans-

port that are non-Fickian [1, 39, 40]. Recent tracer-particle simulations of resis-
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tive pressure-gradient-driven turbulence suggest that the radial excursion of the

tracer-particles scale with time as:
< g2 SV 4088, (49)

i.e. much higher than the value of 0.5 than is to be expected from diffusive
transport [16]. A similar value for this exponent has also been obtained in
experiment, from the analysis of density fluctuations measured at the edge of
the DIII-D tokamak [15].

The main difference between the mentioned simulations and more standard
turbulence simulations is that, in the former, equilibrium profiles are evolved in
time and the system is driven weakly. In this situation, the local eddies that
are excited when an instability threshold is surpassed can dispose efficiently
of the free energy excess and disappear after bringing the profile back below
marginality — i.e. the eddies are allowed to affect the background profile. In this
situation, the spatio-temporal dynamics of the simulation self-regulate, generat-
ing ”"emergent” behavior.

It is suggested that the cause for the appearance of Lévy distributions in
transport must be sought in the existence such a self-regulation mechanism. The
appearance of this mechanism requires the existence of an effective competition
between the time scales associated with the driving rate and the local energy
redistribution rate. This state of things may indeed be present at certain stages
in a confined plasma (L mode). For this reason, it seems reasonable to expect that
transport in fusion plasmas may be better described by evolution equations that are not
limited to Fickian (classical diffusive) transport [36].

In the present paper we propose a general framework to explore this conjecture, that
might provide a first step towards reaching a satisfactory description of these phenomena
in the near future. The non-Fickian transport channel is modeled by means of a particle
step pdf that takes the form of a Lévy distribution. But, at the same time, it accomodates
the important phenomenon of ”power degradation” within the description by means of a
non-linear modification of the step pdf, rather similar to the way this issue is handled in the
standard Fickian transport framework [32]. In contrast to the latter, however, the present

description permits the extrapolation of transport properties to larger systems, since the
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relevant quantities (i.e., o, o, etc.) are independent of the system size (cf. Appendix D).

We have also built a 'toy model’ that incorporates all these ingredients and that, as
a result, exhibits anomalous transport and power degradation. The resulting feedback
mechanism also leads to ”stiff” profiles, reminiscent of the phenomenon of ”profile consis-
tency” [41] encountered in confined plasmas. The main physical element used to construct
the toy model, namely a critical gradient that switches dominance of transport between a
Fickian and a non-Fickian channel, is inspired by the phenomenology observed in fusion
experiments. Indeed, the theory of plasma instabilities learns us that manifold instabilities
are triggered when local gradient thresholds are overcome. Such is the case for all pressure-
driven modes. The fast non-Fickian transport channel, activated when the gradients exceed
a threshold value, is suggested by turbulence simulations that show that the effectiveness of
turbulence to drive transport depends strongly on the departure of the gradient above the
critical gradient. Thus, transport is discontinuous through this limit, or at least strongly
non-linear.

We believe that the proposed approach might also be the best framework to explore the
relevance of the ideas of self-organized criticality (SOC) to plasma transport, as claimed
by several authors [18, 20]. Most of these studies were limited, by necessity, to drawing
analogies between plasma transport and sandpile models [19, 30, 42]. This limitation might
be removed by considering the current modelling framework. An investigation into the self-
organizing properties of this model is currently underway, and a detailed analysis of these
issues will be the subject of a future paper.

One final issue needs to be mentioned before attempting to construct a transport code
based on these ideas. As said before, our 'toy model’ assumes, for reasons of simplicity,
an exponential distribution for the waiting time pdfs of the walkers. However, some re-
cent estimations, obtained from experimental measurement and the modelling of turbulence
suggest that a Lévy waiting-time pdf (with o ~ 0.8 [15, 16]) might correspond better to
what is observed. A careful analysis of this issue must therefore be undertaken prior to the

construction of a CTRW model for transport in the corresponding plasmas.
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V. CONCLUSIONS

In summary, we have proposed a model, well-anchored in theoretical and experimental
results, that may provide a path towards a unified transport framework for describing the
experimental phenomenology of global transport. It is based on simple physical principles,
viz. a (non-linear) generalization of Brownian motion to Lévy probability distributions. In
spite of their conceptual simplicity, the underlying physical principles considered represent a
significant philosophical departure from the standard Fickian transport paradigm, dominant
in the analysis of transport in fusion plasmas up to date, although the model presented
contains Fickian transport as a special case.

We believe that this kind of approach (either in the form of a Master Equation, as in this
paper, or by means of some other equivalent formalism) may lead to the construction of a full-
blown transport code that might provide a better understanding of the remarkable scaling
properties of fusion plasmas. Indeed, the simple model examined in this paper already
shows that capturing this complicated phenomenology within such a framework appears
to be possible. Extensions involving several coupled fields, with a number of probability
distribution functions (either derived from microscopic transport theory or measured directly
from the experiment) for modelling the relevant microscopic transport mechanisms, might
also be considered.

Finally, we remark that the modeling framework proposed here is quite ample and may
find applications in fields other than fusion research, such as spatio-temporal chaos, fluid

turbulence, chemical reaction-diffusion problems, etc.

APPENDIX A: LEVY DISTRIBUTIONS

A random variable that is the sum of N independent identically distributed (i.i.d.) ran-
dom variables is distributed according to a Lévy distribution in the limit of large N (Theorem
due to Khintchine and Lévy, proof by Gnedenko and Kolmogorov [43]). When the first and
second statistical moments (the mean and variance) of the i.i.d. variables are finite, then
the limit distribution of their sum is a particular Lévy distribution known as the Gaussian
distribution, which explains the ubiquity of the latter in nature. Yet non-Gaussian Lévy dis-

tributions have been observed in many processes in different branches of science (cf. Ref. 13
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and references therein); the interest of non-Gaussian Lévy distribution lies here in the fact
that the random walk associated to such distributions is very different from the ordinary
random walk (Brownian motion), and leads to anomalous diffusion [12].

No explicit expression for the Lévy distributions exists, but their characteristic function

is [25]:

(k) = {exp [—aa |k|* (1 - zﬂ% tan (%)) +Zpk‘} , a#l
~ lexp [—a k| (1 +iﬁ% ln|k]) +i,uk} : a=1

The Lévy distributions are characterized by 4 parameters: their mean (—oo < p < 00),

(A1)

their scale or width (0 < o < 00), their skewness (—1 < 5 < 1) and their stability or decay
index (0 < a < 2). The distribution P(x) can be found numerically, with any required
precision, by taking the inverse Fourier transform of a discrete representation of Eq. (Al).

The symmetric a-stable Lévy distributions referred to in this paper are a subclass of

Eq. (A1), defined by p = 3 = 0. We define

Pyyml(z, 0, 0) = / P(k)| o exp [ikz] dk (A2)

The symmetric a-stable distribution with av = 2 and scale o is equal to a Gaussian with
width w = 20 : P(x) = exp|—2?/(40?)]/[20+/7]. The symmetric a-stable distribution with
a =1 and scale ¢ is equal to a Cauchy distribution with width o : P(x) = o/[r(0* + 2?)].

A sequence of random numbers corresponding to the distributions Eq. (A2) can be gen-
erated efficiently using the technique described in [44]; namely, by computing the sum of
independent random variables with the correct distribution of the ”tail”, which converges

automatically to the required Lévy distribution.

APPENDIX B: STEADY STATE WITH STEP-SIZE PDF WITH FINITE VARI-
ANCE

We wish to study the behavior of the confinement time 7 for a step size pdf p(x — 2/, 2),
and with 7, = 7p and S(z,t) = S(z). Eq. (29) becomes:
t 1 1
onlz,t) _ 1 [/ n(z', t)p(x — ', 2")dz" — n(x,t)| + S(x) (B1)
8t D 0

We will use a Tailor expansion for n(2’,t), defining 2’ = x — Ax:
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on  Ax?0’n

n(z',t) = n(r — Ax,t) = n(x,t) — AI% + 5 B (B2)
Next, we assume that p(x — 2/, 2") = p(Az, 2’) is a narrow function, peaking at Az = 0,
satisfying
/ p(Az,z — Ax)dAz = 1
/ Azp(Az,z — Ax)dAzx = 0 (B3)

/ Ax’p(Az, v — Az)dAx = 20?

If o < * < 1— 0 (and therefore also o < 1), the integration limits in Eq. (B1) can
be extended to infinity and we obtain, after substituting Eq. (B2) into Eq. (B1) and using
Eq. (B3):

2 92 2

?Z:;g;;+5*ng£+s (B4)
which is the standard (Fickian) diffusion equation, valid in most of the region 0 < x < 1,
except near the boundaries (due to the failure of the approximation involving the infinite
limits in Eqgs. (B3)), and for all p’s satisfying Egs. (B3). An additional convection term
is obtained if the second requirement of Eq. (B3) is relaxed. According to the Central
Limit Theorem, any PDF satisfying Eq. (B3) will converge to a Gaussian shape when many
individual steps of the particles in the system are summed [45].

Thus we find that the standard diffusion result is recovered in this approximation. The
corresponding static solution (On/dt = 0) can be found from Eq. (B1):

n(z) ~ / n(xp(x — ', 2")dx' + S(x)1p (B5)

—00

where we have extended the integration limits to infinity for simplicity. This equation
permits finding easy approximate analytical solutions in concrete cases. Eq. (B5) determines
n(x) up to a constant if we impose symmetry (n(z) = n(1 — x)). To find this constant, one

must impose particle balance:
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0 1

I'(1) = I'(0) = 7/1n(a:/)p(x — o, 2’ )da' dx + / /n(m')p(m — o' 2" )dd'de = Sy (B6)

—oo 0
By way of example, assume the step distribution is a Gaussian, p(x — 2/, z’) = p(z — 2/),

with width w = /20

p(AQIZ) _ €Xp [_QA(;ijZ—T(ZLOZ)] (B?)

For S(x) = Sy, we expand n(z) = ng + n1z(1 — x) (ignoring higher order terms), solve

for n; using Eq. (B5), and then evaluate 7 using Eq. (33). For simplicity, the constant ng is
not evaluated, although it might be found using Eq. (B6). We find:

™D o
T = +
].20'2 Stot

For S(z) = 6Spz(1 — z), we expand n(z) = ny + n1x(l — x) + nyx?(1 — )2, solve for n;

and ny using Eq. (B5) and find:

(B8)

1 1 Un
_ : B
T <1oa2 + 2) T (B9)

In these expressions, only the leading term (usually dominant for ¢ small) is due to
transport inside the system; but additionally, there is a term (ny/Sp) that depends only on
o (it does not depend on either 7p or S), which is associated with the density pedestal ng

due to the finite size of the system.

APPENDIX C: STEADY STATE WITH AN o-STABLE LEVY DISTRIBUTION

When the step probability distribution is a symmetric a-stable Lévy distribution with

zero mean, its Fourier transform is given by (cf. Appendix A).

p(k) = exp(—o®|k[") (C1)

First, we study the static solution, given by Eq. (B5) in the limit of small o, repeated

here for convenience:

n(r) ~ /Oo n(z")p(x — 2")dx' + S(z)1p (C2)
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Further on we will discuss the consequences of finite 0. Eq. (C2) can be Fourier trans-

formed to yield:

(k) = n(k)p(k) + S(k)o (©3)
) = 02 (1)

Fourier-inverting Eq. (C4) yields:

n(z) = 2 / S kg, (C5)

C 21 oo (1 — eIk
Since ¢ is assumed to be small and a > 0, 1 — e~ *" ~ ¢%|k|*, so that:

SOTD

n(x) ~
where we have used S(z) = Sps(x) with [ s(x)dx = 1. This leads to the confinement scaling
T x 7p/o® (cf. Fig. 8).

As an example, we take S(z) = Sy(0O(z)—O(x—1)), where ©(z) is the Heaviside function.
Then S(k) = iSo(e™* — 1)/k and

/() (C6)

O—a

() 2070 / R I (C7)

T oo ) ok

This integral diverges in general. However, its Cauchy Principal Value is:

SoTp

T'(—a)sin (“;) 2 + (1 — ) (C8)

(only valid for 0 < 2 <1 and non-integer positive values of «).

To%

APPENDIX D: SCALING BREAKDOWN OF THE DIFFUSIVE APPROACH
WITH o-STABLE LEVY DISTRIBUTIONS

The validity of the approximation Eq. (B5), used in Appendix C, is however questionable
for finite o, in particular when the step probability distribution is a Lévy distribution, since

the mean and standard deviation of the step size may diverge. Then, the presence of the
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system boundaries is ”felt” throughout the system, in contrast to the Gaussian case, where
the presence of the system boundaries may be neglected for small but finite . This effect
leads to additional ”diffusive” and ”convective” terms in the approximate diffusive equation
corresponding to the system, which are exclusively due to boundary effects. To see this, we

rewrite Eq. (B3), now explicitly taking account of the finite system size:

1
/0 ple — o', 2 )da' = po(z, o, 0)
1
/ (x — 2" p(x — 2, 2" )da' = py(z, @, 0) (D1)
0

1
/ (x —2')p(x — o', 2 )d' = ps(x, o, 0)
0
We can still use the Taylor expansion of Eq. (B2) with Az = z — 2/, but now we find:

on 1 on
i l(po(m,a,a) —1)n— ul(:p,a,a)% +

pa(w, o, 0) n
5 92 + S(x) (D2)

where pg(x,a,0) < 1, so that the first term on the right-hand side of Eq. (D2) represents a

direct particle loss term due to the finite system size. Note that in the case that p(Az,2’) =
f(Az) and f(—Az) = f(Azx), we deduce from Eq. (D1) that p;(z, a, o) has the same sign
as (x — 1/2), so typically p(z,a,0)0n/0x < 0 for all z (outward convection). Inward
convection can be obtained when p(Ax,z’) depends on x’ or when p is not symmetric.
Thus, the finite size of the system combined with step distributions of the Lévy type leads
to a diffusion equation that includes direct loss terms and convection terms. However, it is
perhaps not generally realised that in this case, the coefficients appearing in the diffusion
equation Eq. (D2) depend explicitly on the parameters of the distribution (here, @ and o).
Since ¢ is the width of the step distribution, normalized to the system size, this means
that, in general, the coefficients y; appearing in the diffusion equation depend on the system
size. This effect is shown graphically in Fig. 9. In other words, when a given experiment is
modelled by an equation of the type Eq. (D2), the coefficients that are thus obtained cannot
be used to predict what would happen in a similar system of e.g. twice the size of the system
studied! The pdf itself, however, does allow scaling and determining the pdf of transport

therefore provides a valid method to make scaling predictions.
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FIGURE CAPTIONS

Fig. 1 — Steady state profiles of n(x,t) after the initial transient phase has died out. Tt
is seen how the CTRW model converges to the ME results (with S = 0.5) as the number of
particles in the system is increased.

Fig. 2 — Sketch of the transport regions in the model, in a critical situation.

Fig. 3 — Confinement time as a function of the fueling rate S. The points are results
from program runs, the continuous line is the theoretical relationship (which does not take
account of the pedestal) derived in the text. Below S = S. = 0.04 the system is sub-critical
and the confinement time does not depend on S. At low and intermediate values of S, the
theoretical line agrees well with the experimental points, although there is a small difference,
caused by the pedestal. Finally, at the highest values of S criticality is lost in the periphery
(the system is overdriven) and the experimental points tend asymptotically to the anomalous
scaling limit (for which 7 ~ 11.24).

Fig. 4 — CPU time per iteration as a function of the fueling rate S. Upon crossing the
critical threshold (at S = 0.04), there is a very important increase in CPU time consumption
(by 3 orders of magnitude), reflecting the fact that the stiffness is strongly increased directly
above the transition from sub-critical to critical. Above the threshold, there is a gradual
decrease of CPU time as S increases, since increasing S implies a reduction in the relative
importance of the stiffness-producing term involving the step pdf p in Eq. (29), so the
integration routine can advance more rapidly (the expected scaling relation tcpy o< 1/S' is
indicated in the figure). Another equivalent way of interpreting this graph is to consider the
CPU time to be proportional to the spatial disorder of the system.

Fig. 5 — Scan of 05 and S, using Eq. (48).

Fig. 6 — Graph of n(z,t). Cold pulse induced at ¢, = 1001.

Fig. 7 — Graph of n(z,t) — (n(x,t)). Cold pulse induced at ¢, = 1001.

Fig. 8 — In this plot, two step pdfs are compared. One is a Gaussian distribution with
a =2and o = 0.01/y/2 (i.e. with a standard deviation of 0.01, cf. Appendix A). The second
is a Lévy or Cauchy distribution with a = 1 and ¢ = 0.01. The Gaussian distribution has
been divided by a factor 1.8 to emphasize the similarity of the central part of the distribution.
The apparently unimportant difference in the tails of these distributions has the remarkable

effect that the global confinement time, obtained after solving the transport equations as in
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Appendix C (with 7p = 1 and S(z) = 1), differs by more than a factor 40.

Fig. 9 — Scaling of the finite-size moments u;(x, «,0), i = 0, ..., 2 of the step pdf, according
to Eq. (D2), for step pdfs with @« = 1 and aw = 2, at x = 0.75 (i.e. halfway between the center
and the edge of the system). The moments become independent on ¢ for small ¢ in the case
«a = 2, whereas the moments always depend on ¢ in the case @ = 1. The implication of this
is that transport coefficients (moments) obtained in systems of a given size (o) cannot be

extrapolated to systems of another size when the step distribution is not Gaussian (o = 2).
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