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ABSTRACT

Performance and loss terms obtained with the NASA third-order (nodal analysis)
computer model were compared with the results obtained with the Martini IS082 second-
order model for a Stirling-cycle heat pump. Because no Stirling heat pump test data exist to
substantiate the accuracy of these models, it was not possible to designate one model as
clearly superior. Agreement between the models' overall predictions was -2 to 13% for
indicated power, 18 to 29% for net heat output, and 10 to 20% for indicated heating COP.

Poor agreement was found between the calculated pressure-drop, mechanical friction,
and conduction losses. Better identification and quantification of loss mechanisms is sug-
gested as a more meaningful step toward the development of better design models.
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1. INTRODUCTION

Stirling engine models1' have been conveniently classified into three groups, often
referred to as first-, second-, and third-order models. The first-order analysis uses the
Carnot equation to calculate efficiency from the source and sink temperatures and the
Schmidt equation to predict the basic power. To account for irreversibilities, power and
efficiency experience factors (developed from engine tests) are used to obtain net
performance.

The second-order analysis is based on the same Schmidt equations used in the first-order
method but includes detailed analyses to account for heat losses, fluid and mechanical
friction, piston leakage, nonsinusoidal piston motion, and heat transfer limitations. In
essence, the second-order analysis attempts to determine analytically the experience factors
used in the first-order analysis. Some second-order analyses are expressed as closed-form
(explicit) equations. In other cases, implicit expressions must be solved by numerical
methods.

The third-order analysis employs a nodal approach to solve numerically the coupled
differential equations describing the laws of conservation of mass, momentum, and energy
and the equation of state as gas moves inside a Stirling machine. Computation time is
greatly increased for the third-order analysis. However, even third-order methods require
that fluid friction factors and heat transfer coefficients be known beforehand. These
coefficients are derived primarily from steady-flow tests, although in Stirling machines the
internal gas flows are oscillatory. Third-order analyses are useful to study in some detail
what happens inside a Stirling machine in ways that may not be accessible to measurement;
furthermore, a detailed performance analysis can be obtained for an optimum design.

To date, there is no strong evidence that third-order analyses are more accurate than
elaborate second-order analyses. Many Stirling models s3 5 claim to be "validated" by
comparison with real engine test data. Validation implies correctness or a high degree of
accuracy. However, no standard quantitative measure of accuracy exits. In some cases,
models that have overpredicted or underpredicted performance by 40% or more have been
considered validated. Some modelers have found that good analysis-test correlations could
be obtained by the judicious use of correction factors applied to the heat transfer
coefficients or friction factors or both. Perhaps it is better to say that these models have
been "correlated" with test data, implying a quantitative comparison but not necessarily
implying accuracy.

In this study, a comparison is made between the predicted performance and loss terms
obtained by a third-order analysis and a second-order analysis for the case of the General
Motors GPU-3 Stirling engine operating as a heat pump. The third-order model6 was
formulated by NASA Lewis Research Center (NASA-LeRC) and correlated against GPU-3
engine test data. The second-order model,7 developed by W. R. Martini of Martini
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Engineering, is a revised analysis of an earlier version described previously in the
literature.3 8 Martini claims that the newer version does not contain adjustments to make the
results fit available engine test data. Both models are publicly available.

The objective of this study was to determine the level of coherence of results predicted
by the two different types of analysis. However, there are no existing test data on Stirling
heat pump characteristics that may be used to substantiate the predicted results presented
here.

In this report, both methods of analysis are outlined in detail; and predicted results,
including itemized power and heat losses, are presented in tabular form. Each model is
considered separately in the following sections.



2. THE MARTINI IS082 SECOND-ORDER COMPUTER MODEL

2.1 ASSUMPTIONS

The Martini second-order analysis is based on the following assumptions.

1. The perfect gas law applies.

2. The pressure is the same throughout the machine at each time step.

3. The variable gas volumes are isothermal and nonsinusoidal.

4. Flow resistance is computed by approximating the true flow with periods of constant
gas flow alternating with periods of no flow.

5. Loss mechanisms such as conduction, shuttle conduction due to displacer motion, reheat
loss, appendix gap loss, and temperature swing loss can be adequately calculated for the
cycle with a single equation. These mechanisms are additive.

6. The computed indicated power and heat input terms are corrected for the effect of
adiabatic working spaces.

For the first cycle calculations, the hot gas temperature is assumed to be the same as the
heat source metal temperature and the cold gas temperature is assumed to be the same as
the heat sink metal temperature. With these assumptions and the evaluation of all losses,
the heat transferred through the heat absorber and heat rejector are computed. The
effective (time-averaged) hot space temperature would be lower than the heat source metal
temperature and the effective cold space temperature would be higher than the heat sink
metal temperature. An iterative procedure is used to determine these effective gas tem-
peratures so that the heat transferred because of the temperature difference is equal in both
cases to the heat transferred by the machine.

2.2 METHOD OF CALCULATION

Machine dimensions, drive motion, metal temperatures, drive speed, and average gas
pressure are specified. The analysis then proceeds as follows:

Step 1. The hot, cold, and regenerator dead volumes, along with the total heat transfer
areas, are calculated.

Step 2. A sequence of hot and cold volumes during a cycle is calculated for every 300
crank angle.

Step 3. Maximum, minimum, and total volumes during the cycle are determined.

3
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Step 4. The perfect gas law is used to compute an initial gas inventory at a 60° angle for
the specified temperatures and pressure.

Step 5. A sequence of pressures during the cycle is calculated. During these calculations

the gas inventory is adjusted for leakage between the working gas space and
bounce space.

Step 6. The maximum, minimum, and mean gas pressures are determined for the cycle.

Step 7. The basic work and heat input are found by integrating* the pressure-total
volume curve for the working space and the pressure-volume curve* in the

expansion space, respectively.

Step 8. A sequence of mass distributions in the expansion space heat absorber and the
compression space heat rejector are calculated for the cycle.

Step 9. The mass distributions found in Step 8 are used to compute effective flow rates
and the fractions of time in which the flow rates act in the hot space,
regenerator, and cold space.

Step 10. Standard friction factor correlations are used to calculate flow losses in the heat
absorber, regenerator, and heat rejector.

Step 11. Ratios of adiabatic-to-isothermal work and adiabatic-to-isothermal heat input are

computed as functions of the working gas, temperature ratio, clearance ratio,
volume ratio, and phase angle.

Step 12. Basic work is corrected for adiabatic effects and flow friction.

Step 13. Brake power and mechanical friction losses are calculated; a mechanical
efficiency of 82.5% is assumed.

Step 14. Regenerator reheat loss (extra heat input due to imperfect regenerator assuming
no matrix temperature oscillations during a cycle) is calculated.

Step 15. Regenerator temperature swing loss (extra heat input to the gas due to
oscillations in matrix temperature during a cycle) is calculated.

Step 16. Appendix gap loss (extra heat input to gas caused by gas flow into and out of
radial gap between cylinder wall and displacer piston) is calculated.

Step 17. Shuttle conduction loss (heat loss as displacer oscillates across a temperature

gradient) is calculated.

Step 18. Conduction losses through the regenerator matrix, regenerator wall, cylinder
wall, displacer wall, and gas in the cylinder wall-displacer gap are calculated.

*An integration correction of 4.5% is added to the calculated basic power and heat input terms to
make up for the error in using only 12 points for integration. Martini claims that first-order numerical
calculations at 300 crank angle during a cycle yield results which are 4.5% lower than those obtained
using the closed-form solution of the Schmidt analysis.
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Step 19. Basic heat input is corrected for heat losses (steps 14-18) and adiabatic effects
(step 11).

Step 20. Net heat output (including losses) is determined from an energy balance.

Step 21. A gas-side heat transfer coefficient is calculated for the heat absorber and the
heat rejector.

Step 22. A temperature difference is calculated for the heat transferred by the heat
absorber and heat rejector.

Step 23. New expansion space and compression space effective gas temperatures are
calculated and checked for convergence. Three or four iterations are needed to
satisfy the convergence criteria.

Step 24. Output is presented.



1



3. THE NASA THIRD-ORDER COMPUTER MODEL

3.1 ASSUMPTIONS

The NASA model6 differs from the Martini model 7 in that it more closely represents the
distributed-parameter nature of the working space by dividing each heat exchanger into
several control volumes and making the heat exchanger inefficiencies an integral part of the
cycle calculations. The model described here is tailored to a specific engine (GPU-3); other
versions exist for simulation of the P-40 and RE-1000 engines. This engine model was used
in an earlier study to simulate the performance of a kinematic Stirling-cycle engine (GPU-3)
operating as a heat pump.9 Some minor modifications were made to the model in order to
simulate an air-to-air, kinematic Stirling heat pump. These included (1) the replacement of
the GPU-3 heat absorber with a shell-and-tube geometry, (2) the addition of a secondary
heat transfer loop algorithm between the air-side and Stirling heat exchangers, and (3) the
use of water-ethylene glycol circulation through the Stirling heat exchangers.

The NASA third-order model is based on the following assumptions:

1. Flow is one-dimensional.

2. The variable gas volumes are nonsinusoidal.

3. Metal temperatures except for those in the regenerator are constant.

4. Heat conduction through the gas and the regenerator matrix along the flow axis is
neglected because an infinite regenerator thermal conductivity is assumed in calculating
the overall gas-to-matrix heat transfer coefficient.

5. Kinetic energy is neglected in the energy equation, and gas inertia and convective
momentum are neglected in the momentum equation.

6. The pressure-drop calculation (based on the momentum equation) can be decoupled from
the basic thermodynamic equations.

7. Pressure variation with time over the cycle is the same throughout the 13 gas nodes.

8. Three processes that contribute to gas temperature changes (pressure, gas mixing, and
heat transfer) can be treated independently.

9. Appendix gap pumping losses are neglected.

3.2 METHOD OF CALCULATION

The model divides the heat pump into 13 subdivisions, called nodes or control volumes,
representing the working space; the model has 1 node for the expansion space, 3 for the heat
absorber, 5 for the regenerator, 3 for the heat rejector, and 1 for the compression space, as

7
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shown in Fig. 7 of ref. 9. The adjacent metal walls are represented by 13 corresponding
control volumes. All metal temperatures, except for that of the regenerator, are assumed to
remain constant for a given run, since the heat absorber and heat rejector metal
temperatures are essentially boundary temperatures controlled by the heating and cooling
heat transfer fluid temperatures and flow rates.

Each set of calculations within the algorithm (except for pressure-drop, conduction, and
shuttle losses) is made at each integration time step during each cycle. Time is an
independent variable input to the computer model. The assumption of constant frequency
means that both crank angle and time are updated by fixed steps at the beginning of each
iteration. There are 500 fixed-time and crank-angle steps per engine cycle.

Between cycles, corrections to the regenerator metal temperatures are made to speed up
convergence to steady-state operation. In addition, a number of cycles are required for the
leakage between the compression and buffer spaces to adjust the mass distribution. When
sufficient cycles (-20) have been completed for steady-state operation to be reached, the run
is terminated.

The NASA method assumes that the momentum equation need not be considered
simultaneously with the equations for continuity, energy, and state. It is assumed that the
pressure is uniform throughout the engine but varies with time during the engine cycle.
NASA combines the continuity equation, energy equation, and equation of state into one
equation.

dlT hA _. W4 vg (1)dT(Tw - T) + h (Ti T) + - (To - ) + , (
dt mCp m m mCp dt

where

hA
h (Tw-T) = heat transfer,

mCp
Wi

(T - T) = flow in,
m
Wo
- (To - T) = flow out,

m
-V dt = pressure change.

This equation accounts for the temperature change in a control volume in terms of the heat
transfer, mass flow into and out of the volume, and pressure change in the volume.

A fourth basic equation, the momentum equation, is used in steady-state form to
calculate pressure drop across each control volume in order to evaluate its effect on power
and efficiency. However, this pressure-drop calculation from the momentum equation is
decoupled from the energy calculations; in other words, it has no effect on the temperature
and mass distribution.

In order to avoid numerical instability problems, NASA solves Eq. 1 by decoupling the
three processes that contribute to the temperature change and solving for the temperature
change due to each process separately.



9

The required operating conditions which must be input to the model are heat absorber
wall temperature,* heat rejector cooling water inlet temperature, water flow rates, crank
speed, and mean gas pressure. The appropriate fixed heat rejector metal temperatures are
determined from the heat rejector water inlet temperature, flow rate, and calculated heat
rejection per cycle. Expansion and compression space metal temperatures are assumed equal
to the heat absorber and heat rejector metal temperatures, respectively.

The calculations proceed as follows:

Step 1. From a previous time step, the masses, temperatures, and volumes for all 13 gas
nodes are obtained.

Step 2. A new common pressure is computed as a function of the volumes, temperatures,
and masses found in step 1.

Step 3. Using the new pressure and the old pressure, and assuming no heat transfer
during this stage, a new temperature for each gas node is computed using the
temperature-pressure relationship for an adiabatic fixed-mass process.

Step 4. The volumes of the expansion space and compression space (nodes 1 and 13) are
changed to new values based on the prescribed drive motion (rhombic).

Step 5. New masses are calculated for each control volume with the assumption that the
mass redistributes itself in accordance with the new volumes and temperatures in
such a way that pressure is uniform.

Step 6. Once the new mass distributions are known, the new flow rates between nodes
are calculated from the old and new mass distributions.

Step 7. The new gas temperatures in each control volume are updated for the effect of
gas flow (mixing) between control volumes during the time step. During this
calculation, it is assumed that each regenerator control volume has a temperature
gradient across it equal to the parallel metal temperature gradient and that the
temperature of the fluid that flows across the boundary is equal to the average
temperature of the fluid before it crossed the boundary; heat absorber and heat
rejector control volumes are at the bulk or average temperature throughout.

Step 8. Local heat transfer coefficients between the metal and gas control volumes are
calculated from well-established steady-flow correlations.

Step 9. Gas temperature equilibration with the metal walls and regenerator matrix is
now calculated for the time of one time step and at constant pressure. An
exponential equation is used so that no matter how large the heat transfer
coefficient, the gas temperature cannot change more than the AT between the
wall and the gas.

*In the heat pump simulation study, 9 a heat absorber water inlet temperature was specified. The
heat absorber wall temperature was then determined from water inlet temperature, flow rate, and
calculated heat input per cycle by an iterative process.
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Step 10. Heat transfer rates between the gas and metal are calculated. In the regenerator
nodes, heat transfer is used to change the metal temperature according to its
capacity. An elaborate convergence scheme is used for the regenerator metal
temperatures to reach steady state.* In the other nodes, where temperature is
controlled, the basic heat input (net heat transfer from metal to gas in the
expansion space heat absorber per cycle) and the basic heat output (net heat
transfer from gas to metal in the compression space heat rejector per cycle) are
calculated.

Step 11. The final gas temperature obtained after the temperature equilibration, along
with the new masses and volumes calculated during this time step, are now set as
the old values in order to start the process for the next time step.

Step 12. Leakage loss between the compression and buffer space is calculated to adjust the
mass distribution.

Step 13. Pressure drops are calculated on the final cycle using a simplified momentum
equation which neglects gas inertia. These calculations are decoupled from the
basic thermodynamic calculations for the working space to neglect pressure wave
dynamics.

Step 14. Conduction losses through the regenerator wall, cylinder wall, and displacer wall
from the hot space to the cold space (shuttle loss) are calculated once per cycle
after steady-state operation has been reached.

Step 15. Total indicated work per cycle is calculated accounting for heat exchanger
ineffectiveness, dead volume, flow leakage, and pressure-drop losses.

Step 16. The net heat input and output are calculated by adjusting the basic heat input
and output terms for conduction, shuttle, and heat of friction losses.

Step 17. Indicated efficiency is calculated.

Step 18. Mechanical loss is calculated from loss curves determined from experimental heat
balances taken during LeRC GPU-3 tests. 10

*The net heat transfer in the regenerator per cycle is used as a criterion for convergence. When net
heat transfer in the regenerator over a cycle approaches zero, convergence of the regenerator metal
temperatures has been achieved.



4. COMPARISON OF PREDICTED RESULTS

The performance and losses of the GPU-3 Stirling engine operating as a heat pump have
been computed by two calculational procedures: the NASA third-order nodal analysis and
the Martini IS082 second-order analysis. Except for the hot and cold temperatures, the
same operating conditions were specified as inputs to the two codes. Because Martini uses
hot and cold metal temperatures as inputs and NASA uses hot and cold coolant inlet
temperatures as inputs, it was necessary to use the NASA-calculated time-averaged cyclic
metal temperatures in the heat absorber and the heat rejector as the metal temperature
input values for the Martini code. In this study, the GPU-3 geometry used for simulation
was somewhat different from that used in previous GPU-3 heat engine predicted per-
formance studies.3' 5 In a recent ORNL analysis,9 three heat exchanger configurations (base
cases I, II, and III) were simulated by the NASA code for the GPU-3 engine operating as a
heat pump. Dimensions of the heat exchanger configurations are given in Table 2 of ref. 9.
So that uniformity with the majority of the data reported in ref. 9 would be maintained, the
base case III configuration was also used in the Martini code. This configuration has an 18%
increase in gas-side heat transfer area and a 73% increase in dead volume for the heat
absorber; for the heat rejector, the heat transfer area and dead volume are increased 50 and
39%, respectively.

Table 1 shows the results computed by the NASA third-order calculation procedure
explained in Sect. 3. Table 2 shows the results computed by the Martini IS082 second-order
calculation procedure given in Sect. 2. Both Tables 1 and 2 give a detailed breakdown of the
power terms and heat inputs and outputs, along with an itemized list of the losses, in
approximately the same format. Figures 1 and 2 show a diagram of heat and power flows
calculated with the NASA and Martini codes. A comparison of Tables 1 and 2 with Figs. 1
and 2, respectively, gives a good understanding of how energy is distributed in a Stirling
heat pump. Table 3 compares the losses, and Table 4 compares the performance obtained by
the two methods of computation. Figures 3 and 4 show the indicated COP and net heat
output, respectively, as a function of crank speed and mean gas pressure. A parametric
analysis of drive speed and mean gas pressure was carried out for the two methods of
calculation, with fixed hot and cold temperatures and working gas assumed. In Table 1, the
NASA-calculated average gas and metal temperatures in the heat exchangers were based on
specified cold and hot coolant inlet temperatures of -8.33°C (17°F) and 48.89°C (120°F),
respectively. These calculated metal temperatures were then used as inputs in the Martini
code, as shown in Table 2.

In view of the great difference in modeling analysis between NASA's third-order code
and Martini's second-order code, some confusion inevitably exists as to the precise meanings
and differences among some of the performance and loss terms. Much effort has been made
to provide consistency in the variety of terms presented in Tables 1 through 4 of this report.
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Table 1. Stirling heat pump performance computed by the NASA model a

Test point

1 2 3 4 5 6 7 8 9

Crank speed, 30 (1,800) 50 (3,000) 60 (3,600) 30 (1,800) 50 (3,000) 60 (3,600) 30 (1,800) 50 (3,000) 60 (3,600)
Hz (rpm)

Mean pressure, 2.76 (400) 2.76 (400) 2.76 (400) 4.14 (600) 4.14 (600) 4.14 (600) 5.52 (800) 5.52 (800) 5.52 (800)
MPa (psia)

Basic power, W 1,934.2 3,558.8 4,491.0 3,081.1 5,937.1 7,625.1 4,367.0 8,707.1 11,359.6
Heat absorber 17.9 74.4 124.1 24.5 102.2 170.4 30.6 128.0 214.1

pressure-drop loss
Regenerator pressure- 142.6 510.7 829.3 171.7 677.2 1,143.7 203.7 866.8 1,492.6

drop loss
Heat rejector 34.9 156.9 270.2 50.3 230.4 399.8 65.4 304.4 531.1

pressure-drop loss
End effects pressure- 48.7 226.4 392.3 72.6 339.0 589.1 96.2 452.3 789.1

drop loss
Indicated power, W 2,178.4 4,527.2 6,107.0 3,400.1 7,285.9 9,928.2 4,762.9 10,458.5 14,386.5
Mechanical 985.8 1,721.8 2,094.0 1,245.3 2,117.8 2,565.2 1,510.8 2,532.4 3,064.8

friction, W
Brake power, W 3,164.8 6,249.7 8,202.0 4,646.5 9,405.5 12,495.7 6,274.3 12,993.1 17,454.6
Basic heat in, W 3,095.9 5,004.9 5,925.3 4,480.4 7,154.6 8,433.1 5,773.9 9,126.0 10,710.2
Reheat loss
Temperature swing

loss
Shuttle loss 28.2 28.2 28.2 28.2 28.2 28.2 28.2 28.2 28.2
Appendix gap loss
Cylinder wall 28.8 28.8 28.8 28.8 28.8 28.8 28.8 28.8 28.8

conduction
Insulation 20.7 20.7 20.7. 20.7 20.7 20.7 20.7 20.7 20.7

conduction
Displacer wall 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

conduction
Regenerator wall 17.7 17.8 17.7 17.7 17.8 17.7 17.7 17.8 17.7

conduction
Gas conduction in

displacer-to-wall
gap

Regenerator matrix
conduction

Radiation inside
displacer



Table I (continued)

Test point

1 2 3 4 5 6 7 8 9

Expansion space 116.1 461.3 770.1 152.3 644.7 1099.2 189.8 837.7 1,443.2
friction heat

Compression space 128.0 507.1 845.9 166.7 704.1 1,204.0 206.1 913.7 1,583.7
friction heat

Net heat in, W 2,883.3 4,448.1 5,059.8 4,2327 6,414.6 7,238.4 5,488.7 8,192.8 9,171.6
Basic heat out, W 5,014.2 8,547.3 10,401.1 7,545.2 13,076.3 16,042.6 10,121.9 17,814.9 22,047.2
Net heat out, W 5,046.7 8,959.1 11,151.5 7,616.5 13,684.9 17,151.1 10,232.6 18,633.2 23,535.4
Heating COP, 2.32 1.98 1.83 2.24 1.88 1.73 2.15 1.78 1.64

indicated
Heating COP, net 1.59 1.43 1.36 1.64 1.45 1.37 1.63 1.43 1.35
Carnot 4.46 3.94 3.73 4.06 3.47 3.25 3.74 3.12 2.89
Net COP/Carnot (%) 35.7 36.3 36.5 40.4 41.8 42.2 43.6 45.8 46.7
Heat absorber metal -15.2 (4.6) -19.1 (-2.2) -20.4 (-4.7) -18.5 (-1.4) -23.8 (-10.8) -25.8 (-14.4) -21.6 (-6.9) -28.2 (-18.8) -30.7 (-23.2)

temperatures,
°C (°F)

Heat absorber -35.9 (-32.6) -39.9 (-39.8) -41.5 (-42.7) -39.4 (-40.0) -45.0 (-49.0) -47.1 (-52.7) -42.8 (-45.0) -49.5 (-57.2) -52.0 (-61.6)
average gas
temperatures,
°C (°F)

Heat rejector metal 59.4 (139.0) 67.6 (153.7) 72.1 (161.8) 64.8 (148.7) 77.4 (171.3) 84.4 (184.0) 70.3 (158.5) 87.5 (189.5) 97.4 (207.3)
temperatures,
°C (°F)

Heat rejector 95.9 (204.7) 105.6 (222.1) 111.4 (232.5) 102.3 (216.2) 118.4 (245.2) 127.3 (261.2) 109.6 (229.3) 131.5 (268.7) 143.8 (290.8)
average gas
temperatures,
OC (°F)

"Energy balances predicted by the NASA code may have small errors because of numerical convergence error.
bCalculated metal and gas temperatures are based on a specified heat absorber heat transfer fluid inlet temperature of -8.3°C (17°F) and a heat rejector fluid inlet

temperature of 48.9°C (120°F).



Table 2. Stirling heat pump performance computed by the Martini IS082 model

Test point

1 2 3 4 5 6 7 8 9

Crank speed, 30 (1,800) 50 (3,000) 60 (3,600) 30 (1,800) 50 (3,000) 60 (3,600) 30 (1,800) 50 (3,000) 60 (3,600)
Hz (rpm)

Mean pressure, 2.76 (400) 2.76 (400) 2.76 (400) 4.14 (600) 4.14 (600) 4.14 (600) 5.52 (800) 5.52 (800) 5.52 (800)MPa (psia)

Basic power, W 978.8 1,867.3 2,366.9 1,642.4 3,241.3 4,167.6 2,406.4 4,882.2 6,349.6
Adiabatic correction 1,072.3 1,808.0 2,183.5 1,622.4 2,755.1 3,344.2 2,191.8 3,743.1 4,569.2
Heat absorber 42.2 185.7 313.2 61.3 266.1 445.1 79.5 339.9 563.3
pressure-drop loss

Regenerator 74.0 286.6 463.8 96.8 374.7 606.0 117.2 453.2 732.3
pressure-drop loss

Heat rejector 32.2 145.3 249.0 47.5 216.7 373.0 62.9 289.8 500.5
pressure-drop loss

Indicated power, W
Adiabatic 2,199.5 4,292.9 5,576.3 3,470.5 6,853.9 8,935.8 4,857.7 9,708.4 12,714.6
Isothermal 1,127.2 2,484.9 3,392.8 1,848.1 4,098.8 5,591.6 2,665.9 5,965.3 8,145.4

Mechanical 466.6 910.6 1,182.8 736.2 1,453.9 1,895.5 1,030.4 2,059.3 2,697.1
friction, W

Brake power, W
Adiabatic 2,666.1 5,203.5 6,759.1 4,206.6 8,307.8 10,831.2 5,888.1 11,767.7 15,412.1
Isothermal 1,593.8 3,395.5 4,575.6 2,584.2 5,552.7 8,076.1 3,696.3 8,024.6 10,842.9

Basic heat in, W 2,626.8 4,273.4 5,071.3 3,864.2 6,217.1 7,336.8 5,057.5 8,045.2 9,438.3
Adiabatic loss 40.1 83.7 109.2 72.6 155.5 206.0 111.8 247.2 331.2
Reheat loss 224.8 503.3 674.2 427.7 985.4 1,336.1 683.5 1,614.3 2,210.9
Temperature swing 2.2 4.0 4.9 8.0 14.9 18.6 20.2 38.6 48.7
loss

Shuttle loss 42.4 49.1 52.2 47.4 57.2 62.1 52.2 65.2 72.0
Appendix gap loss 3.8 10.2 14.5 8.4 23.1 33.5 14.9 42.4 62.1
Cylinder wall 37.8 43.6 46.3 42.3 50.7 54.9 46.5 57.7 63.4
conduction

Insulation conduction

Displacer wall 12.1 13.9 14.8 13.5 16.2 17.5 14.9 18.4 20.3
conduction



Table 2 (continued)

Test point

1 2 3 4 5 6 7 8 9

Regenerator wall 119.4 137.6 146.3 133.5 160.1 173.3 146.9 182.1 200.3
conduction

Gas conduction in 1.4 1.6 1.7 1.5 1.9 2.0 1.7 2.1 2.3
displacer-to-wall gap

Regenerator matrix 4.0 4.6 4.9 4.5 5.4 5.8 4.9 6.1 6.7
conduction

Radiation inside 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
displacer

Expansion space 79.2 329.0 524.1 109.7 453.5 748.1 138.1 566.5 929.5
friction heat

Net heat in, W
Adiabatic 2,059.6 3,092.7 3,457.1 2,995.1 4,293.4 4,678.8 3,822.0 5,204.5 5,490.8
Isothermal 2,099.7 3,176.5 3,566.3 3,067.7 4,448.9 4,884.9 3,933.7 5,451.6 5,822.1

Net heat output, W
Adiabatic 4,259.1 7,385.6 9,033.4 6,465.5 11,147.3 13,614.6 8,679.7 14,912.8 18,205.8 cn
Isothermal 3,227.0 5,661.4 6,959.1 4,915.7 8,547.7 10,476.5 6,599.7 11,416.9 13,967.8

Heating COP
Indicated adiabatic 1.94 1.72 1.62 1.86 1.63 1.52 1.79 1.54 1.43
Indicated isothermal 2.86 2.28 2.05 2.66 2.09 1.87 2.48 1.91 1.71
Net adiabatic 1.60 1.42 1.34 1.54 1.34 1.26 1.47 1.27 1.18
Net isothermal 2.02 1.67 1.52 1.90 1.54 1.30 1.79 1.42 1.29
Carnot 4.45 3.93 3.73 4.05 3.46 3.24 3.74 3.12 2.89
Net adiabatic/ 36.0 36.1 35.9 38.0 38.7 38.9 39.3 40.7 40.8

Carnot (%)

Heat absorber metal -15.2 (4.6) -19.1 (-2.2) -20.4 (-4.7) -18.5 (-1.4) -23.8 (-10.8) -25.8 (-14.4) -21.6 (-6.9) -28.2 (-18.8) -30.7 (-23.2)
temperature, °C (°F)

Effective gas in -30.4 (-22.7) -35.7 (-32.3) -37.5 (-35.5) -35.6 (-32.1) -42.5 (-44.5) -44.87 (-48.8) -40.0 (-40.0) -48.5 (-55.3) -51.42 (-60.6)
expansion space
temperature, °C (°F)

Heat rejector metal 59.4 (138.9) 67.6 (153.7) 72.1 (161.8) 64.8 (148.7) 77.4 (171.3) 84.4 (184.0) 70.3 (158.5) 87.5 (189.5) 97.4 (207.3)
temperature, °C (°F)

Effective gas in 59.4 (138.9) 67.6 (153.7) 72.1 (161.8) 64.8 (148.6) 77.4 (171.3) 84.4 (184.0) 70.3 (158.5) 87.5 (189.5) 97.4 (207.3)
compression space
temperature, °C (°F)
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Fig. 1. Heat and power flow diagram from NASA code data (Table 1, test point 1).

Unfortunately, because one code accounts for more losses than the other and because some
losses are part of the basic heat calculations, it was impossible to make a one-to-one
comparison of all loss and performance terms calculated for each model.

4.1 COMPARISON OF LOSS TERMS

Table 3 compares some of the loss terms calculated by the NASA code and the Martini
code for the same dimensions and operating conditions. The data, which include pressure-
drop losses, mechanical friction losses, flow friction heat losses, shuttle loss, and conduction
losses, were tabulated from the results shown in Tables 1 and 2.

Poor agreement is noted for the total pressure-drop loss, which includes the heat
absorber, regenerator, heat rejector, and expansion and contraction pressure-drop losses.
The NASA code predicts total pressure-drop losses which are 53 to 69% higher than those
predicted by the Martini code. As drive speed and gas pressure increase, the uncertainty
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Fig. 2. Heat and power flow diagram from Martini code data (Table 2, test
point 1).

between the predictions increases. One reason for such discrepancy is the poor agreement
between calculated pressure-drop losses for the heat absorber and regenerator. The Martini
code yields pressure-drop losses in the heat absorber which are up to 270% higher than
those calculated by the NASA code. For the regenerator, the NASA code calculates
pressure-drop losses that are from 77 to 104% above those calculated by the Martini code.
Uncertainty in the pressure-drop predictions for the heat absorber and regenerator also
appears to increase slightly as drive speed and gas pressure increase. For the heat rejector,
however, fair agreement is noted between the two calculation methods.



Table 3. Comparison of loss terms calculated by the NASA and Martini models

Test point

1 2 3 4 5 6 7 8 9

Crank speed, Hz (rpm) 30 (1800) 50 (3000) 60 (3600) 30 (1800) 50 (3000) 60 (3600) 30 (1800) 50 (3000) 60 (3600)

Mean pressure, MPa (psia) 2.76 (400) 2.76 (400) 2.76 (400) 4.14 (600) 4.14 (600) 4.14 (600) 5.52 (800) 5.52 (800) 5.52 (800)

Heat absorber pressure drop, W
NASA 17.9 74.4 124.1 24.5 102.2 170.4 30.6 128.0 214.1
IS082 42.2 185.7 313.2 61.3 266.1 445.1 79.5 339.9 563.3
Error, % -57.6 -59.9 -60.4 -60.0 -61.6 -61.7 -61.5 -62.3 -62.0

Regenerator pressure drop, W
NASA 142.6 510.7 829.3 171.7 677.2 1143.7 203.7 866.8 1492.6
IS082 74.0 286.6 463.8 96.8 374.7 606.0 117.2 453.2 732.3
Error, % 92.7 78.2 78.8 77.4 80.7 88.7 73.8 91.3 103.8

Heat rejector pressure drop, W
NASA 34.9 156.9 270.2 50.3 230.4 399.8 65.4 304.4 531.1
IS082 32.2 145.3 249.0 47.5 216.7 373.0 62.9 289.8 500.5
Error, % 8.4 8.0 8.5 5.9 6.3 7.2 4.0 5.0 6.1

Total pressure drop, W
(with end effects)

NASA 244.2 968.4 1616.0 319.0 1348.8 2303.1 395.9 1751.4 3026.9
IS082 148.4 617.6 1026.0 205.6 857.5 1424.1 259.6 1082.9 1796.1
Error, % 64.6 56.8 57.5 55.2 57.3 61.7 52.5 61.7 68.5

Mechanical friction, W
NASA 985.8 1721.8 2094.0 1245.3 2117.8 2565.2 1510.8 2532.4 3064.8
IS082 466.6 910.6 1182.8 736.2 1453.9 1895.5 1030.4 2059.3 2697.1
Error, % 111.3 89.0 77.0 69.2 45.7 35.3 46.6 23.0 35.9

Shuttle loss, W
NASA 28.2 28.2 28.2 28.2 28.2 28.2 28.2 28.2 28.2
IS082 42.4 49.1 52.2 47.4 57.2 62.1 52.2 65.2 72.0
Error, % -33.5 -42.6 -46.0 -40.5 -50.7 -54.5 -46.0 -56.8 -60.8



Table 3 (continued)

Test point

1 2 3 4 5 6 7 8 9

Cylinder wall conduction, W
NASA 28.8 28.8 28.8 28.8 28.8 28.8 28.8 28.8 28.8
IS082 37.8 43.6 46.3 42.3 50.7 54.9 46.5 57.7 63.4
Error, % -23.8 -33.9 -37.8 -31.9 -43.2 -47.5 -38.1 -50.1 -54.6

Displacer wall conduction, W
NASA 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
IS082 12.1 13.9 14.8 13.5 16.2 17.5 14.9 18.4 20.3
Error, %

Regenerator wall conduction, W
NASA 17.7 17.8 17.7 17.7 17.7 17.8 17.7 17.7 17.7
ISO82 119.4 137.6 146.3 133.5 160.1 173.3 146.9 182.1 200.3
Error, % -85.2 -87.1 -87.9 -86.7 -88.9 -89.8 -88.0 -90.2 -91.2

Total conduction loss, W
NASA a 67.2 67.3 67.2 67.2 67.3 67.2 67.2 67.3 67.2
IS082 b 174.7 201.3 214.0 195.3 234.3 253.5 214.9 266.4 293.0
Error, % -61.5 -66.6 -68.6 -65.6 -71.3 -73.5 -68.7 -74.7 -77.1

Expansion space
friction heat, W

NASA 116.1 461.3 770.1 152.3 644.7 1099.2 189.8 837.7 1443.2
IS082 79.2 329.0 524.1 109.7 453.5 748.1 138.1 566.5 929.5
Error, % '46.6 40.2 46.9 38.8 42.2 46.9 ,374 47.9 55.3

'Includes conduction through cylinder wall, displacer wall, regenerator wall, and insulation (Table 1).
bIncludes conduction through cylinder wall, displacer wall, regenerator wall, regenerator matrix, and displacer-to-wall clearance (Table 2).



Table 4. Comparison of performance terms calculated by the NASA and Martini models

Test point

1 2 3 4 6 6 7 8

Crank speed, Hz (rpm) 30 (1,800) 50 (3,000) 60 (3,600) 30 (1,800) 50 (3,000) 60 (3,600) 30 (1,800) 50 (3,000) 60(3,600)
Mean pressure, MPa (psia) 2.76 (400) 2.76 (400) 2.76 (400) 4.14 (600) 4.14 (600) 4.14 (600) 5.52 (800) 5.52 (800) 5.52 (800)
Basic power, W

NASA 1,934.2 3,558.8 4,491.0 3,081.1 5,937.1 7,625.1 4,367.0 8,707.1 11,359.6IS082 (adiabatic) 2,051.1 3,675.3 4,550.4 3,264.8 5,996.4 7,511.8 4,598.2 8,625.3 10,918.8Error, % -5.7 -3.2 -1.3 -5.6 -1.0 1.5 -5.0 0.9 3.7
Indicated power, W

NASA 2178.4 4,527.2 6,107.0 3,400.1 7,285.9 9,928.2 4,762.9 10,458.5 14,386.5IS082 (adiabatic) 2,199.5 4,292.9 5,576.3 3,470.5 6,853.9 8,935.8 4,857.7 9,708.4 12,714.6Error, % -1.0 5.5 9.5 -2.0 6.3 11.1 -1.6 7.7 13.1
Brake power, W

NASA 3,164.8 6,249.7 8,202.0 4,646.5 9,405.5 12,495.7 6,274.3 12,993.1 17,454.6IS082 (adiabatic) 2666.1 5203.5 6759.1 4206.6 8307.8 10,831.2 5888.1 11,767.7 15,412.1
Error, % 18.7 20.1 21.4 10.5 13.2 15.4 6.6 10.4 13.5

Basic heat in, W
NASA 3,095.9 5,004.9 5,925.3 4,480.4 7,154.6 8,433.1 5,773.9 9,126 10,710.2IS082 (adiabatic) 2,586.7 4,189.7 4,962.1 3,791.6 6,061.6 7,130.8 4,945.7 7,798 9,107.1Error, % 19.7 19.5 19.4 18.2 18.0 18.3 16.8 17.0 17.6

Net heat in, W
NASA 2,883.3 4,448.1 5,059.8 4,233.7 6,414.6 7,238.4 5,488.7 8,192.8 9,171.6
IS082 (adiabatic) 2,059.6 3,092.7 3,457.1 2,995.1 4,293.4 4,678.9 3,822.0 5,204.5 5,490.8Error, % 40.0 43.8 46.4 41.3 49.4 54.7 43.6 57.4 67.0

Basic heat out, W
NASA 5,014.2 8,547.3 10,401.1 7,545.2 13,076.3 16,042.6 10,121.9 17,814.9 22,047.2
IS082 (adiabatic) 4,637.8 7,865.0 9,512.5 7,056.4 12,058.0 14,642.6 9,543.9 16,423.3 20,025.9Error, % 8.1 8.7 9.3 6.9 8.4 9.6 6.1 8.5 10.1

Net heat out, W
NASA 5046.7 8,959.1 11,151.5 7,616.5 13,684.9 17,151.1 10,232.6 18,633.2 23,535.4
IS082 (adiabatic) 4,259.1 7,385.6 9,033.4 6,465.6 11,147.3 13,614.6 8,679.7 14,912.8 18,205.8
Error, % 18.5 21.3 23.4 17.8 22.8 26.0 17.9 24.9 29.3



Table 4 (continued)

Test point

1 2 3 4 5 6 7 8 9

Indicated COP
NASA 2.32 1.98 1.83 2.24 1.88 1.73 2.15 1.78 1.64
IS082 (adiabatic) 1.94 1.72 1.62 1.86 1.63 1.52 1.79 1.54 1.43
Error, % 19.6 15.1 13.0 20.4 15.3 13.8 20.1 15.6 14.7

Net COP/Carnot
NASA 35.7 36.3 36.5 40.4 41.8 42.2 43.6 45.8 46.7
IS082 (adiabatic) 39.8 40.5 40.5 42.2 43.9 44.1 44.1 46.2 47.1
Error, % -10.3 -10.4 -9.9 -4.3 -4.8 -4.3 -1.1 -0.9 -0.8

,'~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~f
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Fig. 3. Comparison of predicted indicated COP obtained by the NASA code and the
Martini IS082 code.

Comparison between the mechanical friction loss predictions shows poor agreement,
particularly at the lower drive speeds and gas pressures. Results obtained with the NASA
code are much higher (23 to 111%) than those obtained with the Martini code. However, as
drive speed and gas pressure increase, the uncertainty between the two predictions tends to
decrease. One obvious source of error between these predictions is the difference in the ways
the mechanical friction loss is calculated by the two codes. As pointed out in Sect. 3.2, the
NASA code calculates mechanical losses from curves determined from experimental heat
balances taken during recent GPU-3 engine tests.5 NASA10 also ran tests conducted by
motoring the GPU-3 engine to aid in determining mechanical losses. They found that the
energy-balance results yielded a linear variation of mechanical losses with drive speed but
that motoring results showed a higher-order variation with speed. Their experimental data
did not indicate that one method was more correct than the other. In the Martini code,
however, a mechanical efficiency of 82.5% is assumed to determine brake power from
indicated power, with the mechanical friction loss being the difference between these two
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Fig. 4. Comparison of predicted net heat output obtained by the NASA code and
the Martini IS082 code.

power terms. However, it would seem logical that the mechanical friction loss is a function
of speed and gas pressure (as found by NASA) rather than just a fixed fraction of power.

In Table 3, the NASA-predicted shuttle loss, caused by the displacer oscillating across a
temperature gradient, is much less than that predicted by the Martini code. It should be
noted that the NASA predictions are independent of speed and gas pressure, whereas the
Martini predictions increase slightly as speed and mean gas pressure increase. The shuttle
loss equations used in the NASA and Martini codes are very similar in form, except that
Martini uses a wall-effect factor which depends on the thermal properties of the walls and
the frequency of operation. Martini8 gives equations taken from Rios1l for calculating this
factor for any periodic motion. As used by Martini, this factor applies to the case of simple
harmonic motion for engines in which the transverse temperature gradient between the
displacer and cylinder wall is smaller than the thickness of the displacer wall and the
cylinder wall. According to Martini, this is typical of high-horsepower, high-pressure
Stirling engines. In the NASA code, the thermal properties of the wall are neglected during
the shuttle loss calculations; therefore, the wall-effect factor is unity.

Predictions of conduction losses through the cylinder wall, displacer wall, and regener-
ator wall are also found not to agree well. As with the shuttle loss terms, the NASA values
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are much less than those predicted by the Martini code. Although both codes use a one-
dimensional form equation to evaluate conduction losses, some differences are noted in the
conduction path length, the cross-sectional area of the wall, and the temperatures used to
calculate the wall thermal conductivity. For the cylinder wall and regenerator wall
conduction calculations, the NASA code uses a logarithmic mean area, whereas Martini uses
an arithmetic mean area. Furthermore, in the NASA code, the length of the temperature
gradient specified is smaller than that used in the Martini code. Finally, unlike the NASA
code, Martini uses the log mean regenerator temperature to calculate wall thermal
conductivity. As Table 3 shows, the NASA conduction values remain constant with changes
in gas pressure and drive speed, whereas the Martini values increase with gas pressure and
speed.

For total conduction loss, the Martini code predicts values that are 260 to 440% higher
than those calculated by the NASA code, depending on the gas pressure and drive speed.
This is because the Martini code accounts for more conduction paths and each conduction
term is higher than the NASA-calculated value.

Finally, the agreement between NASA's and Martini's calculated energy loss due to flow
friction dissipation in the expansion space is poor. Table 3 shows that the NASA code
overpredicts this dissipation from 39 to 55%. Both codes evaluate flow friction dissipation in
the expansion spaces by adding all pressure-drop losses and end-effect losses from the heat
absorber to the center of the regenerator. However, because the NASA-calculated regen-
erator pressure-drop losses are much higher than those calculated by Martini, it stands to
reason that NASA's flow friction dissipation would be higher than Martini's.

4.2 COMPARISON OF PERFORMANCE TERMS

Table 4 compares the performance terms and coefficient of performance calculated by
the NASA third-order code and the Martini second-order code. Data presented in Table 4
were obtained from the results shown in Tables 1 and 2.

The corresponding values of performance terms shown in Table 4 point out a most
interesting observation: although uncertainties in the various true loss predictions exist
(Sect. 4.1), it is possible to obtain fair agreement between the overall performance predicted
by NASA and Martini, despite the use of possibly incorrect loss predictions.

The basic power inputs predicted by the NASA code (excluding the pressure-drop terms)
agree well with those predicted by the Martini code after an adiabatic correction (see
Table 2) is included in the Martini calculations. Comparison of the basic power terms show
that the Martini code yields a slightly higher value. However, the uncertainty between the
two predictions appears to decrease with increasing gas pressure. Exclusion of Martini's
adiabatic correction for the effects of adiabatic working spaces would result in an imbalance
of 78 to 98%.

The indicated input power predicted by the two codes also shows good agreement.
However, because NASA calculates higher pressure-drop losses, the indicated input power
predicted by NASA is higher, particularly at the higher gas pressures and drive speeds,
where the pressure-drop terms become more significant. Still, agreement between the two
codes is from -2 to 13%.



25

Worst agreement is found between the brake input power terms, which include not only
pressure-drop losses but mechanical friction losses. Again, because the NASA code predicts
much higher mechanical friction losses, the NASA brake input power predictions should be
expected to be higher. Agreement between the brake powers ranges from 6.6 to 21.4%.
Uncertainty increases as drive speed increases but decreases as gas pressure increases.

For the heat terms, agreement between the codes is not as accurate as that found for the
power terms. Comparison of the basic heat inputs shows that the NASA code yields 16.8 to
19.7% higher values than those predicted by Martini, after an adiabatic correction is
included in the Martini calculations. Neglecting this correction term would reduce the
uncertainty between the predictions by 1.8 to 2.6 percentage points. The error between the
basic heat input predictions is somewhat independent of drive speed yet decreases with
increasing gas pressure.

Agreement between the predicted net heat inputs, in which the conduction loss terms
and associated dissipation terms are included, is very poor. There are several reasons for
such a discrepancy. First, the heat dissipation terms associated with pressure-drop losses
are different, by virtue of the poor agreement found between the pressure-drop losses
calculated by the two models. Second, the conduction paths considered by the two models
are somewhat different. Finally, and probably more important, the regenerator losses are
evaluated separately in the Martini calculations. For example, the regenerator reheat loss
and temperature swing loss are part of the basic heat input calculations in the NASA code
but not in the Martini code. Table 4 shows that the net heat input data agree to within 40 to
67%, with the level of uncertainty increasing as drive speed and gas pressure increase.

For the basic and net heat output terms, there appears to be better agreement between
the two codes. NASA predicts a higher value, but the data agree to within 6 to 10% for the
basic heat output and 18 to 29% for the net heat output. In the Martini code, the basic heat
output is calculated by summing the basic heat input and basic power. The net heat output
is calculated in a similar manner. In contrast, the NASA code determines basic heat output
by calculating the heat transfer coefficients and temperatures between the gas and metal in
the compression heat rejector space. The basic heat input in the expansion heat absorber
space is calculated in a similar manner, and basic power is computed from a pressure-
volume integration. Hence the energy balances (power in plus heat in equals heat out)
predicted by the NASA code may have small errors because the solution is terminated
before the energy balance converges to 100% numerical accuracy. The net heat output is
then calculated by adjusting the basic heat output for conduction, shuttle, and friction heat
(dissipation) losses.

The indicated heating COPs calculated by the two codes are seen to agree from 9 to 20%,
with the NASA values being higher than Martini's. The level of uncertainty increases as
drive speeds decreases, yet remains fairly constant as pressure increases. Agreement
between COP-to-Carnot ratios is within -10.4 to -0.8%, with the level of uncertainty
decreasing at the higher drive speeds and higher gas pressures. A graphical comparison of
predicted indicated COP and net heat output obtained by the two codes is shown in Figs. 3
and 4, respectively.
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5. CONCLUDING REMARKS

It is difficult to designate a single model in this study as clearly superior in predicting
accurate results, mainly because no experimental test data on Stirling heat pumps exist on
which to base a true comparison. To date, the NASA third-order analysis has yielded
satisfactory correlations with GPU-3 engine test data. However, to get this good agreement,
it was necessary to multiply the calculated pressure drop in the regenerator (as determined
from steady-flow correlations) by a factor of 4 for hydrogen and 2.6 for helium, even though
steady-flow tests through the engine components did not support this kind of correction
factor.5

Similarly, Martini states that in using his earlier version of the isothermal second-order
analysis "a correction factor to the flow resistance originally used in correlating the GPU-3
data was found to result in surprisingly close correlations."4 Correction factors (which
appear to be engine-specific) are needed to obtain meaningful results between predicted and
experimental heat engine test data. It should be emphasized, however, that the Martini
model used in this study was a revised version of the earlier model and did not include
corrections to make the results fit heat engine test data.

One possible interpretation that can be drawn from this study is that, although poor
agreement exists in the various itemized loss predictions, fair agreement can be obtained
between the overall performance predicted by the NASA and Martini models from a
combination of possibly incorrect loss predictions.

The Martini second-order analysis 7 agreed fairly well with the NASA third-order
predictions of indicated power, net heat output, and indicated COP. The NASA model
predicted higher values for these parameters. For the indicated power the error between the
predictions decreased with decreasing gas pressure and drive speed, whereas for the
indicated COP the error decreased with increasing speed but increased with increasing gas
pressure. Therefore, caution is indicated in using these programs. Agreement between the
predictions was -2 to 13% for indicated power, 18 to 29% for net heat output, and 9 to 20%
for indicated COP.

Unlike the Martini model, the NASA model does not evaluate separately the regenerator
reheat loss and temperature swing loss; these are calculated as part of the basic heat input
calculations. Consequently, in determining net heat input (basic heat input minus losses),
gross differences exist between the NASA and Martini predictions.

The Martini model used in this study uses an adiabatic correction for the effects of
adiabatic working spaces. For the basic heat input terms better agreement was found with
the NASA values when this correction was neglected in the calculations. However, exclusion
of this correction in the Martini model basic power calculations resulted in worse agreement
with the NASA model. Consequently, with the adiabatic correction, the Martini-predicted
heating COPs were found to be in better agreement with those predicted by the NASA
model.
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Individual losses such as pressure drop, mechanical friction, shuttle, and conduction were
found to be in poor agreement. The total pressure-drop predictions disagreed by 53 to 69%,
with the NASA model calculating the higher values. The NASA method of calculating
mechanical friction was found to be quite different from the second-order analysis.
Consequently, worst agreement was found between the mechanical friction loss predictions,
with the NASA model values being 23 to 111% higher than those calculated with the
Martini model.

The equations used in determining shuttle losses were very similar in form for the two
models, but the predictions differed significantly. Martini uses a wall-effect factor to
account for the thermal properties of the walls and the frequency of operation. This factor
appears to be responsible for the higher shuttle losses predicted by the Martini model.

Focusing on the conduction losses, the conduction paths considered by the two models are
somewhat different, with the Martini model accounting for more losses. Conduction terms
common to both models are calculated using similar one-dimensional form equations.
However, inputs such as length of temperature gradient, cross-sectional area, and hot and
cold temperatures are different. In general, the Martini model predicts values for total
conduction loss that are 260 to 440% higher than those calculated by the NASA model.

From the results obtained in this study, it appears that both the Martini and NASA
models can be used with a reasonable degree of credibility in predicting indicated power, net
heat output, and indicated COP for Stirling heat pump analysis.

Caution should be exercised in analysis of individual losses with these models, since
agreement between the predictions is poor. Improvement in the models appears warranted
in the area of pressure-drop losses and mechanical friction losses.



6. RECOMMENDATIONS

As a result of the comparison of the Martini and NASA models, the following
recommendations concerning possible future actions to improve predictions of Stirling heat
pump performance appear warranted.

1. The models should be verified with measured Stirling heat pump testing. The tests
should explore the effects of operating speeds, pressures, temperatures, heat exchanger
designs, and bearing and seals designs. Through testing, the range of error band of
analytical models can be better defined, and specific areas needing attention can be
identified.

2. A systematic error analysis should be conducted to establish the inaccuracies or
uncertainties associated with the various empirical constants and fudge factors used in the
models. Particular attention should be given to known areas of potential uncertainty, such
as pressure drop losses, seal losses, gap losses, internal heat losses, and regenerator
effectiveness. This would better identify where the greatest gains in accuracy of the overall
model are possible. A more realistic estimate of overall model accuracy (via knowledge of
error propagation) would also be obtained.

3. Accurate models of basic physical processes and experimental data to verify and
improve analytical projections of these processes should be obtained. These include the
effect of oscillating flow on heat transfer and pressure drop in the heat exchangers, the
internal (cyclic) heat transfer mechanisms in the working spaces, and friction losses in
sliding bearings and seals.

4. A study should be conducted to determine what interface or intermediate variable can
be measured accurately in a Stirling machine. Such a study will perhaps more clearly
establish the "true" input parameters one should use in the formulation of an analytical
model.

Implementation of the preceding recommendations obviously requires decision and
judgments based on factors beyond the scope of this report. Some of the recommendations
and actions described are intimately related and are best accomplished through several
well-coordinated activities.

29



I

I



REFERENCES

1. N. C. J. Chen and F. P. Griffin, A Review of Stirling Engine Mathematical Models,
ORNL/CON-135, Oak Ridge National Laboratory, August 1983.

2. Stirling Engine Computer Models Fact Sheet, Mueller Associates, Inc., Baltimore, Md.,
for the Office of Vehicle and Engine Research and Development, U.S. Department of
Energy, 1983.

3. W. R. Martini, "A Simple Method of Calculating Stirling Engines for Engine Design
Optimization," pp. 1753-62 in Proceedings of the 13th Intersociety Energy Conversion
Engineering Conference, San Diego, California, August 20-25, 1978, vol. 3, Society of
Automotive Engineers, Warrendale, Pa.

4. W. R. Martini, "Validation of Published Stirling Engine Design Methods Using Engine
Characteristics from the Literature," pp. 2245-50 in Proceedings of the 15th Intersociety
Energy Conversion Engineering Conference, Seattle, Washington, August 18-22, 1980,
vol. 3, American Institute of Aeronautics and Astronautics.

5. R. C. Tew, L. G. Thieme, and D. Miao, Initial Comparison of Single Cylinder Stirling
Engine Computer Model Predictions with Test Results, DOE/NASA/1040-78/30, NASA
TM-79044, U.S. Department of Energy, Office of Conservation and Solar Applications,
July 1979.

6. R. Tew, K. Jefferies, and D. Miao, A Stirling Engine Computer Model for Performance
Calculations, DOE/NASA/1011-78/24, NASA TM-78884, U.S. Department of Energy,
Office of Conservation and Solar Applications, July 1978.

7. W. R. Martini, IS082: A Fast Design Program for Stirling Cycle Heat Engines and Heat
Pumps, Final Report, for Oak Ridge National Laboratory, Martini Engineering,
Richland, Wash., April 1983.

8. W. R. Martini, Stirling Engine Design Manual, DOE/NASA/3152-78/1, NASA CR-
135382, U.S. Department of Energy, Office of Conservation and Solar Applications,
April 1978.

9. N. Domingo, W. L. Jackson, and F. C. Chen, A Theoretical Analysis of a Kinematic
Stirling-Cycle Heat Pump for Space Conditioning Applications, ORNL/CON-149, Oak
Ridge National Laboratory, March 1984.

31



32

10. L. G. Thieme, High Power Baseline and Motoring Test Results for the GPU-3 Stirling
Engine, DOE/NASA/51040-31, NASA TM-82646, U.S. Department of Energy, Office of
Conservation and Solar Applications, June 1981.

11. P. A. Rios, "An Analytical and Experimental Investigation of the Stirling Cycle," Ph.D.
thesis, Massachusetts Institute of Technology, Cambridge, 1979.



ORNL/CON-162

INTERNAL DISTRIBUTION

1. V. D. Baxter 25. R. S. Loffman
2. R. S. Carlsmith 26. H. A. McLain
3. F. C. Chen 27. V. C. Mei
4. N. C. J. Chen 28. J. W. Michel
5. G. E. Courville 29. W. A. Miller
6. F. A. Creswick 30. R. E. Minturn

e 7-11. N. Domingo 31. L. I. Moss, Consultant
12. P. D. Fairchild 32. H. Perez-Blanco
13. S. K. Fischer 33. C. K. Rice
14. W. Fulkerson 34. M. Russell, Consultant
15. C. E. Hammons 35. T. J. Simmons
16. V. O. Haynes 36. C. Srite
17. H. S. Hoffman 37. R. A. Stevens
18. W. L. Jackson * 38. C. D. West
19. F. R. Kalhammer, Consultant 39. W. H. Williams, Consultant
20. S. I. Kaplan 40. Biology Division Library
21. S. V. Kaye, Consultant 41-42. Central Research Library
22. M. Kuliasha 43. Document Reference Section
23. T. R. LaPorte, Consultant 44. Laboratory Records (RC)
24. W. P. Levins 45-46. Laboratory Records Department
25. R. S. Loffman 47. ORNL Patent Section

EXTERNAL DISTRIBUTION

48. W. T. Beale, Sunpower, Inc., 6 Byard St., Athens, OH 45701
49. G. M. Benson, Energy Research and Generation, Inc., Lowell and 57th Street, Oakland, CA

94608

50. Donald G. Beremand, Stirling Engine Project Office, National Aeronautics and Space
Administration, Lewis Research Center, Cleveland, OH 44135

51. James M. Calm, Project Manager, Heat Pump Development, Electric Power Res. Inst., 3412
Hillview Avenue, Palo Alto, CA 94303

52. W. S. Chiu, Systems Engineering, General Electric Company, P.O. Box 527, King of
Prussia, PA 19406

53. J. G. Daly, Argonne National Laboratory, 9700 Soth Cass Avenue, Argonne, IL 60439
- 54. James E. Dudenhoefer, Acting Head, Stirling Engine Technology Section, National

Aeronautics and Space Administration, Lewis Research Center, Cleveland, OH 44135
. 55. T. Finkelstein, TCA, P.O. Box 643, Beverly Hills, CA 90213

56. R. J. Fiskum, Energy Conversion Equipment Branch, CE-113.2, Department of Energy,
1000 Independence Avenue S.W., Washington, DC 20585

F 57. D. R. Gedeon, Gedeon Associates, Box 141A South Canaan Road, Athens, OH 45701
58. L. Goldberg, University of Minnesota, The Underground Space Center, 11 Mines and

Metallurgy, 221 Church Street, SE, Minneapolis, MN 55455

59. T. J. Heames, Argonne National Laboratory, 9700 South Cass Avenue, Argonne, IL 60439
60. J. Hogan, General Electric Co., P. 0. Box 8666, Philadelphia, PA 19101

33



34

61. R. E. Holtz, Components Technology Division, Building 330, Argonne National Laboratory,
9700 South Cass Avenue, Argonne, IL 60439

62. Y. Ishizaki, Cryogenic Systems, 235-5 Yamanouchi, Kamakura 247, Japan
63. Naotsugu Isshiki, 2-29-6 Kyodo Setagayaku, Tokyo 156, Japan
64. T. Kapus, Energy Conversion Equipment Branch, CE 113.2, Department of Energy, 1000

Independence Ave. SW, Washington, DC 20585
65. Prof. Nobuhide Kasagi, University of Tokyo, Department of Mechanical Engineering,

Bunkyo-Ku, Tokyo 113, Japan
66. K. P. Lee, Manager, Facility and Manufacturing Automation, P.O. Box 809, Sudberry, MA

01776
67. W. Martini, Martini Engineering, 2303 Harris, Richland, WA 99352
68. R. C. Meijer, Advanced Energy Programs Dept., General Electric Co., P.O. Box 527, King

of Prussia, Pa 19406
69. G. McLennan, Argonne National Laboratory, 9700 South Cass Avenue, Argonne, IL 60439
70. Herbert Nilsson, United Stirling AB, Box 956, S-201 80 Malmo, Sweden
71. E. B. Quvle, Laboratory for Energetics, Technical Uniersity of Denmark, Building 403 DK-

2800, Lyngby, Denmark.
o 72. C. J. Rallis, University of Witwatersrand, School of Mechanical Engineering, 1 Jan Smuts

Avenue, Johannesburg 2001, South Africa
73. G. Rice, Department of Engineering, The University of Reading, Reading, Berkshire,

England
! 74. P. A. Rios, Electromechanics Branch, Electrical Systems and Technology Laboratory,

General Electric R&D Center, P.O. Box 43, Schenectady, NY 12301
75. J. D. Ryan, Acting Chief, Energy Conversion Equipment Branch, CE-113.2, Room GH-065,

Department of Energy, 1000 Independence Avenue, SW, Washington, DC 20585
76. A. Schock, Fairchild Industries, Germantown, MD 20874
77. J. Schuster, Gas Research Institute, 8600 W. Bryn Mawr Ave., Chicago, IL 60631
78. R. Shoureshi, Department of Mechanical Engineering, College of Engineering, Wayne State

University, Detroit, MI 48202
79. D. J. R. Senft, Department of Mathematics/Computer Science, University of Wisconsin,

River Fals, WI 54022
' 80. J. L. Smith, Jr., Mechanical Engineering Department, Massachusetts Institute of

Technology, Cambridge, MA 02139
81. J. G. Slaby, National Aeronautics and Space Administration, Lewis Research Center,

Cleveland, Ohio 44135
82. D. R. Taylor, Royal Naval Engineering College, Manadon Plymouth, Devon PL5 3AQ,

England
c 83. W. P. Teagan, Arthur D. Little, Inc., Acorn Park, Cambridge, MA 02140

84. R. C. Tew, NASA-Lewis Research Center, 21000 Brookpark Road, Cleveland, OH 44135
85. L. G. Thieme, NASA-Lewis Research Center, 21000 Brookpark Rd., Cleveland, OH 44135
86. I. Urieli, Sunpower, Inc., 6 Byard St., Athens, OH 45701
87. G. Walker, University of Calgary, Dept. of Mechanical Engineering, 2920 24th Ave., NW,

Calgary, Canada T2NIN4
88. B. P. Wang, Mechanical Engineering Department, University of Texas at Arlington, P.O.

Box 19023, Arlington, TX 76019



35

89. M. A. White, University of Washington, Joint Center for Graduate Study, 100 Sprout Road,
Richland, WA 99352

90. Office of the Assistant Manager for Energy R&D, U.S. Department of Energy, Oak Ridge
Operations, Oak Ridge, TN 37831

91-117. Technical Information Center, Department of Energy, P.O. Box 62, Oak Ridge, TN 37831



*-

.»


