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of the requirements for the Master of Science degree in Mechanical
Engineering in the Graduate College of the University of I1linois at
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ABSTRACT

A review of the literature since that covered in a 1978 Qak Ridge
National Laboratory report (ORNL/Sub-78/55463/1) shows 1ively interest

- in the subject of refrigerant mixtures both for conserving energy in

refrigerators and for adjusting the capacity of heat pumps. A paper
by Jungnickel et al.* shows that the heat-transfer coefficient of a
mixture is less than that of either of the components.

The major contribution of this thesis is in the refinement of the
existing simulation program and in the development of an optimization
technique using sensitivity coefficients. The optimization technique
was applied on the two-evaporator refrigerator concept to determine the
best distribution of a specified total heat transfer area. A further
objective of the optimization was to determine the optimum concentration
of a mixture of R-12 and R-114. For minimum compressor power the con-
centration of approximately 40% R-114 and 60% R-12 is optimum, and the
distribution of heat-transfer area on a percentage basis is as follows:

Tow-temperature evaporator 28%
high-temperature evaporator 12%
high-tempefature heat exchanger 4%
low-temperature heat exchanger 0%
high-temperature condenser 28%
low-temperature condenser 28%

The optimization study showed that the low-temperature heat exchanger
could be omitted without affecting the power requirement.

A test facility has been constructed which is capable of measuring
the power requirements for varying compositions of refrigerant mixtures.

*H. Jungnickel, P. Wassilew, and W. E. Kraus, "Investigations into
Heat Transfer in Boiling Binary Refrigerant Mixtures," Paper No. B1-97,
XV International Congress of Refrigeration, Venice, September 1979.
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PREFACE

The purpose of this report is to:

1. Briefly summarize the main conclusions of previous papers
qualitatively explaining wﬁy refrigerant mixtures have a
potential for energy savings.

2. Examine the current status of the applications of refrigerant
mixtures.

3. Describe an experimental facility designed to compare
quantitatively the performance of refrigerant mixtures of
varying composition while getting relevant data (e.g. heat
transfer coefficents);

4, Present a computer simulation of this facility {including an
optimization study.

Although no experimental evidence 13 available at the time
of the report the possibility of energy conservation by the use
of refrigerant mixtures 1s confirmed analytically. The
optimization study shows that 6ptimal use of a mixture can be
achieved with a system somewhat simpler than what was originally

expected.
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1. THE POTENTIAL FOR REFRIGERANT MIXTURES

1.1 The History of Refrigerant Mixtures

Though the idea of using a mixture of refrigerants instead
of a pure refrigerant in a refrigeration system is nearly a
century old, satisfying studies on the potential of a mixture for
energy savings appeared only in the early 1950°s. Since then,
and especially during the 1970°s many good papers have pointed
out that using a non~azeotropic binary mixt;re can be

advantageous from an energy standpoint when the refrigeration

duty 1is to cool a fluid stream through a large temperature

difference. Another advantage 1is that a mixture can achieve a

low evaporating temperature with a moderate pressure ratio during

single stage compression.

1.2 The Ideal Refrigeration Cycle with a Single Refrigerant

To get a feeling for a theoretical explanation of why a
refrigerant mixture should be more efficient than standard

systenms in certain cases, let us consider the ideal refrigeration

-unit shown in Fig., 1-1,

The cycle consists of:
1. An {isentropic compression from 1 to 2,
2. A condensation process from 2 to 3,
3. An isentropic expansion from 3 to 4 (the work being
recovered), and

4. An evaporation process from 4 to 1.
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Assuming no pressure drop in the evaporator and the
condenser, both evaporation and condensation occur at constant
pressure. Therefore, if a single refrigerant is used, by virtue
of a well-known property of all pure substances, the phase change

in the condenser and the evaporator are constant temperature

processes (ruling out, of course, any superheating or
subcooling). If the cycle is represented on a T-g diagram, a

Carnot cycle (Fig. 1-2) is obtained.

1.3 The Ideal Refrigeration System with a Binary Mixture

If we now consider the system of Fig.l-1l operated with a
binary mixture, 2 to 3 and 4 to 1 will still occur a constant
pressure but no longer at constant temperature, Classically, if
the mixture 1is non-azeotropic, a constant pressure phase change

takes place with a varliation of temperature, the temperature gap

between the saturated vapor and the saturated 1liquid being a
function of the composition of the mixture (and, of course, of
the components of the mixture). This fact is the root of the

idea of using a mixture of refrigerants. One can follow, for
instance, the condensation of an ideal (non-azeotropic) mixture
of refrigerants in a pipe on a temperature concentration diagram
(Fig. 1-3). The shape of the t-x-p curves for ideal mixtures
(recommended since we want as large a temperature change as
possible) can be easily derived from Raoult’s and Dalton’s law
with a reasonable accuracy.

Because of the temperatu;e change occurring during the

evaporation and condensation with a binary mixture of
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refrigerants used in the ideal system of Fig, 1-1 one would get a
Lorenz cycle instead of a Carnot cycle (Fig. 1-4).

Assuming that these two cycles can perform the same duty
operating with the same extreme t;mperatures (which 1is not
exactly true as we will see later), we can compare the two cycles
on the same T-s diagram (Fig. 1-5).

Since we consider ideal reversible cycles, areas on the T-s
diagram represent energles. Q, and P being, respectively, the
refrigeration heat and the net work necessary to operate the
cycle in the single refrigerant system, and A and B being the
triangular areas shown in Fig. 1-5, the coefficients of

performance of the two cycles are:

Q
CoP(single ref.) = ;5 (1-1)
Q. + B
COP(mixture) = g3 (1-2)

Thus the COP of the system operating with a mixture is

higher.

1.4 Further Explanation-~Temperature Profiles

One can get useful insight from temperature profiles in,
say, an evaporator (similar conclusions can be drawn considering
a condenser). At this point, the reader.should note that, with
the single refrigerant system, parallel flow crossflow or
counterflow heat exchangers give exactly the same result (since

the temperature of the refrigerant is constant). But with the
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refrigerant mixture system, to achieve the temperature gap ty -

t, shown in Fig. 1-4 one should use strictly counterflow heat

exchangers, which 1s a major requirement of the system using a
mixture. '

Assuming that counterflow heat exchangers are used, one can
compare the temperature profiles of both streams in the two cases
(Fig. 1-6a and b). 1In Fig. 1-6a, we notice that on the inlet of
antifreeze side the temperature difference tei - t; between the
two streams 1is greater than teo - t, on the other side. When a
mixture is used (Fig. 1-6b), since the temperature gap ty - t, is
a function of the composition (given the two components of the
mixture) there may be a composition for which the temperature
changes of both streams match (or at least get closer). The two
curves are then parallel which is thermodynamically more
efficient.

However 1f we want the two systems to perform exactly the
same refrigeration duty (same Og» tel and teo), the log-mean

temperature differences in both cases must be equal:

((tei-t;) - (teo-t,)
teo T B4 T In((tei-t )/ (teo-t,)

(1-3)

So ¢t < t, and as mentioned previously, the diagram of Fig.

4
1-5 is a little biased. A more realistic diagram is given in
Fig. 1-7. Consequently, a aﬁd b being the small areas defined in
Fig. 1-7, in Eq. (1-2), A should be replaced by A - a and B
should be replaced by B - b and a theoretical potential for

energy savings exists 1f A > a of B > b or both (which was shown

by simulation studies).



Figure 1-6 also clearly shows that it is possibdble to
conserve energy with a refrigerant mixture only if the condenser
cooling fluid or the fluid being chilled in the evaporator change
temperature, If the temperature of the sink and the source are
constant (for instance if the flow rates in the cooling and
warming fluids approach infinity) the single refrigerant is more

efficient.
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2 CURRENT STATUS OF THE APPLICATION OF REFRIGERANT MIXTURES

2.1 The Oak Ridge Report--Literature Published Before 1977

The Oak Ridge reporﬁ (Reference 1) was the starting point of
the study of refrigerant mixtures conducted at the Upiversity of
Illinois. Reference 1 includes.p. 56 to.64 a critical review of
49 US and foreign papers on the use of a mixture of refrigerants
that were published before 1977.

An independent simulation study showed that using a 507
mixture of R12-R114 in a two-evaporator refrigerator typical of
domestic refrigerator could improve the COP of 12%. BRased on
this result and on the review of the literature the report
concluded that the theoretical prospects looked favorable and

recommended an experimental study.

2.2 The Literature since the 0Oak Ridge Report

Since the 0ak Ridge report several papers on refrigerant
mixtures have appeared. In order to update the bibliography
given in Reference 1, these papers are listed in the list of

References (4-11].

To demonstrate the interest in refrigerant mixtures in
different fields and at different levels a short synopsis of some

of these papers is given in the following.

Jakobs and Kruse (8]
This paper presents experimental results and is mostly

directed toward the use of refrigerant mixtures in heat pumps.
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Therefore the main desirable feature of mixtures that is taken
advantage of is the gain of capacity control as well as of energy
savings. The advantage of lower discharge temperatures when
operating over the large pressure ratios experienced in heat
pumps 1s also pointed out, The test facility used included a
rectifier column to adjust the concentration of a mixture of R12-
R114. the conclusion of the paper 1is that the first measurements
confirm the theoretical predictions of the behaviour of non-

azeotropic mixtures in heat pump applications:

1. "Gliding" temperatures in the two phase region of the heat
exchangers (more parallel temperature profiles)
2 Improvement of the coefficient of performance

3. More capacity control

Zaiser, Salhi and Polcini [10]

This article refers to particular applications in cracking
plants where a process fluid is to be cooled over a wide range
and down to a very low temperature. Conventionally, progylene
has been used for the higher temperature cooling and also for the
condensing of ethylene in a low temperature cycle, Tgé report
suggests that mixed refrigerants have many advantages for the
lower temperature cooling, providing a simpler system with less

operating problems

Yasachki [11]
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This report deals with the ability of a non azeotropic
refrigerant mixture plant to maintain 1ts characteistics should
partial leakage occur and also investigates the consequent
recharging of the plant, The method of recharging proposed
illustrates the greater complication of the problem in the case
of non-azeotropic mixtures as compared with single-component and

azeotropic refrigerants.

Jungnickel, Wassilew and Kraus [9]

Heat transfer during nucleate pool boiling was
experimentally determined for the mixtures R12-R113, R22-R1l2,
R13-R12, R13-R22 and R23-R13, For purposes of comparison, the
respective five pure refrigerants were also investigated. The
measurement resuits show clearly that the heat transfer for an
evaporating mixture deteriorates as compared to the pure
components. Essential parameters influencing thils reduction are
pressure, difference between vapour and liquid composition and

heat flux.

Ae 3 whole, these peapers demonstrate much activity in the
fleld of refrigevant wixtures that seem to have a wide range of
applications, However, most cf them point out that enginesring

bases of caliculation are not ye# available to the designer.



3. TEST FACILITY

3.1 Purpose of the Experimental Tests

The first recommendation of the 0ak Ridge report (Reference
1) was to try to expand the experimental knowledge of the
behaviour of}refrigerant mixtures and to check if the favorable
conclusions of the preliminary simulations would not be altered
by practical problems (oil problems, bad equilibrium between
liquid and vapor phase, low heat transfer coefficients,
etc...). Pictures showing different views of rhe test facility
designed and built for that purpose are shown in Fig. 3.1 and

Fig. 3.2.

3.2 Flow Diagram

The flow diagram of the Fig. 3.3 together with Table 3.1
give an overview of the facility that includes seven basic
components:

1. The high temperature condenser (HTC). The cooling fluid is
tap water, the quantity of water 1s measured by a regular
domestic water meter and the flow rate is controlled »y a
valve.

2 The low temperature condenser (LTC) exactly identical to =ha
HTC.

3. The first refrigerant to refrigerant heat exchanger (HX1l).

4, The second heat exchanger (HX2) similar to HX1.

o
(=4
fors
=9
pa
(2]

S. The low temperature evaporator (LTE), The warming ¢

an antifreeze mixture of water and ethylene glycol and 1is
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Figure 3-2 Photograph showing

the compressor and the variakble speed motor

the pressure lines to measure the suction and discharge
pressures

one of the glyccl loop pumps and the corresponding
heater on the right

the heat exchangers 1in the background



15

cv cv
1= EIg
LTC HTC \
[ G MVMVVWVWVWA -
. ’ . P '

- _..g..;;;r.._ -
VSM

- = === superheated vapor

=== subcooled liquid

liquid and vapor

HTE : High temp. evap.
LTE : Low temp. evap.
HTC : High temp. condenser

LTC : Low temp. condenser
HX1l : First heat exchanger
HX2 : Second heat exchanger

COMP : Compressor
VSM : Variable speed motor

phi plo

Figure 3-3 Flow diagram of the facility (see Table 3.1
for meaning of symbols)



16

Table 3.1 Svmbols used in Figure 3.5

@@QOQB(H l Bo n o

SG

™

cv

SV

VENT

RM

PP

ARV

FD

Sight glass

Tap water

Controlling valve

Water meter

Safety valve

High pressure measurement

Low pressurs measurement

Precsure difference measurement

Venturi (flow rate of refrigerant measurement)

Rotameter

Heater

rump

Adjustable expansion valve

'y

ilter dryer
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recycled by a pump. Apart from the pump, this closed circuit
(the "glycol loop") includes a domestic electrical heater
that controls the heat load and a valve that controls the
flow raté measured by a flowmeter of the rotameter type.
6. The high temperature evaporator (HTE) similar to the LTE.
7. The driving unit composed of a variable speed motor with
torque and rpm measurements, coupled with a compressor.
it is hoped that the different possible ad justments
(quantity of refrigerant charged in the system, pressure change
through the adjustable expansion valve, speed of the motor, flow
rates of water in both condensers and'flow rates of glycol and
heat load in both evaporators) will allow to keep the
refrigeration duty (heat load and evaporating temperatures)
constant, to control the superheat at po;nt 1 and to satisfy the

requirement of saturated liquid at point 4.

3.3 Following the Path of the Refrigerant

After the compressor at point 2 (Fig. 3.3) the hot
refrigerant in form of high pressure superheated vapor enters the
high temperature condenser (HTC) where it 1is cooled by tap
water. Somewhere in the HTC, the refrigerant becomes saturated
vapor and thereafter it condenses. The fraction of liquid phase
goes on increasing in the low temperature condenser (LTC) between
points 3 and 4 and at point 4 the refrigerant becomes saturated
liquid (which can be checked thanks to a sight glass). Then
between points 4 and 5 and between 5 and 6 the refrigerant is

subcooled in heat exchanger 1 and heat exchanger 2 (HX1l and HX2)
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by the cold refrigerant coming from the high temperature
evaporator (HTE) and the low temperature evaporator (LTE),
respectively. At point 6, the subcooled liquid passes through a
filter drier and a flowmeter of the'rotame£er type. At this
point, the refrigerant is still at a high pressure (though, of
course, a little less high than at point 2, right after the
compressor, due to pressure drops). Between points 6 and 7 the
refrigerant 1s expanded through the adjustable expansion valve
and the pressure drops. Pressure gauges measure the pressure on
both the high and the low pressure sides of the expansion

valve, At point 7 the cold, low pressure refrigerant 1is in the
two-phase region and enters the low temperature evaporator.,
Between points 7 and 8, the refrigerant evaporates absorbing the
heat produced in the glycol loop by the heater controlled by a
variable transformer. the power to the heater is measured by an
ammeter and a voltmeter. The pressure drop between points 7 and
8 in the LTE 1is measured by a differential pressure gauge and a
differential pressure transducer,. Betﬁeen points 8 and 9, the
refrigerant helps to "pull down" as much as possible the
temperature at point 6 in HX2. Between points 9 and 10, the
evaporation goes on in the HTE with a circuit very similar to the
LTE. At some point between points 10 and 1 in HRX1l the
refrigerant reaches the saturated vapor state so that the sight
glass at point 1 should show no liquid contrary to the sight
glass at polint 10. At point 1, the superheated low pressure
vapor passes through a venturil that enables the measurement of

the flow rate, to check the other measurement at point 6. The
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pressure drop through the venturi is measured by a differential
pressure transducer and a differential pressure gauge. Then, the
refrigerant goes back in the compressor and returms at point 2,
the pressure being again measured at both the'high and the low

pressure sides of the compressor,

3.4 The Evaéorators, Condensers and Heat Exchangers

The LTE, HTE, LTC, HTC, Hkl and HX2 are all tube-in-tube
counterflow heét exchangers, LTE, HTE, LTC, HTC being exactly
identical,

The HTC, LTC, LTE and HTE all consist of a 12,7 mm (1/2
in.,) ID and 15.9 mm (5/8 in.) OD hard copper tube of a total heat
transfer length of 9.3 m, which gives a heat exchange area of
about 0.42m%. This inner tube in which the warm or cold
refrigerant circulates is enclosed 1in a 25.4 mm (1 in.) ID and
28.6 mm (9/8 in.) 0D hard copper tube with the cooling or warming
fluid going the other way (at counterflow) 1in the interspace
(Figs. 3.4 and 3.5). Four thermocouples In each stream measure
the temperature of the flow, one in the inlet, one 1in the outlet,
and two at intermediary positions. The solder tip of these
thermocouples 1s directed in a direction opposite to the flow to
get more accurate measurements. In addition to these, three long
thermocouples going to the middle of each of the three branches
of the "S" (see Fig., 3.4) on the refrigerant side (inner tube)
plus three other thermocouples soldered on the surface of the
inner)tube, also in the middle, enable the measurement of the

heat transfer coefficient on the refrigerant side. These
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thermocouples are themselves inserted in a small 3.2 mm (1/8
i{n.,) ID brass tubing and sealed with an epoxy at the outside end
(Fig. 3.6). The-first epoxy triled was leaking and the sealing is
in fact ensured by a torr seal resin (designed for vacuum
systems) on top of it. The long thermocouple tubings are held in
place by two small star shaped pieces of plexiglas (Fig. 3.7).
Four thermometer wells at both end of both streams permit a
direct check of the temperatures given at these points by the
thermocouples (Fig. 3.8). It should be noted that there 1is no
solder joint in the enclosed part of the inner tube and,
therefore, all the places where the refrigerant could leak are
accessible and reparable (provided that there is no thermocouple
too close because heating the pipe would melt the insulatioﬁ).
HX2 1is a 1.§ m long (heat exchange length) tube-in-tube
counterflow heat exchanger which is build with the same pipes as
the evaporators and condensers, i.e., 12.7 mm ID and 15.9 mm OD
for the inside tube, 25.4 mm ID and 28.6 mm OD for the outside
tube. The cold refrigerant from the LTE rumns in the inner tube
(to minimize heat transfer to the atmosphere). Four

thermocouples and four thermometer wells enable the measurement

of the temperatures at hoth end of both streams. HX1l has a heat
exchange area of about 0,07 m2.

HX1 is identical to HX2 in every respect except the length
and the diameter of the pipes. The inner pipe where the
transition two phase region-superheated region occurs is 19mm

(3/4 in.) ID and 22.2mm (7/R in.) OD (instead of 12.7 mm ID and

15.9 mm OD) to take into account the increase in specific volume
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of the refrigerant. The outside tubing is 31.7 mm (1 1/4 in.) 1ID

and 34.9 mm (1 3/8 in.) ODP. The heat transfer length is 1l.4 m

which gives a heat transfer area of about 0.09 nl.

Of course the whole system is insulated except where the

influence of the atmosphere 1is negligible.

The total heat transfer area is about 1.8 mz.



24

4, SIMULATION STUDIES

4,1 Method of Simulation

To "simulate" a physical system means, in this context, to
write equations realistically describing the system and to solve
them. The sources of these equations are: characteristics of
components, property equations, energy balances, and mass
balances. Since in this case, as in most engineering cases, the
results can be roughly predicted, the Newton-Raphson technique is
a good method to solve these equations. The code, based on this
technique, that was used in this study is fully described in
Reference 2. Basically, when the user calls subroutine SIMUL,
the matrix of the partials of the residuals with respect to the
variables is computed numerically by subroutine 'PARDIF and then
subroutine GAUSSY computes the correction of the variables to get
a point closer to the solution than the initial one. The
residuals corresponding to the equations describing the physical
system are computed by subroutine EQNS written by the user. This
code has been slightly modified to get more printing flexibility
and to include the possibility of damping of the iterations in
case of divergence.

A detailed description of program REFMIX5, written to
simulate (and optimize) a two-evaporator, two-condenser, and two-
heat exchangers refrigeration unit of the type of the test

facility is given in APPENDIX 2.

4,2 Modeling the Facilitv~--Nomeunclature
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The schematic diagram of the modeled system is shown in Fig.
4,1, The numbering convention corresponds to the convention of
the facility flow diagram (Fig. 3.3).

The assumptions that were made are:

1. Saturated liquid at point 4 (after the lbw temperature

condenser),

2. Imposed superheat at point 1 (before the compressor),
and
3. No pressure drops and no heat transfer to the

atmosphere.
For reasohs developed in Reference 1, the mixture chosen was
composed of Refrigerant R12 and R11l4.
The parameters (stored in program REFMIX5 as array DAT) that
must be given for the program to be able to compute the unknown

variables are:

DAT(1) = conc Global mass concentration of R114 in the
mixture

DAT(2) = Ael Heat exchange area of the LTE, m?

DAT(3) = Ax, Heat exchange area of HX1, m2

DAT(4) = Ax, Heat exchange area of HX2, m2

DAT{5) = Acl Heat exchange area of the LTC, m?2

DAT(6) = Ach Heat exchange area of the HTC,m2

DAT(7) = Wgel Flow rate of glyecol in the LTE, kg/s

DAT(8) = Ugeh Flow rate of glycol in the HTE, kg/s

DAT(Y9) = Wclt Flow rate of cooling water in the LTC, kg/;

DAT{10) = Wcht Flow tate of cooling water in the HTC, kg/s

DAT(11) = Qelt Heating load on the LTE in kw



Wclt Wcht
tcli tclo tchi tcho
Fac
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Acl Ach tcpp é
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superheated
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£fluid)
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Mecdel of the Facility (imposed parameters

Figure 4.1
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Given these parvrameters,
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Heating load on the HTE in kw

water to the LTC,°C

Inlet temperature of

Inlet temperature of water to the HTC,OC

Inlet temperature of glycol to the LTC,OC

Inlet temperature of glycol to the HTC,OC

Superheat of the refrigerant at point l,°C

subroutine SIMUL computes the exact

value of the following 42 variahles (stored in'array V) with an

iteration scheme starting from rough estimates,

v(l) =
v(2) =
v(3) =
v(4) =
v(5) =
Vi) =
v(7) =
v({g8) =
v(9) =
V(103 =
v(Lll) =
v(12) =
v(1l3) =
v(l4) =
v(1ls5) =

W

phi

-
~hn
H

Flow rate of refrigerant, kg/s’
Pressure on high pressure side, kPa

. Pressure on low pressure side, kPa
Temperatuve Aaf poilnt 1,%¢
Saturation temperature in HX1, °¢C
Temperature at point 2, °¢
Saturarvion temperature in the HTO. °c
Temperatnre ac peiar 3, 70
Temparuture at peint 4, °g
Tempersdiure covivespoending %o tla on other
;tream,‘GC
Temperature at point 5, OC

Teamperature at point A, OC

Temperature at point 7, ¢
’ A

Temperature at point 8, °¢

Temperature at point 9, °¢C
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v(35)
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= O

s>
"

Frlg
Frl9
T
Frl3
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Fax

Qclt
Ocht
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Temperatu

Enthalpy
Enthalpy
Enthalpy
Enthalpy
Enthalpvy
Enthalpy
Enthalpy
Enthalpy
Enthalpy
Enthalpy
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Fraction
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point
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peint
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J/kz
kJ/kg
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kJ/kg
kJ/kg
kJ/kg
kJ/kg
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kJ/kg
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Rate of heat exchanged in the LTC, kw
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Vv(42) = P Compression power, kw

In an attempt to reduce the number of equations, neither the
mass fractions of R114 in liquid and vapor phases in the five
two-phase points (3,7,8,9,10), nor the enthalpies of the liquid
and vapor phases at these points are computed di?ectly by the
simulation {as opposed to the work presented in Reference 1).
These values are not as important to know as the values of the
other variables and if needed they can be computed easily.
Another difference between this program and the previous work is
that the areas, rather than the UA’s of the evaporators,
condensers, and heat exchangers are given (thevUA’s'are computed
inside the subroutine EQNS). This choice of parameters is more
16gica1 because the final purpose of thils program is to optimize
the distribution of heat exchange area among HTC, LTC, HX1l, HX2,
LTE, and HTE; When accurate measurements of the heat transfer
coefficients are available, they should replace the estimates
presently used.

Recause an equation was missing, the area of the high

temperature esvaporator ls an unknown which means that the size cof

this evapovrator is a function of the design of the rest of the
system, This was preferred to getting cthe missing equation by
arbitrarily fixing one of the variables.

| To be able tc make a fair comparison between a pure
refrigerant and z mixture the rafrigeration dutv, contrclled hy

the parameters Qelt, QJeht, Qgel, Hgeh, teli, tahi can be kept
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constant (consequently telo and teho are not really unknowns
since they can be computed easily given these parameters).

In the rest of the text the term "parameters" refers to the
variables needed by the simulation program as data input to
compute the other variables, simply referred to as the
"variables", Given a rough guess of the "variables'" the program
computes their exact values which are functions of the
parameters., For instance, the power P and the area of the HTE,
Aeh (respectively V(42) and V(37) in the program REFMIXS) are
functions of conec, Acl, Axl,...sphx (array DAT in the program

REFMIXS5).

4.3 Properties of the Refrigerants

The equations solved by subroutine SIMUL are, as already
mentioned, expressed in subroutine EONS that has been written to
be as readable as possible (see APPENDIX 1).

The saturation pressures and the enthalpies of saturated
liquid and vapor of both RI2 and R1l4 as a function of the
temperature are the same as those used in the Department of
Energy report (Reference 1). They are defined as FORTRAN
arithmetic state@ent functions in the beginning of subroutine
EQNS. Other properties defined in the beginning of EQNS are:
conversion from mass fraction to mole fraction of R1L14 and vice
versa, plus mole concentration of R11l4 in the liquid and in the
vapor derived using Dalton and Raoult’s laws (for more details

see Reference 1, p. 18),
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However, more general equations for thé isentropic work of
compression of R12 and R114 were needed because the vapor at
point 1 (initial point of the compression) is no longer assumed
to be saturated but has instead a given superheat sphx., These
equations express the isentropic work as a function of t (the
initial temperature in 90), P (the initial pressure in kPa) and

Pa (the final pressure in kPa).

1. TIsentroplc work of compression of R12 (kJ/kg)

1 4

WL, (t,p, Pyy) = (£+273.15)[((.6933 107 ° +.232 10 't)

4

+ (-.201910 ~ + 0.757 10-7t) pl) In (pz/pl)

5

2 _ 148 107%) + (-.876 1070 +

+ ((.414 107

6

.231 10 ° t) pl) lnz(pz/pl)]

2. Isentropic work of compression of R114 (kJ/kg)

1 5

WL, (t,py,p,) = (t + 273.15) [((.4969 107" + 0.36 10 °t)

4 6

+ (-.302410" " + .4083 10

3

t) pl) ln(pz/pl)

5

+ ((.75 1073 + .285 107 %) + (.428 107° +

.365 1070

2
t) py) 1n" (p,/py)]
These equations have an accuracy of 0.1%, based on values
computed from tables, in the operating range. The total power 1is

computed substituting the partial pressufes of R12 and R1l1l4 {in

WI, and WIZ’ proportioning them on a mass hasis, multiplying by
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tae refrigerant flow rate and dividiecg by the efficiency (rtakan
as 0.75).

Moreover in this wversion t;a supernzat is taken into account
by breaking both HX1 and HTC into two parts {(evaporating and
superheating part and condensing and desuperheating part
respectively). Therefore equations for the enthalpies of the
superheated vapors of R12 and R11l4 as a function of the pressure
{in %Pa) and the remperature (°C) had to be derived. These

ecuations are:

1., Enthalpy of superheated vapor of R12 (kJ/kg)
scaled pressure pp = (p - 609,81)/554.19
scaled temperature tp = (t - 10)/530
R2sh = (351.740 - 12.954 pp = 2.367 pp<)
(35.957 + 8.406 pp + 2.434 pp2) tp +

(-.619 - 2.379 pp - .748 pp2) tp2

2. Enthalpy of superheated vapor of R114 (kJ/kg)

scaled pressure pp (p - 251.6A)/244,77

ft
~~
[nd
]
b
[}
e
~~
(9]}
wn
»
n
(94
o

scaled pressure tp
hish = (341.523 - 4.4 pp - .532 pply +

(39.811 + 2,054 pp + .23Z pp~) tp +

(1.475 = .535 pp + .012 pp

These equations were obtained applying least square fits to
tabuiar data, which is the origin of these scaled temperatures

and pressures used to reduce the raange of the variables to
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{-1,+1]. This method often gives much better results with least
square fits than the straightforward way (see Forsythe, Computer

Methods for Mathematical Computations, pp. 199-200). Both h2sh

and h4sh are accurate to 0.1%7 in the operating range.

4.4 Equations describing the Facility--The subroutine EQONS

As noted in Section 4.2 certain unknowns are not explicitly
given in the output of subroutine SIMUL. They are computed
inside subroutine EQNS before the residuals, as part of
preliminary computations and substituted when needed.

Turning now to the external fluids, the specific heat (in
kJ/(°C kg)) of a 50% water-glycol antifreeze (suitable down to
-30%C) as a function of the temperature t in °C can be taken as:

cpg = 3.324 + 0.0046t (W, F. Stoecker Refrigeration and air

ccnditrioning, Chapter 15),

Also included in the prelimina}y computations are the
computations of the UA-values and in particular of the UA-values
of the LTC and HX1l, both broken into two parts. Since Fac is the
fracti&n of area of the HTC where there is only condensation, the
area of condensation Aco is:

Aco = Fac x Ach
and the area of desuperheat is:

Ads = (1 - Fac) x Ach

The UA’s are then computed by multiplying these areas by the
heat transfer coefficients., UAEX and UASX, the UA values in the
evaporating and superheating part of BX1l, are computed in a

similar manner.
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Residuals 1 through 5 enable the computation of the fraction
of liquid at points 7,8,9,10,3 using x1°s and xv’s from the
preliminary computations. They express the conservation of the

mass of R114 with an equation of the form:

RES(1l) to RES(5) <conec = Frl x x1 + (1 - Frl) x xv

Residuals 6 through 10 enable the conmputation of the
enthalpy at points 7,8,9,10,3 using hl’s and hv’s from the

preliminary computations.

RES(6) to RES(10) h = Frl x hl + (1 - Frl) x hv

Residuals 11,12,13 enable the computation of the enthalpy at
points 4,5,6 (saturated or subcooled liquid points; the enthalpy
of the subcooled liquid can be fairly well approximated by the

enthalpy of the saturated liquid at the same temperature),

RES(11) to RES(13) h = conc x hll41l (t) +

+ (1 - conc) x hl21(t)

Residuals 14 through 21 express heat exchanger equations
(one equation each for LTC, HX2, LTE and HTE but two equations
for HTC and HX1l that have been broken into two parts). When

possible these equations have been written in the logarithmic

form that was found to converge faster.
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((ty= telo) - (t, = teli))
RES(14) Qelr = UACL x qur(e = tclo) /(t, - teli))

((teli - t8) - (telo - t7)
1n((teli - t8)/(telo -ty ))

RES(17) Qelt = UAFL x

. {((tehi -

tlo) - (teho - tg)
RES(18) Qeht = UAEHR x-

In((tehi =~ tlo)/(teho - ty)

((ts - tg) - (t6 = t:8))
1n((c5 - cg)/(t6 - t8))

RES(21) W x (h9 -'ha) = UAX2 x

Residuals 15 and 16 result from the breaking of the HTC into
two parts (Fig. 4.2).

As already seen

Aco = Fac x Ach Ads = (1 ~ Fac) x Ach
UACO = Uco x Aco UADS = Uds x Ads

Q and Q2 being the heat rates in kw defined in Fig. 4.2

Q; + 0, = Qcht
Q; = CPwa x Wcht x (tcho - tchp)

0, = CPwa x Wecht x (tchp - tchi)

and QI/QZ = (tcho-tchps/(tchpétchi)

Therefore

- '(tcho - tchp)
Q1 Qche (tcho - tchi)
- (tchp - tchi)
Q2 Qcht x (tcho - tchi)
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Fac
2
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t

Figure 4.2 Breaking the HTIC into two parts

warm refrigerant from the LTC

Fax

th
cold refrigerant
from the HTE

Figure 4.3 Breaking HXl into two parts.

p——» tcho

(refrigerant)
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Eliminating Q1 and Q2

' ((t,-tcho) =(t, -tchp))
(tcho-tchp) _ 2 2p
RES(15) Qcht x (tcho-tchi) UADS x ln((tz-tcho)/(tzp-tchp))

(tchp - tchi) -
RES(16) Qeclt x (tcho = tehl) UACO x

((t:2p - tchp) - (t:3 -~ tchi))
ln((tZp - tchp)f(t3 - tehi))

Residuyals 19 and 20 can bhe rederived in a similar way

replacing Qcht by W x (h; = hy4) (Fig. 4.3)
Aex = Fax x Ax, Asx = (1 - Fax) x Ax,
UAEX = Uhx x Aex UASX = Usx x Asx
Qp = Wx (hy = hyg) x (g, - t4?)/(t4- ts)

' (t,-t,.)
RES(19) W x (h; - h; ) x —T?Z_:_%;)a UASX x
ln((t4 -ty )/(t4 - tlp)
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(ta - t5)
- —4p__ D> .
RES(20) W x (hl hlo) x (T, -t UAEX x

ln((t4p - tlp)/(:5 tlo))

Residuals 22,23,24 express saturation conditions (saturated

liquid at point 4 and saturated vapor at points lp and 2p).

RES(22) mol(conc) = xcvlp (global mole conc.=mole conc. in vapor)

RES(23) mol(conc) = xclé4 (global mole conc.=mole conc. in liquid)

RES(24) mol{conc) = xcv2p

Residuals 25 through 32 express heat balances on the

refrigerant side.

RES(25) Qelt = W x (h, =- h7) (UB in LTE)

8
RES(26) h7 = h6 (HB in expansion valve)
RES(27) Qcht = W x (hZ - h3) (HB in HTC)
RES(28) Qeclt = W x (h3 - h4) (B in LTC)
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RES(29) Qelt + Qcht = P + Qelt + Qeht (global HB)

RES(30) h, - hig = h4 - hs (H#B in HX1)

RES(31) Qeht = W x (h10 - hg) (HBR in HTE)
RES(32) hS ~ h6 = h9 - h8 (HB 1in HX2)

Residuals 33 through 42 express the remaining equations

RES(33) hz = cone x hésh2 + (1 - conc) x h2sh2 (Enthalpy at 2)

RES(34) P = W x [conc x El1l4 + (1 = conec) x E12]/n (Power)

RES(35) h, = conc x h4shl + (1 - conc) x h2shl (Enthalpy at 1)

1

(t -ta)

: 4
RES(36) (h, - hg) x —TFZf:_FBT hy-[conc x hll4vlp +

3 (1 - conc) x hl2vlp]

(From breaking HX1l into two parts)

(tcho - tchp)
(tcho - tchi)

RES(37) Qcht x = W x (h2 - conc x hllév2p -

(1 - conc) x hl2v2p)

(From breaking the HTC into two part9



RES(38)

RES(38)

RES(40)

RES(41)

RES(42)

Qelt

Qelt

sphx

Oclt

Qcht

40

Wgel x CPgl x (teli - telo)
(HR in the LTE on glycol side)

Wgeh x CPgh x (tehi - teho)
(HB in the HTE on glycol side)

t, - t (by definition of sphx)

1 1lp

Welt x CPwa x (telo - teclil)
(HB in the LTC on water side)

Weht x CPwa x (tcho - tchi)
(HB in the HTC on water sgide)
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5. OPTIMIZATION

5.1 Definition--Sengitivity Coefficients

When the simulation is successful, i.e. subroutine SIMUL
computes the 42 variables given the 17 parameters with a fair
efficiency, the next step is to try to find the set of parameters
that gives the most "desirable" results, in other words to
optimize; The first task, then, is to choose a definition of
these most desirable results. A reasonable one would be to find
the concentration of the mixture and the distribution of area

among HTC, LTC, HX1l, HX2, LTE and HTE that gives a minimum power

while keeping constant the sum of these areas. (If the global

size of the system increases with the same distribution of area

the power will decrease without having really improved the

system). The other parameters, in particular those that define
the refrigeration duty: Qelt, Qeht, teli, tehi, Wgelt, Wgeht and
the flow rates in the condensers Wclt and Wcht should be kept
constant. Another possible approach could be to find the minimum
of the same objective function P but optimizing the distribution
of cooling fluid flow rates in the condensers Welt and Wecht
keeping their sum constant ("In which cooling fluid stream 1is it
worth putting the biggest pump?").

The first step of the optimization method used in this study
was to compute the sensitivity coefficients of each variable with
regspect to each parameter, i1.e. to solve the problem: "What is
the variation of this variable resulting from a unit variation of

this parameter?"”. The most straightforward way to compute these
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sensitivity coefficlents is to increase each parameter of a small
amount and to carry out the simulation, in other words to compute
them numerically. But there is a more elegant (and more
efficient) way which simply takes advantage of a by-product of
the Newton-Raphson iteration technique: the Jacobian at the
solution Point, (W. F. Stoecker, "Lectures in thermal systemg,"
ME 423, University of Illinoisg, 1980). During simulation

subroutine GAUSSY solves the matrix equation:
[pD] [Veorr] = [R] (5.1)

where [PD} 1is the 42 x 42 matrix of the partials of all 42
residuals R with respect to all 42 variables V (computed
numerically by subroutine PARDIF), [Vcorr] is the 42 array of the
variations of the 42 variables to correct them in order to get a
point closer to the solution, [R] is the 42 array of the current
value of the residuals. At the solution of the simulation Ry = 0
therefore Vecorry = 0 (1 = 1,...42)., 1If, starting from the
solution, we increase one of the parameters DAT(X) by a small
amount ADk that produces a change [ AR] in the array of the
residuals, the resulting change [ AV] in the array of the

variables will be such that:

[pD] [AV] = - [AR] (5.2)

and

-1

[av] = - [pD™}] [AR]
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42 .
AV, = T PD L AR
1 P PR
AV 42 AR
Kﬁl = - I PD i (Ksi)
K g=1 K

Taking the limit as ADk + 0 we get the sensitivity

coefficlents

AV 42 3R
Scjk = 3_]5_1 = - I PD;i -a—D—i (5.3)
k i=1 k

Consequently to compute the change in the variable V(J)
produced by a unit change in the parameter DAT(K) all one has to
do is to invert the matrix [PD] and to compute (numerically in

this case) the partials of the residuals with respect to the
. aR~
parameter DAT(XK) —3% (L = 1,...42), Using an efficient routine
k IR

to invert [PD], this half-analytic procedure ([PD] and

[

are

[+

D
t

o x

computed numerically) turns out to be about 15 times faster than
the "brute force" way of running a simulation for each small

change of a parameter.

5.2 Searching along the Constraint

At this point one 1is able to predict what would be the
effect on the power P and on the area Aeh of a small change in
conc, Acl, Axq, sz, Acl or Ach and the problem to be solved is
to minimize P staying on the constraing Ael + Aeh + Ax; + Axp +
Acl + Ach = 1.5 m2 (arbitrary number of the same order of
magnitude as the total heat exchange area in the actual

facility). For notational conveniences let
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P = f Ach = h
conc = Xy Ael = Xq Ax1 = X4
sz = Xy Acl = Xg Ach = Xg

af

-é_)?—_ai (1 = 1,...6)
i

dh

—_— = b

axl 1

ah_ _ -
l+a—x_j‘:"bi (i 2,..06)

With these notations the problem 1is to minimize f(xl,...xé)

subject”to

X, + Xq + c.. + Xg + h(xl,xz,...xs) = 1,5
I f ah "
all 3 and being known. The method of "search along the
Xy Bxi

constraint” or "hemstiching” (Reference 3) is classical in such a
case. (In the following derivation as in the rest of the text
the second order terms are neglected).

Starting from a trial point, the first step 1s to drive
toward the constraint to get a feasible point. If at the trial

point

X2+X3+ PR +h<x1,oo-x6) = Sa’
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assuming small Axi’s,the variation of the total area is:

3h dh
sz +e0 ot Ax6 + Ah = sz +eoot Ax6 + —;; Axl +.s0t 3x6 Ax6

= bl ."xxl + b2 -’\xz +.0eF b6Ax6

and to get the desired change the Axi’s must be such that:

= 105 - Sa

Classically, the fastest move to get this result 1is such

that
Ax = i b A o= (1—'5:__& (5.4)
i i 6
- 2
” bi
i=1

and if the trial point was not too far from the constraint, the

move:

- x. o+ (1.5 - Sa) (5.5)
i 6
- 2
I bi
i=1
should give a fairly good feasible point (1f not one can iterate

Xy

until the constraint is reached).

5.3 Direction of Maximum Improvement--Relative Gradient

Once on the constraint the method 1is to move tangentially to

‘it in the direction of maximum improvement of the objective



46

function, To find how to determine this direction 1t can be
useful to examine a simpler problem. For instance trying to
optimize the one-evaporator, one condenser, one-heat exchanger

system considered Fig. 5.1 at a constant concentration, all three

areas being parameters letting

p = £, Aco = Ax1 = Xp, Ahx = Axy = X,, Acv = Ax3 = X4
Q£
and T C A4 (1 = 1,2,3),
the equivalent problem would be to minimize f(xl,xz,x3) at a
constant area Axl + Ax, + Ax, = 0. Intuitively a; represents the

2 3

"efficiency"” of heat exchanger 1 and it 1s desired to take some
area from an inefficient heat exchanger to put it in a more
efficient one. A straightforward way to do this is to compute an
average A, of these "efficlencies" and to change the area of heat
exchanger i proportionally to ay - Av‘ This way if Hxi 1s more
efficient than average 1ts area 1s going to increase whereas 1if
it is less efficient its area will decrease accordingly. In
other words, to take the constraint into account, the real
gradient (usual direction of fastest move) is replaced by a
"relative gradient”

Av = (a; + a, + a3)/3

and if Ax, = X(ai - Av) (1 = 1,2,3) then,

i

Ax1 + sz + Ax3 = 0

so the move along the "relative gradient"™ is tangent to the

constraint.

The actual problem 1is to minimize f(xl,...xs) subject
6

[ad
o
™
o
>
X

]
= 0 knowing the gradient af = a (i =1,...,6).
1=1 x, 1
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EVA = HX2

HEX = HX3

CON = HX1

Figure 5.1 One condenser, one evaporator and one
refrigerant-to-refrigerant heat exchange
refrigeration unit,
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By analogy with the simpler problem one can define an average and

a "relative gradient"”, direction of improvement tangent to the

constraint,

6 6
Av = (£ b,a,)/( I b,) (5.6)
f=1 17 4o

Axi = X(ai - Av) » igl bi Axi = 0

5.4 Univariant Search along the Relative Gradient-—--Convergence

Once 1its direction is determined the amplitude A of the move is
still to be chosen. A logical way to choose A is to find the minimum
of the function P(i) = f(x1 + XAxl,...,x6 + XAx6) with

Axi = a, - Av., To perform this univariant search along the relative
gradient two mehods were tried: the "dichotomous" search and the
"exhaustive" search (Reference 3, 9.3 and 9.6). The dichotomous
search did not give very good results because to compute the new power
after a.change in the xi's (conc, Ael, Ax,, Ax,, Acl, Ach) a
simulation has to be carried out starting from the V’s corresponding
to the former set of con¢,...,Ach., The time to compute the new V’'s
(and the chance of divergence) increases very fast with the amplitude
of the move and it was found to be much more efficient to increment
steadily X of a small amount as long as the power keeps on decreasing
and to stop when P starts to go up or when one of the parameters 1is
about to reach a non physical value (negative area for instance).

After the first cycle of return to the constraint followed by a

univariant exhaustive search along the relative gradient the
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optiﬁization proceeds with another cycle until the optimum is
reached. To make sure that the optimization is converging one may
just follow the amplitude of the changes in the parameters ‘(This {is
incidently how SIMUL stops the Newton-Raphson iteration) or the

improvement of P. Another way to check the convergence 1is to

6
compute %% = I 'ai (a1 - Av) , the "slope of the hill" at the
i=1

starting point of the univariant search, Near the optimum this slope

should be smaller than at the beginning of the optimization.

5.5 Parallelism of the Temperature Gradients

It has been pointed out at the end of Chapter 1 in Sec,l.4 that
the parallelism of the temperature profiles is one way to explain the
better performances of refrigerant mixtures as compared to single
refrigerants (cf also Fig. 1.6). This does not mean that the
temperature gradients should all be more parallel in HTC, LTC, HXI,
HX2, LTE and HTE at the optimum, but that they should be "globally"
more parallel, To show that, one can either sketch the témperature
profiles at éach step of the optimization or compute their
"skewness." For instance the "skewness" of the temperature profiles
in the LTC could be defined as ((t3 - teclo) - (ta - (tcli))z. And to
get a "global skewness" of the temperature profiles for the whole
systeﬁ one can weigh these "skewnesses"'with the area of the heat
exchangers before totaling them. The inverse of the global skewness
could then be called the '"global paral}elism" of the temperature
profiles. The "global parallelism"” computed this way (and normalized
to get values of the order of magnitude of 10) was indeed found to

increase at each step of the optimization (see the sample optimizatien
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in APPENDIX 3).

5.6 Comments on the "relative gradient" method

The method described in Sec. 5.3 can obviously be used to cope
with any monoconstrained problem, for example if it is attempted to

optimize f(xl,...,xn) subject to Y(xl,...,xm) = 0

3f Y
knowing 5;: = a, and 3;; = bi (i = 1,...,n) and starting from a
feasible point, the

move Ax, = A (a, - Av) with Av = (igl biai)/(Z bi) is a good

i i
guess of the best way to improve f tangentially to the
constraint. It can also be easily generalized if the problem is
multiconstrained by alterning moves tangent to a constraint and
another with returns to the intersection of all constraints,
changing of constraint every time.

Another possible method to get a move tangent to the
constraint igl bi Axi = 0 is to choose arbitrarily one change of

varlable 4x to compute it in terms of the others, and to

j)

compute a new gradient in terms of the other variables

i
Ax, = g (- —) aAx
i %#% bj i
Af = igl ai Axi
b
i
By ey ey ) ey
J
~ bi
and the move x, > x  + X(ai - oay ) (1 # 3)
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n bi
X + %, + X I (--=—) Ax
3 3 {=1 b, i
i#]3

is tangent to the constraint.

However there is no easy way to decide which ij to
substitute, this method does not seem to have any obvious
physical interpretation (gs the one developed in Sec, 5.3) and it
is not as easy to program. For these reasons it has not been
used in this work.,

In the case of the simulation of the facility, the "relative
gradient”" method was found to converge .much faster than the third
alternate way of .optimizing one parameter at a time along the
constraint (which should be true in most cases since all
parameters are improved at a time).

However, difficulties can arise when the parameters do not
have the same physical meaning. For example, in Eq.

(5.6), b2’b3""’b6 #re dimensionless but b; is an area divided
by a concentration and adding them 1is not very satisfactory with
respect to the homogeneity. The way this difficulty was altering
the results was that the correct area distribution was found with
two incorrect concentrations. The problem could probably have
been solved by an adequate (but arbitrary) weighting of the ai's
(and bi’s) but, instead, it was chosen to optimize first the
concentration along the constraint and then to optimize the area
distribution at constant concentration. Based on thig experience
it does not seem to be a good idea to try to optimize parameters

having a different physical sense at one time, when using this
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method.
The "relative gradient" method 1is in fact very close to the
"projected gradient” method (Beveridge and Schelchter,

Optimization: Theory and Practice, p. 435). In that method the

move tangent to the constraint is:

Za,db
Ax, = Ala, - b, —id)
i i i 2
b
]
instead of
Za,b
- R R |
Ax 4= A(a Th, )

For bi‘s equal to one (simpler problem), they both give the
same move. The "projected gradient"” method gave the same results
as the "relative gradient" method, with the same efficiency, when

tried on the optimization of the facility.

5.7 Result of the Optimization--The Program REFMIXS

The technique described in preceeding sections has been used
in the program REFMIX5 (APPENDIX 2) to optimize the systenm

according to the definition of Sec., 5.1 with

DAT(7) = Wgel = 0.06 kg/s
DAT(8) = Wgeh = 0.03 kg/s
DAT(9) = Weclt = 0.1 kg/s
DAT(10) = Wcht = 0.1 kg/s
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DAT(11l) Qelt = 2 kw

DAT(12) = Qeht = 1 kw
DAT(13) = teli = 25 °cC
DAT(1l4) = tchi = 25 °¢C

DAT(15) = teli = -15 °cC
DAT(16) = tehi = =10 ,
- %¢

DAT(17) sphx = 5 °¢C

(The underlined parameters define the refrigeration duty).
The reader should note that the load on the HTE 1is half of the
load on the LTE'and that the flow rates of glycol are
proportioned accordingly. -

An accepted drawback of‘this technique, as of all types of
“"hill-climbing" techniques, is that one can never be sure to
reach the absolute optimum. However the chances of always
getting the same relative optimum with different trial points are
slim and a good coverage of the feasible region permits drawing
relatively safe conclusions.

Three examples of optimization are summed up in Table 5.1

one of them being detailed in APPENDIX 3. The three final points

suggest that the optimum for the given set of fixed parameters

2

is:

and for a total area of 1.5 m

conc* = 0,68

[}
o
L]
&
o
B8

N

Ael

'Aeh* = 0,20 m2

[}
o
.
o
<))
8

~N

Axl



Table 5.1 Examples of Optimization

Initial Feasible Point Corresponding Final Point Reached
m2 kw m2 kw
' RS . NN
conc Ael Ach AX1 AX2 Acl Ach P conc  Ael Ach AX1l AX2 Acl Ach P

0.4 {0.346/0.132/0.127{0.098}0.382[0.432[1.189} {0.682 | 0.408}0.133{0.063]|0.020]|0.384{0.431}1.145

0.8 |0.311]10.130{0.125/0.081{0.421}0.421|1.175#0.692} 0.399(0.189{0.06 [0.021]0.45 {0.416|1.145

0.145}0.389/0.093}0.137/0.087|0,391}0.391{1.259| |0.683| 0.408/0.194{0.061]0.019}0.368}0.433|1.145

4]
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Ax,* = 0.02 n2

Ac1* = 0.40 n?
Ach* = 0,42 n?
and gives a power of 1.145 kw.-

Once the optimum 1is found, an important question to be
rajised is: "How flat is the surface f(xl,...,x6) at the
optimum x;,...,x;?". For instance, if it is found that P is not
very sensitive to a slight modification of the distribution of
area, the system might work almost as well without HX, (sz* =
0.02 m2, only 1% of the total area) and even Qithout HX1 (sz* =
0.06 n2 = 42 of the total area). Feasible points generated in

the neighborhood of the optimum showed that with:

conc = 0.7

Ael = 0,42 m

[}
[=]
.
Q
[+
B

N

A;;l

Acl = 0.42 m?

Ach

u
(=]
.

&
[ ]
=)

The power becomes 1,146 kw (instead of 1.145 kw) and with

cone = 0,7
Ael = 0.43 m?

Aeh = 0,21 m?
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Acl = 0.43 m?

Ach = 0.43 m2

The power 1is 1.19 kw. Therefore the influence of the gsecond

heat exchanger HX2 is negligible and the first heat exchanger Hxl

yields an improvement of 3.3%. another important point 1is that
the repartition of area between LTE, LTC and HTC 1is not very
crucial and, for the given set of fixed parameters, they can be
taken as equal,

The purpose of this study being to determine the improvement
that can be expected from the use of a mixture of refrigerant,
the next logical step is to optimize the distribution of area for
a gystem using pure R12 and to compare the results with the ones
above, Figure 5.2 shows the power consumed at a concentration
conc by a system optimized at this concentration. For conc ~ 0

(pure R12) the optimal repartition area was found to be

conc = 0.00

Ael = 0.46 m2
Aeh = 0.12 m?
Ax; = 0.00 m?
Axy = 0.00 m?

Acl = 0.46 n?
Ach = 0.46 m?

and gives a power of 1.26 kw. Therefore an optimized system

using a mixture of R12-R114 gives a potential improvement of 9%

with regpect to an optimized system using pure R12 with the same
2

total heat exchange area of 1.5 m® and in the considered




opt

1.16

(kw)

1.26

1.25

1.24

1.20

1,19

1.18

1.17
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1.15
1.14 v -~ r v v y Y v v y >
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 conc
Figure 5.2 Power as a function of the mass concentration of R114

for a system optimized at this concentration (the
total heat exchange area is held constant and equal
to 1.5m2) . The meaning of the symbols is given

in Table 5.2.
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(:) Absolute optimum: (:) Optimum with pure R12
* 2
conc = 0.68 Ael = 0,46 m
*
Ael = 0.40 m2 Aeh = 0.12 m2
*
Aeh = 0.20 m2 Axl = (0.00 m2
* 2
Axl* = .06 m2 sz =~ 0.00m
ax = 0.02 m2 Acl = 0.46 m2
2 2 2
Acl = 0.40m Ach = 0.46 m
*
Ach = 0.42 m2

(:) Power as a function of conc for a
constant "almost optimized" area
distribution of:

Ael = 0.42 m2
Aeh = 0.18 m2
AXl = 0.06 mz
Ax2 = 0.00 m2
Acl = 0.42 m
Ach = 0.42 m?

Table 5.2 Symbols used in Figure 5.2.
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conditions (p. 52). It is interesting to note that, with pure

R12, bdoth Hxl and sz not only do not help the system but are
even slightly detrimental to its efficiency.

Apart from the low values of Ax, and Ax,, another
intefesting feature of thg optimum is the value of the optimal
concentration found to be cone” = 0.68., Recalling from Chapter 1
that we expect parallel temperature profiles in the evaporators
and condensers at the optimum, one value greater than 0.5 only is
surprising. The maximum temperature change during the
evaporation or condensation of a refrigerant mixture 1s achieved
near conc = 0.5 (see Fig. 5.3). Consequently one would expect
either one optimum at 0.5 or two optima at concentrations
symmétrical with respect to 0.5. This latter situation would be
expected if the temperature profiles of the external fluids are
not very steep and in this case the curve of fig. 5.2 would be
"camel-shaped”". However the parallelism of the profiles is not
the only variable that influences the power. For instance if the
maximum condensing temperature of the refrigerant drops more than
the minimum evaporating temperature the surface enclosed by the
cycle in a T-s diagram (which represents the power in an ideal
system) decreases, As pointed out in Reference 8 (see Chapter 2)
a lower discharge temperature of the compressor is indeed
expected as the concentration of R114 increases. Whatever the
proper explanation, if the temperature gradients of the external
fluids are ﬁade steeper (by decreasing the flow rates) the
optimal concentration should decrease toward 50%Z. The

suggested study has been carried out and the expected shift was
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“AVAAAT— siveot
A

refrigerant = |

A Y

Figure 5.3

- O

mass concentration of R114

Temperature profiles in an evaporator
with different concentrations. For the
purpose of discussion the pressure is
assumed to be constant.
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observed (but.was found to be very small). With
Wgel = 0.06 kg/s
Wgeh = 0.03 kg/s
Welt = O.b kg/s
Weht = 0.1 kg/s
the average temperature change in the external fluids {is
7.6°Cc, the optimal ‘concentration is 0.68 and the corresponding

power is 1.14 kw, With

Wgel = 0.03 kg/s
Wgeh = 0.015 kg/s
Welt = 0.05 kg/s
Wcht = 0.05 kg/s

the average temperature change in the external fluids 1is
15.6°C,.the optimal concentration is 0.66 and the power is 1,51

kw. The system using pure R12 was also optimized with these new

flow rates and the optimal power was 1.73 kw. 1In this case a
refrigerant mixture system gives an improvement of 13% instead of
9% with the previous flow rates and it is confirmed that the
greater the temperature change of the external fluids, the more
advantageous a refrigerant mixture unit.

To conclude these remarks on the optimal concentration it
should be noted that the reduction of the power is not the only
criterion, It might also be desirable to operate at a lower
concentration of R114 because the greater this concentration the
lighter the mixture. A low density mixture could require a

greater displacement rate of the compressor (most compressors are



62

designed for R12 by far the most widely used refrigerant). As
can be seen from Figure 5.2 between 407 and 707 the power reduces
only 1.4%. For these reasons the mixture 407 R114-60% R12 (mass

percentage) might still be the best choice,

6. CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

6.1 Experimental Work

At this point in time the facility has run satisfactorily
with pure R12, i.e., the conditions of imposed superheat at point
1 and saturated liquid at point 4 could be met, Unfortunately,

some of the heat balances gave an error greater than 10%, which

can be considered a limit before proceeding to experiments with a
mixture. Some of the suspected instruments (low pressure gauges,
rotameters, venturi) might have to be recalibrated and even
replaced before reliable data can be obtained. However, one can
already give a few comments on the preliminary experiments:

1. The first results with pure R12 seem compatible with the
simulation program.

2. Getting the specifiesd refrigeration duty in both
evaporators with different refrigerant concentrations 1is
probably going to be very difffcult. It might be
advisable to try first to make runs with one evaporator.

3. Once acquainted with the facility we should try to
design a methodical procedure to run the experiments

(with a check list) and to find a convenient way to
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store the data in order to make the analysis easier
(flow diagram, developed through computer graphics,
showing the state points throughout the cycle , for

example).

4, When the experimental data can be considered reliable,
the simulation program should be modified to take the

results into account.

6.2 Analytical work

According to the simulation, our test facility running with a
mixture of 7QZ R114 - 30% R12 (mass percentage) should require
about 7% less power than running with pure R12 and performing the
same refrigeration duty.

A system of the total heat transfer area of our facility but

with an optimized distribution of heat exchange area and using a

mixture of R12 - R114 should give an Iimprovement of about 97 with

respect to an optimized system using pure R12 of the same total

heat transfer area.

The optimization also showed that the facility could work as

well without the second heat exchanger HX2. It would be useful

to check 1f this conclusion still holds for different systems and
to study the evolution of the optimal distribution of area when
the other parameters (flow rates of external fluids, heat load on
evaporators etc...)vary, An example of such a study is given at

the end of Sec. 5.7.
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It would also be interesting to know what set of such
parameters gives the best improvement based on an optimized
system using pure R12 (the optimization showed that with pure RI12
the best system does not include any refrigerant to refrigerant
heat exchanger). This study would, in other words, answer the
question: "For what kind of system is it most advisable to use a
mixture of refrigerants instead of a pure one?". The sanme
studies could be carried out investigating different mixtures as
suggested in Reference 1, p. 14-~15, These studies should be
aimed at pointing out simple information and “rules of thumb" to
help the task of a future designer of refrigerant mixture units.

At a more practical level the efficieﬁcy of the program

REFMIX5 could be improved by the following steps:

1. Change the order of the equations and of the variables
in subroutine EQNS in order to have a more diagonal
Jacobian (the equations have been grouped this way in
the first place for readability purposes.and to be
easier to be checked and modified).

2. Modify SYSSIM1 so that ITER is an output wvariable and
the.tesiduals can be written in a readable fashion
without having to redefine the variables whenever EQNS
is called. (Lines 49-90 of EQNS)

3. Try other routines available on CYBER: MINPACY instead
of SYSSIM and LINV3F, of IMSL, instead of GAUSSY (which
forces the resetting of R and PN and the investion of PD

after every call to SIMUL).
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APPENDIX 1 |

Listing of the Subroutine EQNS



aquel
2322e
23003
a0aaq
22995
23026
3947
20038
a3@9
2012
4211
012
2913
2034
aets
3816
A017
av1a
aet9
2022
2921
goae
4323
2924
2¥e5
4926
aa27
2228
2029
4232
Ja3y

¢

cc

c
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SUBROUTINE EGNS(NVAR,V,R)
NfedoNSCEtRARRQERGCERARUERASY
UIMENSION VY (NVAR),R(NVAR) ,DAT(17)
CUMMQN 0aT

DEFINING USEFUL FUNCTIONS (SAT PRESS, , ENTHALP . ETCvereees)

P1ed(T) sEXP(1u, 861 o 2498,3/((T)*273,15))

PLIAI(TINEXP (15,47 = 2993,2/((T)e273,19%))

HIQV{T) 83%31,d8 » ,42825¢(T) @ ,20071¢(T)eed & 30308518 (T)an3
HLLAV(T)a337,41 » ,623de(T) ¢ ,200080e(T)en2 » 30882385+ (T)1e3
nl2L(T) 3209, ¢ ,92512(T) ¢ ,0200810(T)ee2 ¢ ,20033480(T)ne]
HLLAL(T)820@, ¢ ,9S5454(T) 4 ,281160(TIeed ¢ 48033332 (T)un}
AMULF (X)B(X)/7(1,413F » 2,4135+(X))

AMASF (X) %Y ,413%ex/(1,43,a135wX)

ACL(P,TIE(PeP12S(T)) 7 (P1143(T)eP123(T))
XCV(P,T,X)ePL1d8(T)ex/sP

ComaaadURn DF ISENTROPIC CUMPRESSION FUR RI2 & Rils

CANL(T,P)o(T o 273,15)2((,6933Eet + ,232E=arT) »

N (»2319€Ewd & ,7TSTEwTuT)ep}
CaN2(T,P)e(T & 273,15)¢((,313Ewd = ,148Ewdal) o
v {0 ,376Ew3 + ,231EmpeT)a?)

412(7,P1,P2)u(CaNL(T,P1) o C2N2(T,P1)9ALOG(PR/PY))*aLOG(P2/PL)
CANLI(T,Pla(T o 273,19)2((,3939€=1 + ,36ExSaT) o

» (0y,3024E20 » ,3383E~60T)2P)
CING(T,P)o(T & 273,15)a((,7SE=3 + ,285€wqal) «
. (¢3268€eS ¢ ,365Ee6nT)eP)

wlA(T,PL,P2)u(CaNL(T,PL) » CaAN2(T,P1)walQG(P2/P1])7ALOG(P2/PY)
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2233 CoeowwsENTHALPY OF SUPERWEATED VAPOR QOF Ri2 & Ryl

2034
0235
936
9a37
9e38
2239
TYY
LT
2942
2043
1T
204s
a84s
3047
LEIT
2049
LI
?e31
2082
2953
20%4
205S
29%6
aasy
2058
2as9
0280
aQae}
2062

cc

PPU(P)»(PedB],66)/244,77
PP2(P)u(Pe639,81)/5%4,19
TP4(T)w(Te1d,) /53,556
TP2(T)e(Te1d,) /350,

AG(P) 33a1,%28 » Q,4000PP3(P) e ,A32ePPA(P) e
BU(P) 2 39,311 v 2,0380PPa(P) o ,2029PPA(P)re2

Ca(P) »

CatP) »

t'“’s .

§,406ePP2(P)
2:379eaPP2(P)
N2SH(P,T)EAR(P) + B2(P)eTP(T)

¢« o 8 o

*

2 5354PP3(P) o ,0120PPQ(P)en
HASH(P,T)8A3(P) & BA(P)eTPA(T)
A2(P) 8351,780 » 12,9%540PP2(P)
B2(P) & 35,957 ¢
0,619

Ca(PInTPA(T) #e2
2.3674PP2(P) 202
2,8843ePP2(P)an2

s 148aPP2(P) e
Ca(P)alPR(T) 20

AEDEFINING V(I) TO MAKE gUUATIONS EASIER TO UNOERSTANO

pnt
PLO
T
TP
T2
TP
3
T4
'
15
Te
T
T8

. ev(l}

sV ()
W (3)

-8V (4)

sV (S)
(e}
sv(7)
=V (8)
v (9)
v (19)
v (il)
sv(12)
sv(13)
av(1a)



Q063
Q064
22653
3966
3387
Aa638
a2e9
2070
2374
2272
4073
Q974
2071s
2a7e
e0r7
2078
3are
J@89
2241
2082
2283
agaa
Q445
83488
2087
29838
2289
2090
2091 €
2092 CC
@@93 C

T9 =V (15%)
T10 sV(18)
Hl 8V (17)
M2 sV (18)
“3 sv(19)
nd 8V (20)
HS sV (2l)
Ho sV (22)
HY =¥ (23)
nd  sy(24)
H9 sV (25)
HiQ 3V (28)
FrTav(2T7)
FRLBaY (24)
FRLITY (29)
FR1dsv (323)
FR_ 38V (31)
FAC av(32)
Fax sv{33)
QGCLTav (34)
SCATav(39)
TCnPsY (36)
AEm sV(3I?)
TeLUSY (38)
TENUIV (39)
TCLOsY (QQ)
TCHOBY (4))
P sy (4Q)

IMPOSED PARAMETERS

70



71

ag%a CONCaDAT(Y)

2095 AEL =0AT(2)

Q0% AXy s0AT(3)

aa9? AR2 a0AT(a)

2098 ACL ®0AT(S)

22399 ACH 8DAT(s)

21089 WeELRDAT(T)

2101 WGEMSDAT(8)

a1a2 wCTR0AT(9)

#9103 WCHTe0AT (1)

194 GELT=0AT(1})

2102S QEnTsDAT(12)

Q106 TCLIwQAT(1Y)

3107 TCRISOAT(14)

2108 . TELIS0AT(18)

2109 TEMIa0AT(16)

2119 SPHXSDAT(17)

2111 ¢

at12 CcC PRELIMINARY COMPUTATIONS
2113 C .
0114 CoeomeMASS CONCENTRATION OF R1ia IN LIG, & VAP, AT 3,7,8,9,13
a11s XCL78XCL(PLO,TT)

LY ] XCLAaxXCL (PLO,TA)

17 XCLISXCL(PLO,T9)

2113 xCL1daxCL (PLO,T30)

2119 RCLIaXCL (PRI, TT)

2122 XL7 SAMASF (XCLT)

a121 2L3 SAMASF (XCL8)

2122 XL9 SAMASF (XCLI)

ai123 XL123AMASK (XCL13)

ag24 XL3 saMASF(XCL3)



a12s
2126
a127
2128
0129
3139
213¢
9132
2133
2134
ai3s
2136
2137
at3a
2139
2149
214}
2142
2143
9144
2145
3tas
Aag47
2148
2149
LRRT".
atsiy
3152
2153
2154
3159
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Xv7? sAMASF(XCV(PLO,TT,XCLT?))
Xv8 sAMASF (XCV(PLO,TB,xCLE))
XYY sAMASF(XCV(PLO,T9,XCL9))
XY138AMASF (XCV(PLO,T18,XCL19))
X¥3 SAMASF(XCV(PMI,T3,xCL3))

c

CoomeaMOLE CONCENTRATION OF R11g IN VAP, AT 1P,2P & L14d, AT &
XCVIPeXCV(PLO,TIP,XCLLPLO,TIP))
xCLA =xCL(PMI,TAQ)
xCY2PeXCV (PML,T2P, XCL(PHE, T2R))

c

ComesaaEnTHALPIES OF LIG,
HLT sXLT7#M313L(TY)
ML3 sXxL8emiiaL(Ta8) (1eoxl8)ent2L(T8)
L9 sxL9sMi14L(T9) (Looxt9)oM12L(T9)
HLIUBXL1QaM11aL(T1) » (1, =XL10)an12L(T12)
LS eXL3ang1aL(T3) ¢ (1,exL3)nn12L(T3S)
HYT? SXVTaR{1aV(TT) & (1,exV7YaMigV(T?)
HY3 exvBaMii1dv(T8) * (1,=x¥8)eniav(Ta)
HY9 oXVIarM11aVvV(TY) & (L,=XVI)ani2V(T9)
HY1d8XViIan11aV(TIA) ¢ (1,=XV1D)*H12V(T1Q)
HY3 sXV3sMy1aV(T3) ¢ (§,=xV3)ent2Vv(T3)

VAP, AT 3,7,8,9,12 (2ePHASE REGION)
(lawxl7)8n12L(T7)

* ¢ ¢ @

c
CommaoPARTIAL PRESSURES CF R12 & R11d IN JUPERMEATED REGION
PPansAMQLF (CONC) #PH]
PP2nePH] o PPAM
PPaLsAMOLF (CONC) «PLO
PP2L2PLQ e PPAL
c

CoowmanURt OF COMPREISION
El12 swl2(Ty,PP2L,PPeN)



2156
2157
a138
2189
A160
g6t
2162
2163
3104
d169%
a166
2167
2168
2189
A172
AT
217
2173
2174
317S
a176
2177
3178
2179
2189
2181
g18¢e
3183
2184
J1as
- 3¥-1.)
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El10awIa{Ty,PPaL,PPAN)
ETA 2,75

c

CeeceesalP?S OF LIQUIDS

CPGLE3I, 324 + ,2046e(TELISTELD) /R,
CPGHB3,324 » ,00a6«(TENIeTEND)/2,
CPwAd, 19

¢

Cee=ssyA VALUES

ACO sFACsACH
AUS s(1,oFAC)eACH
uco 1,
yos s9,.2
vEv 31,1
JACOsUCO=ACO
UAOSsUDS#ADS
UAERSUEVRAEH
AEXBFAX®RAXRY
ASXE (] ,oF AX) 2AXY
unxsg 2
uSxa,8
UAEXBUNMXRAEYX
UA3XsUSXRASX
VAELSUEVWAEL
UACLsUCOrALL
UaxdsuMxsAXe

c

cc COMPUTING RESTIDUALS

c

CoeceaFRACTION OF L1Q, PHASE AT 3,7,8,9,10
R(1) 3«CUNC o FRL7AXLT » €L, oFRLT)aXY?



2147
A188
2139
2199
A19%
4192
2193
2194
2195
2196
2197
2198
2199
2290
22ay
2292
2293
22084
3225
A226
22927
22928
2209
3210
adty
2212
2213
3214
221%
A216
2217
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c
R(2) seCUNC ¢ FRLB2XLS ¢ (1,eFRLE)2XYVA
c
R(3) a=mCONC ¢ PRLINXLY & (1,eFRLI)aXYS
[~
R(4) s«CONC & FR{GaXLIE + (!,eFR12)22V1D
<
R(S) SeCUNC & FRLISXLI & (1 aFAL3)exV]
c

CroecafENTHALPLIES AT 3.708’9'ia
R(6) Ser? o FRLTEMLT ¢ (§ oFRL7)abHV?

C
R(7) s=rB o FRLEaNLB ¢ (1 eFRLE)*MVE
<
R(8) seHd ¢ FRLSAALY ¢ (1 oFRL9)*HVY
c
R(9) swrl@ ¢ FRIQAHLIA o (1,eFR1D)aNY1Q
c
R(12)men3 o FAL3aFL3 & (1, FRL3)anY3
c

CommaegNTHALPIES AT 4,8,8
R(11)9anS & CONCoPI1AL(TS) & (1,=CONC)aN{2L(TY)

c

RU12)seHs o CONCEMLI14L(TO) & (31,eCONCIeHI2L(TS)
¢

N(13)swnd o CONCaM{14L(Ta) + (1,°CONC)er12L(Ta)
¢

C-.---HE" EXC“ANGER EQUAYL°~S
R(12)3aQCLT o UACL2((T3eTCLO)e(TaeTCLI))/
. ALOG((T3«TCLU) /(TaaTCLI))

c



-

2218
219
2229
g2ay
0222
o223
2224
a225
Qa2e
227
228
2239
923a
023t
pa3e
2233
2234
2233
@236
0237
9238
2239
Q242
2241
224
2243
0244
2243
2248
3247
09248
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A(15)9«QCHTa(TCHOaTCHP )/ (TCNQ@TCNI) » UADSH((T2eTCNO)e

. (T2PeTCNP))/ALOG((T2eTCNQ) /(T2PeTCHP))
c
R(16)8=QCHT2(TCHPOTCHI) /(TCHOSTCHI) » UACO~((T2PeTCHP) e
*  (T3eTCHI))/ALOG((T2P=TCHP)/(T3=TCNI))
c ,
R(17)0eQELT » VAELA((TELIWT8)=(TELO=T?))/
. ALOG((TELLIeT8) /(TELOWLTT))
c
R{18)9eGENT & UAENS((TENIT10)a(TEHDT9))/
. ALOG((TENI«T13)/(TEHQeTY))
c
R(19)senn(Nlen1B) s (TAauTaP)/(TdeTS) * UASXR((TA=Ti)e(TaP=TIP))/
. ALOG((Ta=T3)/(TaP=T1P))
c
R(29)se(TaPaTiP) ¢ (TSeT10) 2EXP(UAEXe((T4PeTiP)ea(75=T10))
* (TAuTS)/(Ne(MleMid)a(TaPeTS)))
c
R(21)8=(TSaT) o
" (TOeTB) vEXP(UAXA((TS=TI) e (T6wT3) )/ (We(HIang))]}
c
ComeaaSATURATIUN CONDITIONS

R(22)9=AMOLF (CONC) * XCViP
c

R(23)seaMOLF (CONC) * XCL4
c

R(24)seaMOLF (CONC) ¢ XCV2P
c
ComecoHEAT BALANCES

R(29)23QELT ¢ ne(NB8aNT)
c



a249
2252
2234
2292
9253
2254
3295
2256
2237
0258
2259
3262
22et
a262
3263
2264
32693
2266
2267
2264
2269
2212
2271
eare
32713
e27a
0275
2276
2277
3278
3279
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R(26)serb o M7
¢
R(27)8=QCNHT o ne(H2en3)
c
R(28)8aQCLT + We(H3wna) '
c
R(29)93«QCLT o GCHT o P o QELT o GEMT
c
R(32)se(Hien1d) ¢ (HdenS)
c
R(31)0aGENT ¢ NHa(ni2eng)
c
R(32)se(HSeHs) ¢+ (HMIeHa)
C
CoemweeMmISCELLANEOUS
R(33)8eM2 ¢ CONCaMUSH(PPANH,T2) ¢ (1,~CONCIaM23M(PP2N,T2)
c
R(33)seP o wa(CONCeEL1Q o (1,0CONC)REL2)/ETA
c
R(3S)serHl & CONCanASH(PRAL,T1) ¢ (1,=CONC)ar2SH(PP2L,T1)
o
R(38)3e(NdenS) s (TAeaT4P)/(TawTS) +
) (H1 @ CONCart114Y(T1IP) e (1,=CONC)#M12Y(T1P})
c
R(37)9aQCHTe{TCNOTCHP) / (TCHO=TCH]I) o
» We(H2eCONCaM 14V (T29)a(],CONC) e 2V (T2P))
c
R(38)8«QELT ¢ WGEL#CPGLa(TELITELOD)
c
H(39)9«QENT ¢ wGEHRCPGHR(TEM][TENQ)



29280
228}
2232
3283
92484
2289%
2286
2287
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R(aD)aa3PHX ¢ (T3 o T1P)

R(31)9eQCLT ¢ WCLTeCPWAR(TCLOWTCLY)

R{A2)8eQCHT ¢ WCHTACPWAR(TCHOeTCN]I)

RETURN
END
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APPENDIX 2
Listing of the Program REFMIXS

followed by a Line by Line Explanation



3991

2322 €

2033

a2a6 ¢

Jons
20926
29237
a2a8
A209

cC
cce
ccec
cce
cc

q312 C
gty €

Jote
N213
A414
4015
A01e
917
AJLd
?919
apgan
2321
LEPY
4923
e84
4825
A2¢En
227
Jde3
2929
3032
931

(1
cc

80

PrOGRAM REFMIXS(TAPEL,QUTAPUT, TARERSQUTPUT)

[ AXA R AR AR RRRRIRS 2222222 R 2222220 23]

PNOGRAM TO SIMULATE AND OPTIMIZE 4 2«EVAPORATORS, 2«CONDENSERY
QeMEAT EXCHMANGERS REFRIGERATION UNIT USING A NON AZEGTROPIC
MIXRTURE UF REFRIGENANTS, PUR EXTENSIVE DETAILS (FLOW OIAGRAM
QERIVATION OF EQUATIONS, QPTIMIZATION HAETHUD, ETC,,.,) REFER TJ
PeFy LAUNAY *IMPROVING THE EFFICIENCY OF WEFRIGERATURS ANO MEAT
PUMPY BY UIING A NON AZEQTROPIC MIXTURE OF WEFRIGERANTS® (MASTERS
THESIS WEPURT,u QF [,1980)

OlMENSION V(a2),0€8(42),R(42),PD(42,42),vCuRR(42),Y0(4a2),R0(42],
t AKAREA(SV),0AT(17),0ATN(17),CF(42,42),3C(17,42),vP(42),
o UNITO(17Y,unITV (a2}

CumMON NAT

NYARSUYR
NUPTa§
TURNCESA 302}
{T4aXx w1S
1FOP=Q
1FPIsa
[FPP33
IFPLeQ
[UGT20
AINCE,
[MSHea

HEADING TmE TRIAL VALUES STORED IN TAPED (wmEN RUNNIANG
U CYHER "/ 00, TAPEL,OUTPLT™)

wewing |



e
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L3 #EAD (1,1@)

2033 » READ (1,12) (OATNCI),OAT(L),UNLITD(L),2al,t7)
2834 HEAY (§,13)

3235 READ (1,11) (UESCI),V(l),UNITY(I),lay,NVAR)
3236 C

aa3r CC QPTIMIZATION BY nEHSYICﬂING OPYIMIZING FIR3T THE CONCENTRATION

2038 cCC ALUNG THE CONSTRAINT [F PUSSIELE AND THEN DETERMINING THE

2039 CcC UPTIMAL REPARTITION OF AREA ALONG THE RELATIVE GRADIENT AT CST CONC
2249 C

204} ITOPTay

3042 PRINT 19,1TOPT, (K,0ATN(K),DAT(K) ,UNITO(K) ,Kn1,17)
23243 PRINT 17,Cl,0ESCL),Y(I),UNITV(]),[51,42)

2084 a2 CAINTINUE '

A%45 CALL SIMULINVAR,TLRNCE, [TMAX,V,DES,®,P0,VCORR,VD,R0,1FDP,IFP],
EL LY e«  [FHP,IFPL)

agar 141 CUNTINUE

LI Y ) PrEVPaY (42)

4949 C

0S8 CeewewlF ALREAUY ON TWE CUNSTRAINT SKIP RETURN

2331 ) JABDAT(2)e0AT(3)*0AT(a)eNAT(S)SUAT(4) eV (3T)

3952 ERA3(!,5 « SA)/1,5

2053 IF (ABS(ERA) e ,841) 108,1v7,10Q7

2254 127 CUNTINUE

3995 €

1256 CC COMPUTING RELEVANT SC°S T) GO BACX QN CNSTRY

3ast ¢

958 Com==antSETTING R*S o PO®S (MOU, BY GAUSSY) AND INVERTING 20
8ase CALL EGNO(NVAR,V,R)

ACHE CaL, PARDIF(NVAR,V,N,P0,v0,R0)

36 CALL LINVLIFC(PD,NVAR,MVAR,CF,l0GT, waAREA, [ER)

2262 C
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2063 LeeeweDEL RES,/UEL PAR, 8> SENS, COEFF, OF P,aEm (PAN,SCONC,, ., ACH)
LI DvaQd,00

2065 LO 22 xsy,s

B¢be DAT(n)® (3, & DV)wDAT(K)

23067 CALL EONS(NVAR,V,RD)

3868 DO 30 Je37,42,5

one9 §C(n,J)ue,

2870 DO 32 Isy,NVAR

8027} SC(K,J)BSC(K,)J) » ((RD(IIWR(I))/(OVOaT(X)}))aCF(J,1)
et e CONTINUE

2073 UAT(K)RDAT(K) /{1, ¢ DV)

Q74 eo CONTINUE

28715 C PRINT 13, (DES(J),(DATN(K),SC(K,J),K2{,p),Jn37,42,9)
2876 C

2277 CeweeeDETERMINING THE AMPLITUDE OF FASTEST MOVE 7O CNSTRY

2078 smsg,

22379 DU SQ Ks2,s

111" SC(K,37)s8C(K,37) « |,

Qest SMs8M ¢ SC(K, 37)eSC(K,37)

.1-X- ¥4 9 CUNTINUE

11X ALBDE (1,5 o [UAT(2)+DAT(3)+DAT(4)*DAT(S)I+0AT(6)eV(37))) /5%
e284 DO 60 22,6

2085 DAY(K)SDAT(K) ¢ ALBD«SC(X,37)

euv8e Y- CONTINUE

QU877 PRINT 16, (DATN(K),DAT{K),X81,8)

2088 CALL SECOND(TQ)

A0s9 CALL SIMUL(NVAR,TLRNCE,ITMAX,V DES,k,PD,VCORKR,VD,RD,1IFDP,]FPI,
2092 * IFPP,IFPL)

2091 CaLL SECUND(TY)

0092 ITene(T1 » TR)/,08

20293 Puev(42)



R 3094
' 4095
AQ96
na97
2294
2099
2120
2191
2122
atas
ata4
3139
2196
aiar
2128
2129
2110
3111
a2
2113
A114
2115
Nte
7
2113
3119
2122
2121
3122
3123
2124
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SASOAT(2)eNAT(3)*DAT(G)*0AT(S)+0AT(H)+V(37)
PRINT {S,P4,88,ITER

Cosmea]F POSSIBLE UPTIMIZING CONC ALONG THE CONSTRAINT

123 CUNTINUE
iF (AB3(SC(1,42))e,31) 105,1076,1¢e
106  GCONTINUE
UAT(1)8DAT(L) » SC{1,4d2)*,5
60 T0 102
185 CONTINUVE
ITUPTSITURT + ¢

CUMPUTING RELATIVE $C*S TO mIN P TGT TO CNSTART

CowenoRESETTING R*S § P0’S (MOOD, BY GAUSSY) AND INVERTING PO

CALL EUNS(NVAR,V,R)
CaLlL PARDIFINVAR,V,R,PO,vD,RD)
CALL LINVIF(PO,NVAN ,NVAR,CF,lOGT,#KAREA, JER)

Cesemaytl, HEJ,/DEL PaR, #> 3ENS, COEFF, QF P,AER (PAR,8COUNC,,4esACn)

Vs, 2d1
ug 21 K31,6
CUAT(K)s(L, * OV)w0AT(R)
CallL EGNS(NVAK,V,R0)
00 3t J837,42,3
SC(n,Jd)my,
D0 31 lsy,NvAR
SC(K,J)138C(K,J) = ((RO(I)=A(L))/(UVaDAT(X)))SLF(J, 1)
3 CONTINUE
OAT(K)SOAT(R)/(L1, * LV)
-3} CONTINUE



2125
212e
2127
2128
2129
Q132
131
2132
2:.33
2334
2135
2136
2137
2138
2139
Q143
214}
9142
2143
2l4a
2145
3146
2147
8148
0149
0150
2451
2152
2153
2154
2155

c

84

PRINT 13, (DES(J), (DATN(K]},SC(R,J),K81,6),J5837,42,5)

(eesaelUMP, THE REL, GROT, THE SLOPE AND THE Max, VALUE OF LaMBDA

c

AveQd,
;H.Q'
UG ay xeg,s
AVSAY ¢ SC(K,82)2(SC(K,37) « 1,)
SMasM ¢ (SC(K,37) o {,)
41 CONTINUE
AvVeAY/SM
ALbBUsE,
DPDLs=O,
00 S1 Ks2,b
DPOLSDPDL ¢ SC(X,d2)w(SC(K,a2) w AV)
SC(KX,82)mSC(K,42) » AV
ALBORAMAXY (ALBD,ABS(SC(X,42)/0AT(X)))
S CONTINUE
DPDLs}20,*0POL
PRINT 9,DPDL, (0aTN(K),8C(K,42),K82,6)

ComeeeTHYING SUCCESSIVE VALUES OF LAMBDA (UNIVARIANT SEARCH)

ALBUSSIGN(AINC/ALBD,DPOL)
1sChsep

103 CONTINUE

15CHe]lSChH »
IF (ISCH,EG,IMSK) GU YU 65
DO 62 ]si,NVAR
VP (1)sV (1)
LT CONTINUE
U0 61 Ks2,b
DAT(XK)SDAT(K) e SC(K,42)mALBD
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2156 'S CONTINUE

2157 CALL SECOND(TE)

01%8 CaLL SI"UL(NVAR.YLRNCE,IlnAl,V,DES,R.PO.VCDPﬁ.VO.RD,XFDP.IFPI.
@159 ¢ [FPP,IFRL)

2160 CALL SECOND(TY)

ejet 1TERe(T] = TO)/, 08

2162 ALBOARALBD®ISCH

0163 PRINT 18,AL8DA

2164 Pwev(a2)

2365 SASDAT(2)¢DAT(3)eDAT (L) VAT (S)DAT(6) eV (3T)
2106 PRINT 15,Pw,$4,1TER :

2167 IF(Y(a2)  VP(4a2)) 1¥3,148,80¢

2108 104 CUNTINUE

2169 VU e3 lsi,NVAR

217e vi1)svP (1)

217y &3 CONTINUE

e172 0O 64 k82,6

2173 VAT (K)SDAT(K) ¢ SC(K,42)®ALBD

2174 64 - CONTINUYE

0378 LY ] CONTINUE

2176 VELPsV (42) o PREVP

177 PREVPSV(42)

8178 PRINT $9,IT0PT, (K,DATN(K) ,DAT(K),UNITO(K), ,k81,1T)
2179 PRINT §7,(1,0ESCI),V(I),UNITV(]),]81,42)

@180 C

2181 Cemees]TENATING IF NOT AT OPTIMuM (AND ITOPT LT, NUPT)
2182 IF(CITOPTY LE NUPT) ,AND, (DELP,LT,B,)) GO TO 101
@183 . 60 TO teoe

2184 C

2185 CC END OF OPTIMIZATION , COMPUTING ALL SC’S AT QOPTImym
2186 C



2187
Q188
2149
219e@
819}
2192
2193
2194
2195%
2196
2197
2198
2199
g2oe
22014
@2ee
2203
0204
320S
g2ae
ezer
2208
a209
e2i1e
2211
2212
2213
82i4
f215
221¢
2217
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(meceeRESETTING R*S & PD’S (MDD, BY GAUSSY) AND INVERTING PD

Cal.L EQNS(NVAR,V,R)
CALL PAWDIP (NVAR,V,R,PD,VD,RD)
CALL LINVIF(PD,NVAR NVAN,CF,lUGT,WKAREA,IER)
c
CoeoowePARTIAL RESIDUALS/PARTIAL PAKAMETERS AND SENSITIVITY COEFF,
pvso,oe!
Uu 22 k81,17
DAT(n)=(1, ¢ DV)sDAT(X)
CALL EGNS(NVAR,V,RD)
DU 32 Jm{,NVAR
SC(x,J)s0,
00 32 Ist, nvaR
SC(K,JIBSC(X,;J) ®» ((RO(I)eR(I))/(DVaDAT(K)))aCF(J,1]
32 CONTINYE
DAT(K)SDAT(X)/ (1, + DV)
ae CONTINUE
PRINT 38, (LATN(K),(DES(J),SC(X,J),Jm},a2),Kel,1T7)
o
10@ CONTINUE
sT0°f
9 FURMAT(///,1@X,"SLOPE ALONG THE RELATIVE GRADIENT =",F8,2,
w //7,10X,"RELATIVE GRADIENT 3%,/,5(30x,4¢,3X,F7,5,/),//)
10 FURMAT (/)
11 FORMAT (9x,4aq,3X,F21,5,3X,A5)
12 FORMAT (20X ,Ad,3X,FB,4,3X,AS)
13 FURMAT(///,2(10X,"VARIATION OF ",AG," PER UNIT VARIATION CF*,
v /,6(20%,48,5%,F14,5,7)4/77))
16 FURMAT(S(/),17(5X,"VARIATIUN OF THE UNKNOWNS FUR A UNIT *,
o "VARIATION OF *,AQ,//7/7,42C15%X,A8,3X,F11,5,7),5(/)))
15 FUKMAT (4¢X,"s>» P 3 " ,F8,5," &L SA s ",F8,5," (ITER & ",I2," )",



2218
8219
eaee
2221
az2ee2
0223
a224
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o 7,081,85( "), //)

§6 FURMAT (7//,6(20X,4a," s *,F8,48,/))

17 FORMAT(B2(1X,9¥(",12,") & *",A4," s *,F21,5,3X,45,/),/)

18 FORMAT (s/,10X,"LAMBDA 8",F11,5)

19 FURMAT(10(/),"1",4%X,"0PTIMIZAT]ION NUMSER",14,/,5%,23("e"),
o/, 1T01OX,PUATL",12,"%)  ",AG," 8 ", F8,4,3X,85,/))
END

[ X R B 3 N J
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Line Numbers . Explanation

12-26

Definition of arrays and option controlling variables.

v, DES, R, PD, VCORR, VD, RD, NVAR, TLRNCE, ITMAX are
defined in Ref. 2. The units of the variables are
stored in UNITV, IFDP, IFPI, IFPP and IFPL are new
arguments of SIMUL. IFDP allows to damp the
iterations by [1 + (IFDP - 1_)/(1TER)2], ITER being
defined in Ref. 2 (for instance if IFDP = 10, the
first iteration is damped by 10, i.e., the initial V’s
are corrected by the VCORR’s divided by 10, the
second iteration is damped by 3.25, the third by 2,
etc...) If IFDP = 0 there is no damping. 1If IFPI =
1 the detail of the iterations 1is printed (same as in
the previous versioﬁ of SYSSIM: i.e, the result of
each iteration and the current value of the residuals
are printed). If IFPI = 0 there is no detailed
printing of iterations. If IFPP = 1 the ﬁonrzaro

values of PD are printed, if this is not desired let



89

IFPP = 0, If a printout of the last iteration only
is desired let IFPL = 1, and IFPL = 0 otherwise. The
modified fotﬁ of SYSSIM called SYSSIM1 is stored in .
compiled form. (Before running REFMIX5 on CYBER: |
"/GET, SYSSIM1/1ID = 489284904"™ and then "/$LIBRARY,
SYSSIM1").

WKAREA and IDGT are arguments of LINV1F, the
‘routine that-inverts PD. LINVLF 1s an already
compiled routine stored in IMSL (International
Mathematical and Statistical Library). (On CYBER
after having put SYSSIM1l in library type:
"GRAB,IMSL". The screen should answer "GLOBAL
LIBRARY SET IS SYSSIM1, ISML").

AINC is the increment ofhkhe exhaustive éearch

* along the relative gradient. AINC = 0.1 changes the
most varying parameter of 107 at a time. IMSH the
maximum number of incrementations., so if AINC = 0.1
and IMSH = 8 the maximum change of a parameter is
70%, preventing any 5rea to become negative,

CF (stands for CoFactor matrix) 1is the inverse
of PD and SC is the matrix of the sensitivity
coefficients, NOPT is the_quimum nunber of area
optimizations.

The parameters, their names and their units are

stored in DAT, DATN and UNITD respectively.

31-35 Reading the trial values stored in TAPEl.




41

42-43

44

45-46

47

48

51-54
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The parameters, their names and units and the
variables, their designations and their units are
read from a file named TAPEl. The format of TAPEl
can be figured out from the format statements line
210,211,212 and knowing that the first parameter must
be defined on line 3 of TAPE 1 and the first variable

should appear on line 22.

Initialization of the number of optimizations of the

distribution of area.
Printing the starting point.

Label 102 defines the beginning of the loop of

concentration optimization.

Computing the variables V given the parameters DAT by
Newton-Raphson iteration starting from the current

array V.

Label 101 defines the beginning of the loop of area

optimization,

PREVP 1is the power computed by the previous area

optimization (to stop if there is no improvement).

If already on the constraint skip return.

"



59-61

64-75

78-83

21

SA is the sum of the heat exchange areas. ERA
is the relative distance from the constraint (SA =
1.5 m2). If ERA ¢ 0.1%Z the return to the constraint

(between lines 59 and 95) 1is skipped.

Resetting the arrays R and PD and inverting PD.

At the end of the Newton-Raphson iteration,
Gaussy triangularies PD and modifies R and they must
be reset. The inverse of PD computed by LINVIF is

stored in CF.

Computing the partials of the residuals with respect

to conc, Ael, Axl, Ax2, Ael, Ach to compute the

sensitivity coefficients of P and Aeh, according to

Sec. 5.1.

The parameters to be optimized are DAT(K) =
l1,...6 and the interesting functions are Ach and P

(v(37) and V(42)). The parameters are reset to their

former values after being incremented of 0.17 to

3R
compute numerically 3D, " The results can be printed
k

if desired by removing the C.

Determining the amplitude of the fastest move to the

constraint.

1 + SC(X,37) (K = 2,...6) represents the bi's
and ALBD is the A of Sec. 5.2. The concentration is

held constant.



84-87

88-95

98

99-103

92

Computing the new areas after the move of

amplitude A along the gradient and printing then.

Computing the resulting power PW and SA.

The new distribution of area should of course
give a total heat exchange area close to 1.5. The
number of Newton-Raphson iterations required to reach
the solution 1is computed by dividing the time Tl - TO
required by SIMUL to carry out the simultion by the
approximate time required for 1 iteration (ITER
computed this way is a péssimistic value so 1if ITER
i3 less than ITMAX one 1s sure that the Newton-
Raphson iteration has converged). A much better way
to do this would of course be to modify SIMUL again
so that ITER is an output variable. The values of

PW,SA and ITER are printed.
Label 108 defines the end of the move to the

constraint (if this move is not necessary this label

is reached immediately after the test of line 53).

If possible optimizing conc along the constraint.

P

1f dconc

is more than 0.0l1, the power 1s improved by
a change of concentration (followed by a return on

the constraint if necessary).
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104 Incrementing the number of area optimization.

109-125 ‘ Computing the sensitivity coefficients of P and Ach
with respect to conc, Acl, Axl, Ax2, Acl, Ach
(exactly identical to the section between lines 59

and 75).

128-143 Computing the relative gradient, the slope and the

maximum value of A.

AV 1s the average defined in Sec. 5.3, DPDL

is %% x 100. ALBD, corresponding to A , 13 computed
by deterﬁining first the maximum LY. to find the area

A

that changes the most. The concentration is held
constant. The slope and the relative gradient are

printed.

146 ALBD 1s set such that the most varying area changes
of 100 x AINCZ of its initial value at each

incrementation.

147 Initialization of the number of incrementation of the

exhaustive search long the relative gradient,

148-179 Trying sﬁccessive values of A ,

If the maximum number of incrementations is

reached the most varying area has changed 70%Z of its



182

183

94

initial value and the program jumps to label 65 (line
175) pointing the end of the search., The result of
the previous incrementation is stored Iin the array VP
in case the new incrementation gives a greater

power, After the new areas are computed the values
of ITER, A, PW and SA are computed and printed., 1If
the incrementation gives a better power the program
jumps to label 103 (line 168) and proceeds to make
another incrementation, if not the parameters and
variables return to their former values and the
univariant search is over. The global improvement of
power during the search, DELP, is computed to decide
i1f another one is justified. The values of the

parameters and the variables are printed.

If the number of area optimizations 1is less than NOPT
and if the current one has improved the power the
program jumps to label 101 (line 49) and after a
return on the constraint (and perhaps an optimization
of conc) another attempt to improve the distribution

of area if made. If not, the optimization is over.

If the values of all the sensitivity coefficients at
the optimum are wanted put a C at the beginning of

the line.



)

188-204

208-223

95

Computing and printing all sensitivity coefficients
at the optimum (exactly identical to lines 59 and 75
and 109 to 125 except that K goes from 1 to 17 and J

from 1 to 42).

Format statements.



"
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APPENDIX 3

Sample Optimization
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ORIVING TO TME CONSTRAINT ( SUM OF AREAS = |,5 Men2)
L R e e L Y T L R R X R T I I T

CONC = +3998
AE s 034869
AX s . $78
AXD s ,8738
AC( = e 3823
ACH = 283208

8> P s 1,13848 4 34 « 1,50000 (ITER s 2 )

(A2 12 11 3 LT YT IR Yyl tlrlrli iyl Y R L1 XY}

OPTIMIZING THE CONCENTWRATION ALONG THE CONSTRAINT
L e e R R L I P e e T I R R L

CONC = ,487a
. AEL  ® 3434
Alé a .1;53
(Y s 9758
ACL = « 3797
ACHA @ 4300
8 P 3 {,17799 4 34 s 1,%029) (ITER s 2 )
(2 X1 1T Y YT I 1 XTI L ATl Yy A X YT 1T P YT Y RY R A X 1 B X X 1 1 4]
CONC s 3520
:ch » :34§g
Axé . :éiua
ACL s 37483
ACH = s42806
8> P 3 1,17269 & SA 3 {,5400) (ITER s 2 )
LA A L L L LI I L I L LIl Y Y2l Tl Y T R Y Xy L b LX)
CONC @ ,5999
U
|
Axé s :ail%
ACL » « 3778
ACH a2 «4279
s P & 1,16976 & SA s 11,5000} (ITER s 2 )
Al 4 LA T LI I Y P Y R LT ERTRRR RT 2RR0 X 2 ¥}
CONC s 6294
AEL ® 3429
Ay = 1230
AxE . 12734
aAC . 03773
ACH = J4276
8> P s 1,16812 & SA 3 {,50000 (ITER = 2 )
FY I YRR TY R Y I IR YT P AT R AR R L L L L Y L L
CONC @ 26979
AEL = eJ4Q4
I 11332
AX s 0973
ACL = e3776
ACH = (8279

2> P 8 1,16623 & SA 3 1,5Q000 (ITER = 2)

THE CONCENTWNATION 13 OPTFIMUM (CRITERION §3 (D P)/(D CONC) < ,21)
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UPTIMIZING THE REPARTION UF ArEA AT CONSTANT CONCENTRATION
."'l"'.."""l'l'..l..."....l."."'l"'...'I"..'..I'

VARIATION 13F AEW PER UNIT VARIATION OF
CUNC -, A8n70

vARLATION

SLOPE ALONG THE RELATIVE GRAUIENT 19,78
AELATIVE GRADIENT 3

AE 23358
sz *i13717s
AX 115993
aCl ., 22462
ACH  <ldlssl
GLotal PARALLELISM & 7

AMBO S 1348
- ) ) 1 > P & 1,1%223 4 Sa 3 1,49998 (ITZ4 2 2 )

AMBYA 77
L ua 237762 > 9 s L19849 % SAa 3 1,572¢23 (ITEZ 3 4 )



LAMYDA

LAMBDA

LAMEOA

LAMBOA

LAMBOA

011643

01532%

19826

23287

.27168

101

» P9 {,15500 & SA s 1,50217 (ITER » 4 )

w» P 3 1,19181 & SA 3 1,52240 (ITER s 4 )

> P v 1,14893 & 54 & 1,50067 (ITER 3 4 )

a» P & 1,14663 & 54 » |,52287 (ITER s 4 )

a> P 8 1,16992 § 354 s 1,520869 (ITER s &)



102

VLUV
AN TV YD
®®ENBNNNN [LICILTC T ]
REEYBOOMNIT Wi
LTEILYTEXY MY X ODADIO

COoOtNAAMNTIEOETVVIIOTYD
Ledai i A S et 1k T XY
OCHVOMNOMIVIDEOISOGE
DABVOMNTIE VetV MD
® >0 OH PSS SeeT o0 P
U =N DN

NN etrs

L ]

1

BT Pttt
BN IX W IY. 3T _IX AT X
['$3 3 JOIS LILIS SHTITTIEIE TINTY
e £ A K 33 & s Fa ] og o Sy WS7)

[ AR NN ANEIRNENRNNYN)
NP STNIY ST SN SN Y Py e, 7y

UMD UV O DO DU 3N O

e DO T B Y

TEARNANSCEAENACS S
1) 3 CONC &

I0ON NUMBER

|
|
z

AW e B b e e b e e e e
Nedqaqaaaqdqeddiq<agad

VU0 OUULUO0VUOUBAIBRVVICOY U VLVLL

[ ] MM XY XA L ¥)
A & JLILIGICTLILILILALILICIL I B S S N N W T N [CE R 1T
Ua o wawaiawwaliwwwiww~yryT3=yT—rmymo sy TIWIWBWEW T

22 falnlalelalalalelalalalaln} S N 4 £'S 44 4 & 4 QY OOODY

O N D ON DN O MMM I DD D HO NN DMHN AN D AN T v 3 DN s es M

OrSODITVENICODCE DNV PNVOLVADNT MOV —~HDH0VI OO

~ODOCDEPNOC~IANDCIITORICC O T ORNDT Ot YNNI N~ S YUY

NNOMMNY PO ICINMLO ONPTNYNT MO T NN INNUISEC IINDLOD eI o?

VO ONVUI W DN N U O M U T N O UNMINAIN O NN et MUY bt
® PP OO0 0000000 EODOTS POEOEPEFIOSRSPOIGSEIPSOIPIROSIEOEOPROSDESS
D ND AP0 I T NN O F DM O ININT AR NV OVt
VU ot ot Y)Y DU 1Y o AU AY) AL = P G0 TV 90 20 SO LN O m e
) e TP PR EMMININ U L)

~a oS -—a 2912
[a= B R % Q s D AT I IO I X T S X
X 3NV UMTITIN O BT At MM IO O O~ EX T X T AL WWROU
EAASC =t - T IS XA TN I sb s T I ar-—-a

[ R AR LENNERALEEEEEENENENERIENERSNENNERERSENLENRENESRHS./

W FGTINSTNTIN NN N TN NI, FTRN TN BN PN NN NN N NN £ T TN ST O RN\
UM N D L O Qe F NP OO Tt U PN N 00 AU IO, OO0 31U

ot o ot ot ot bt ot oet UM U SUNS MU U UMY 9N MY P Y 3 ST
Nl Ol O NPVl N\ PNrl P} S el NPl NN NI NSNS ) Nar PNl NPt N Pl NN D Nl e NP ) NPk N
>IPIIDOBIIIBISBIIISSIITIIIIII>IF>IISISIIBISI>IS>D



THE RETURN TQ THE CONSTRAINT IS SKIPPED ((SAe},5)/1,9 ¢,831)

OPTIMIZING THE REPARTION OF AAEA AT CONSTANT CONCENTRATION

[ 23 X3 XTSRRI AZE AR RASRRRARI 2R A0 2222 R RRR2 Q)

VARlAYION QF AEn PER UNIT vaRIATION QF
CO .;35&1
EL eJ31784
e, 21153
AL 8313
ACH :eiaes

VARIATION QUF P PER UNIT VARIATION QF

sELc -:3478¢

AY o.ﬂbﬂﬂs
:é - 1}59
AGh ' da28

SLOPE ALONG THE RELATIVE GRADIENT s 1,72
RELATIVE GRAQIENT 1

GLOBAL PARALLELLISM s

LAMY0A 8 ,24%28
2> P s 1,1440%9 8§ 3a s 1,50843 (ITER & 4 )
I rrI YT I PXYIYTY YRR P Y Y IR LR Y R LY L L0 2 0 ¥ 1 J
LAMGyYA 2 39012 .
o P 3 1,143%99 & 34 = 1{,3@0Q019 (ITER =& 4 )
(131 T Il Yr L rTr YT i Pl Py Yy rY el e Ly L X XY ]
LAMBDA @ «13513

8» P s 1,18318 & 34 3 1,49988 (ITER a 4 )
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NRIVING TQ TME CONSTRAINT ( SUM QOF AREAS = 1,5 Muse2)
N N R R R R e P I e e e T I R T T

>oEEBN
QO NmMG

AT 2

acsavsse
L W N W]
[ 1V ~1-¥ - 3
W O ifloe O
VANSNAUES
[V PU TV 4

2 P 8 1,14392 4 SA w 1,89997 (ITER & 2 )

UPTIMIZING THE REPARTITION QOF AREA AT CONSTANT CONCENTRATION

(AAARARARRT 22222002 RS2 R0 20 00 022 202 2 22 0]

variaTlon OFNEEH PER UNIT VARIATION OF

cQ v,11866

AEL 746

AxX ) .,33%533

act 12138

ACH Ja13a7
VARLaTION QF P PER UNIT vARIATION OF

gQNC .G02?5

EL ., 2870

AXy -,ldais.

Axe ©,25979

ACL e, 21352

N4 s 293354
SLOPE ALONG TwE RELATIVE GRAUIENT s -,34

RELATIVE GWRAQIENT 1

\

GLAOBAL PARALLELISM =



LAMEQA

LAMBOA

LAMBOA

LAMAUA

-,386384

-.12023

-,18942

=,25238

106

2> P s 1,1346% & 3A ¢ 1,90363 (ITER s 4 )

s» P s 1,13449% & 3A & 1,50183 (ITER = 4 )

PO O AN SOOI AN SOT NN endgaeewestoanhadadenw

s» P a 1,18a41 & SA s ],303432 (ITER s 4 )

Y21 I XY T TR LI R P YL YR P R LY R R L L L 2 L 0 02 2 24

> P n {,14448 & SA & 1,50528 (ITER a 4 )

[EX YT Y LYY DL YL PR PN R LR L AL P PR L L A 2 L LA g 21 J
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