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FOREWORD

This report was originally a thesis submitted in partial fulfillment

of the requirements for the Master of Science degree in Mechanical

Engineering in the Graduate College of the University of Illinois at

Urbana-Champaign.

Kay E. Heidenreich
Energy Division
Oak Ridge National Laboratory



ABSTRACT

A review of the literature since that covered in a 1978 Oak Ridge

National Laboratory report (ORNL/Sub-78/55463/1) shows lively interest

in the subject of refrigerant mixtures both for conserving energy in

refrigerators and for adjusting the capacity of heat pumps. A paper

by Jungnickel et al.* shows that the heat-transfer coefficient of a

mixture is less than that of either of the components.

The major contribution of this thesis is in the refinement of the

existing simulation program and in the development of an optimization

technique using sensitivity coefficients. The optimization technique

was applied on the two-evaporator refrigerator concept to determine the

best distribution of a specified total heat transfer area. A further

objective of the optimization was to determine the optimum concentration

of a mixture of R-12 and R-114. For minimum compressor power the con-

centration of approximately 40% R-114 and 60% R-12 is optimum, and the

distribution of heat-transfer area on a percentage basis is as follows:

low-temperature evaporator 28%

high-temperature evaporator 12%

high-temperature heat exchanger 4%

low-temperature heat exchanger 0%

high-temperature condenser 28%
low-temperature condenser 28%

The optimization study showed that the low-temperature heat exchanger

could be omitted without affecting the power requirement.

A test facility has been constructed which is capable of measuring

the power requirements for varying compositions of refrigerant mixtures.

*H. Jungnickel, P. Wassilew, and W. E. Kraus, "Investigations into
Heat Transfer in Boiling Binary Refrigerant Mixtures," Paper No. B1-97,
XV International Congress of Refrigeration, Venice, September 1979.
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PREFACE

The purpose of this report is to:

1. Briefly summarize the main conclusions of previous papers

qualitatively explaining why refrigerant mixtures have a

potential for energy savings.

2. Examine the current status of the applications of refrigerant

mixtures.

3. Describe an experimental facility designed to compare

quantitatively the performance of refrigerant mixtures of

varying composition while getting relevant data (e.g. heat

transfer coefficents).

4. Present a computer simulation of this facility including an

optimization study.

Although no experimental evidence is available at the time

of the report the possibility of energy conservation by the use

of refrigerant mixtures is confirmed analytically. The

optimization study shows that optimal use of a mixture can be

achieved with a system somewhat simpler than what was originally

expected.



1. THE POTENTIAL FOR REFRIGERANT MIXTURES

1.1 The History of Refrigerant Mixtures

Though the idea of using a mixture of refrigerants instead

of a pure refrigerant in a refrigeration system is nearly a

century old, satisfying studies on the potential of a mixture for

energy savings appeared only in the early 1950's. Since then,

and especially during the 1970's many good papers have pointed

out that using a non-azeotropic binary mixture can be

advantageous from an energy standpoint when the refrigeration

duty is to cool a fluid stream through a large temperature

difference. Another advantage is that a mixture can achieve a

low evaporating temperature with a moderate pressure ratio during

single stage compression.

1.2 The Ideal Refrigeration Cycle with a Single Refrigerant

To get a feeling for a theoretical explanation of why a

refrigerant mixture should be more efficient than standard

systems in certain cases, let us consider the ideal refrigeration

unit shown in Fig. 1-1.

The cycle consists of:

1. An isentropic compression from 1 to 2,

2. A condensation process from 2 to 3,

3. An isentropic expansion from 3 to 4 (the work being

recovered), and

4. An evaporation process from 4 to 1.
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Assuming no pressure drop in the evaporator and the

condenser, both evaporation and condensation occur at constant

pressure. Therefore, if a single refrigerant is used, by virtue

of a well-known property of all pure substances, the phase change

in the condenser and the evaporator are constant temperature

processes (ruling out, of course, any superheating or

subcooling). If the cycle is represented on a T-s diagram, a

Carnot cycle (Fig. 1-2) is obtained.

1.3 The Ideal Refrigeration System with a Binary Mixture

If we now consider the system of Fig.l-l operated with a

binary mixture, 2 to 3 and 4 to 1 will still occur a constant

pressure but no longer at constant temperature. Classically, if

the mixture is non-azeotropic, a constant pressure phase change

takes place with a variation of temperature, the temperature gap

between the saturated vapor and the saturated liquid being a

function of the composition of the mixture (and, of course, of

the components of the mixture). This fact is the root of the

idea of using a mixture of refrigerants. One can follow, for

instance, the condensation of an ideal (non-azeotropic) mixture

of refrigerants in a pipe on a temperature concentration diagram

(Fig. 1-3). The shape of the t-x-p curves for ideal mixtures

(recommended since we want as large a temperature change as

possible) can be easily derived from Raoult's and Dalton's law

with a reasonable accuracy.

Because of the temperature change occurring during the

evaporation and condensation with a binary mixture of
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refrigerants used in the ideal system of Fig. 1-1 one would get a

Lorenz cycle instead of a Carnot cycle (Fig. 1-4).

Assuming that these two cycles can perform the same duty

operating with the same extreme temperatures (which is not

exactly true as we will see later), we can compare the two cycles

on the same T-s diagram (Fig. 1-5).

Since we consider ideal reversible cycles, areas on the T-s

diagram represent energies. Qe and P being, respectively, the

refrigeration heat and the net work necessary to operate the

cycle in the single refrigerant system, and A and B being the

triangular areas shown in Fig. 1-5, the coefficients of

performance of the two cycles are:

Q,
COP(single ref.) = - (1-1)

Qe + B
COP(mixture) - - (1-2)

P - A - B

Thus the COP of the system operating with a mixture is

higher.

1.4 Further Explanation--Temperature Profiles

One can get useful insight from temperature profiles in,

say, an evaporator (similar conclusions can be drawn considering

a condenser). At this point, the reader should note that, with

the single refrigerant system, parallel flow crossflow or

counterflow heat exchangers give exactly the same result (since

the temperature of the refrigerant is constant). But with the
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refrigerant mixture system, to achieve the temperature gap t1 -

t4 shown in Fig. 1-4 one should use strictly counterflow heat

exchangers, which is a major requirement of the system using a

mixture.

Assuming that counterflow heat exchangers are used, one can

compare the temperature profiles of both streams in the two cases

(Fig. 1-6a and b). In Fig. 1-6a, we notice that on the inlet of

antifreeze side the temperature difference tei - t1 between the

two streams is greate-r than teo - t4 on the other side. When a

mixture is used (Fig. 1-6b), since the temperature gap t1 - t4 is

a function of the composition (given the two components of the

mixture) there may be a composition for which the temperature

changes of both streams match (or at least get closer). The two

curves are then parallel which is thermodynamically more

efficient.

However if we want the two systems to perform exactly the

same refrigeration duty (same Oe, tel and teo), the log-mean

temperature differences in both cases must be equal:

((tei-tl) - (teo-t 4)

teo - t4 ln((tei-t)/(teo-t) (1-3)

So t4, < t4 and as mentioned previously, the diagram of Fig.

1-5 is a little biased. A more realistic diagram is given in

Fig. 1-7. Consequently, a and b being the small areas defined in

Fig. 1-7, in Eq. (1-2), A should be replaced by A - a and B

should be replaced by B - b and a theoretical potential for

energy savings exists if A > a of B > b or both (which was shown

by simulation studies).



Figure 1-6 also clearly shows that it is possible to

conserve energy with a refrigerant mixture only if the condenser

cooling fluid or the fluid being chilled in the evaporator change

temperature. If the temperature of the sink and the source are

constant (for instance if the flow rates in the cooling and

warming fluids approach infinity) the single refrigerant is more

efficient.
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2. CURRENT STATUS OF THE APPLICATION OF REFRIGERANT MIXTURES

2.1 The Oak Ridge Report--Literature Published Before 1977

The Oak Ridge report (Reference 1) was the starting point of

the study of refrigerant mixtures conducted at the University of

Illinois. Reference 1 includes p. 56 to 64 a critical review of

49 US and foreign papers on the use of a mixture of refrigerants

that were published before 1977.

An independent simulation study showed that using a 50%

mixture of R12-R114 in a two-evaporator refrigerator typical of

domestic refrigerator could improve the COP of 12%. Based on

this result and on the review of the literature the report

concluded that the theoretical prospects looked favorable and

recommended an experimental study.

2.2 The Literature since the Oak Ridge Report

Since the Oak Ridge report several papers on refrigerant

mixtures have appeared. In order to update the bibliography

given in Reference 1, these papers are listed in the list of

References [4-11].

To demonstrate the interest in refrigerant mixtures in

different fields and at different levels a short synopsis of some

of these papers is given in the following.

Jakobs and Kruse [8]

This paper presents experimental results and is mostly

directed toward the use of refrigerant mixtures in heat pumps.
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Therefore the main desirable feature of mixtures that is taken

advantage of is the gain of capacity control as well as of energy

savings. The advantage of lower discharge temperatures when

operating over the large pressure ratios experienced in heat

pumps is also pointed out. The test facility used included a

rectifier column to adjust the concentration of a mixture of R12-

R114. the conclusion of the paper is that the first measurements

confirm the theoretical predictions of the behaviour of non-

azeotropic mixtures in heat pump applications:

1. "Gliding" temperatures in the two phase region of the heat

exchangers (more parallel temperature profiles)

2. Improvement of the coefficient of performance

3. More capacity control

Kaiser, Salhi and Polcini [10]

This article refers to particular applications in cracking

plants where a process fluid is to be cooled over a wide range

and down to a very low temperature. Conventionally, propy lene

has been used for the higher temperature cooling and also for the

condensing of ethylene in a low temperature cycle. The report

suggests that mixed refrigerants have many advantages for the

lower temperature cooling, providing a simpler system with less

operating problems

Kasachki [li]
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This report deals with the ability of a non azeotropic

refrigerant mixture plant to maintain its characteistics should

partial leakage occur and also investigates the consequent

recharging of the plant. The method of recharging proposed

illustrates the greater complication of the problem in the case

of non-azeotropic mixtures as compared with single-component and

azeotropic refrigerants.

Jungnickel, Wassilew and Kraus [9]

Heat transfer during nucleate pool boiling was

experimentally determined for the mixtures R12-R113, R22-R12,

R13-R12, R13-R22 and R23-R13. For purposes of comparison, the

respective five pure refrigerants were also investigated. The

measurement results show clearly that the heat transfer for an

evaporating mixture deteriorates as compared to the pure

components. Essential parameters influencing this reduction are

pressure, difference between vapour and liquid composition and

heat flux.

As a whole, these papers demonstrate much activity in the

field of refrigerant mixtures that seem to have a wide range of

applications. However, most of them point out that engineering

bases of calculation are not yet available to the designer.
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3. TEST FACILITY

3.1 Purpose of the Experimental Tests

The first recommendation of the Oak Ridge report (Reference

1) was to try to expand the experimental knowledge of the

behaviour of refrigerant mixtures and to check if the favorable

conclusions of the preliminary simulations would not be altered

by practical problems (oil problems, bad equilibrium between

liquid and vapor phase, low heat transfer coefficients,

etc...). Pictures showing different views of the test facility

designed and built for that purpose are shown in Fig. 3.1 and

Fig. 3.2.

3.2 Flow Diagram

The flow diagram of the Fig. 3.3 together with Table 3.1

give an overview of the facility that includes seven basic

components:

1. The high temperature condenser (HTC). The cooling fluid is

tap water, the quantity of water is measured by a regular

domestic water meter and the flow rate is controlled by a

valve.

2. The low temperature condenser (LTC) exactly identical to hae

HTC.

3. The first refrigerant to refrigerant heat exchanger (HXl).

4. The second heat exchanger (HX2) similar to HX1.

5. The low temperature evaporator (LTE). The warming fluid is

an antifreeze mixture of water and ethylene glycol and is

-y
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Figure -1 Photograph showing:.

( the plexiglass control panel on which various gauges
and meters are mounted

O the bench bearing the two variable transformers

the data logger (thermocouple temperature) beneath the bench

the driving unit with the torque meter on the right

O one of the glycol loo? pumps in the back
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®'. --*~~~~~~~~~~~~r-

Figure 3-2 Photograph showing

O the compressor and the variable speed motor

O the pressure lines to measure the suction and discharge
pressures

O one of the glycol loop pumps and the corresponding
heater on the right

( the heat exchangers in the background
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Table 3.1 Symbols used in Figure 3.3

O SG Sight glass

M TWTap water

"CV Controlling valve

G Water meter

J3 SV Safety valve

O< phi High pressure measurement

,_ plo Low pressure measurement

Ap Pressure difference measurement

VENT Venturi (flow rate of refrigerant measurement)

/7 RIM Rotameter

0 HHeater

PP P Pump

O AE.V Adjustable expansion valve

G FD Filter dryer

-V
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recycled by a pump. Apart from the pump, this closed circuit

(the "glycol loop") includes a domestic electrical heater

that controls the heat load and a valve that controls the

flow rate measured by a flowmeter of the rotameter type.

6. The high temperature evaporator (HTE) similar to the LTE.

7. The driving unit composed of a variable speed motor with

torque and rpm measurements, coupled with a compressor.

It is hoped that the different possible adjustments

(quantity of refrigerant charged in the system, pressure change

through the adjustable expansion valve, speed of the motor, flow

rates of water in both condensers and flow rates of glycol and

heat load in both evaporators) will allow to keep the

refrigeration duty (heat load and evaporating temperatures)

constant, to control the superheat at point 1 and to satisfy the

requirement of saturated liquid at point 4.

3.3 Following the Path of the Refrigerant

After the compressor at point 2 (Fig. 3.3) the hot

refrigerant in form of high pressure superheated vapor enters the

high temperature condenser (HTC) where it is cooled by tap

water. Somewhere in the HTC, the refrigerant becomes saturated

vapor and thereafter it condenses. The fraction of liquid phase

goes on increasing in the low temperature condenser (LTC) between

points 3 and 4 and at point 4 the refrigerant becomes saturated

liquid (which can be checked thanks to a sight glass). Then

between points 4 and 5 and between 5 and 6 the refrigerant is

subcooled in heat exchanger 1 and heat exchanger 2 (HX1 and HX2)
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by the cold refrigerant coming from the high temperature

evaporator (HTE) and the low temperature evaporator (LTE),

respectively. At point 6, the subcooled liquid passes through a

filter drier and a flowmeter of the rotameter type. At this

point, the refrigerant is still at a high pressure (though, of

course, a little less high than at point 2, right after the

compressor, due to pressure drops). Between points 6 and 7 the

refrigerant is expanded through the adjustable expansion valve

and the pressure drops. Pressure gauges measure the pressure on

both the high and the low pressure sides of the expansion

valve. At point 7 the cold, low pressure refrigerant is in the

two-phase region and enters the low temperature evaporator.

Between points 7 and 8, the refrigerant evaporates absorbing the

heat produced in the glycol loop by the heater controlled by a

variable transformer. the power to the heater is measured by an

ammeter and a voltmeter. The pressure drop between points 7 and

8 in the LTE is measured by a differential pressure gauge and a

differential pressure transducer. Between points 8 and 9, the

refrigerant helps to "pull down" as much as possible the

temperature at point 6 in HX2. Between points 9 and 10, the

evaporation goes on in the HTE with a circuit very similar to the

LTE. At some point between points 10 and 1 in HX1 the

refrigerant reaches the saturated vapor state so that the sight

glass at point 1 should show no liquid contrary to the sight

glass at point 10. At point 1, the superheated low pressure

vapor passes through a venturi that enables the measurement of

the flow rate, to check the other measurement at point 6. The
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pressure drop through the venturi is measured by a differential

pressure transducer and a differential pressure gauge. Then, the

refrigerant goes back in the compressor and returns at point 2,

the pressure being again measured at both the high and the low

pressure sides of the compressor.

3.4 The Evaporators, Condensers and Heat Exchangers

The LTE, HTE, LTC, HTC, HX1 and HX2 are all tube-in-tube

counterflow heat exchangers, LTE, HTE, LTC, HTC being exactly

identical.

The HTC, LTC, LTE and HTE all consist of a 12.7 mm (1/2

in.) ID and 15.9 mm (5/8 in.) OD hard copper tube of a total heat

transfer length of 9.3 m, which gives a heat exchange area of

about 0.42m2 . This inner tube in which the warm or cold

refrigerant circulates is enclosed in a 25.4 mm (1 in.) ID and

28.6 mm (9/8 in.) OD hard copper tube with the cooling or warming

fluid going the other way (at counterflow) in the interspace

(Figs. 3.4 and 3.5). Four thermocouples in each stream measure

the temperature of the flow, one in the inlet, one in the outlet,

and two at intermediary positions. The solder tip of these

thermocouples is directed in a direction opposite to the flow to

get more accurate measurements. In addition to these, three long

thermocouples going to the middle of each of the three branches

of the "S" (see Fig. 3.4) on the refrigerant side (inner tube)

plus three other thermocouples soldered on the surface of the

inner tube, also in the middle, enable the measurement of the

heat transfer coefficient on the refrigerant side. These
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thermocouples are themselves inserted in a small 3.2 mm (1/8

in.) ID brass tubing and sealed with an epoxy at the outside end

(Fig. 3.6). The first epoxy tried was leaking and the sealing is

in fact ensured by a torr seal resin (designed for vacuum

systems) on top of it. The long thermocouple tubings are held in

place by two small star shaped pieces of plexiglas (Fig. 3.7).

Four thermometer wells at both end of both streams permit a

direct check of the temperatures given at these points by the

thermocouples (Fig. 3.8). It should be noted that there is no

solder joint in the enclosed part of the inner tube and,

therefore, all the places where the refrigerant could leak are

accessible and reparable (provided that there is no thermocouple

too close because heating the pipe would melt the insulation).

HX2 is a 1.6 m long (heat exchange length) tube-in-tube

counterflow heat exchanger which is build with the same pipes as

the evaporators and condensers, i.e., 12.7 mm ID and 15.9 mm OD

for the inside tube, 25.4 mm ID and 28.6 mm OD for the outside

tube. The cold refrigerant from the LTE runs in the inner tube

(to minimize heat transfer to the atmosphere). Four

thermocouples and four thermometer wells enable the measurement

of the temperatures at both end of both streams. HX1 has a heat

exchange area of about 0.07 m 2 .

HX1 is identical to HX2 in every respect except the length

and the diameter of the pipes. The inner pipe where the

transition two phase region-superheated region occurs is 19mm

(3/4 in.) ID and 22.2mm (7/8 in.) OD (instead of 12.7 mm ID and

15.9 mm OD) to take into account the increase in specific volume
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of the refrigerant. The outside tubing is 31.7 mm (1 1/4 in.) ID

and 34.9 mm (1 3/8 in.) OD. The heat transfer length is 1.4 m

which gives a heat transfer area of about 0.09 m 2.

Of course the whole system is insulated except where the

influence of the atmosphere is negligible.

The total heat transfer area is about 1.8 m 2 .
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4. SIMULATION STUDIES

4.1 Method of Simulation

To "simulate" a physical system means, in this context, to

write equations realistically describing the system and to solve

them. The sources of these equations are: characteristics of

components, property equations, energy balances, and mass

balances. Since in this case, as in most engineering cases, the

results can be roughly predicted, the Newton-Raphson technique is

a good method to solve these equations. The code, based on this

technique, that was used in this study is fully described in

Reference 2. Basically, when the user calls subroutine SIMUL,

the matrix of the partials of the residuals with respect to the

variables is computed numerically by subroutine PARDIF and then

subroutine GAUSSY computes the correction of the variables to get

a point closer to the solution than the initial one. The

residuals corresponding to the equations describing the physical

system are computed by subroutine EONS written by the user. This

code has been slightly modified to get more printing flexibility

and to include the possibility of damping of the iterations in

case of divergence.

A detailed description of program REFMIX5, written to

simulate (and optimize) a two-evaporator, two-condenser, and two-

heat exchangers refrigeration unit of the type of the test

facility is given in APPENDIX 2.

4.2 Modeling the Facility--Nomenclature

-y
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The schematic diagram of the modeled system is shown in Fig.

4.1. The numbering convention corresponds to the convention of

the facility flow diagram (Fig. 3.3).

The assumptions that were made are:

1. Saturated liquid at point 4 (after the low temperature

condenser),

2. Imposed superheat at point 1 (before the compressor),

and

3. No pressure drops and no heat transfer to the

atmosphere.

For reasons developed in Reference 1, the mixture chosen was

composed of Refrigerant R12 and R114.

The parameters (stored in program REFMIX5 as array DAT) that

must be given for the program to be able to compute the unknown

variables are:

DAT(1) = conc Global mass concentration of R114 in the

mixture

DAT(2) = Ael Heat exchange area of the LTE, m2

DAT(3) = Axl Heat exchange area of HX1, m2

DAT(4) = Ax2 Heat exchange area of HX2, m2

DAT(5) = Acl Heat exchange area of the LTC, m2

DAT(6) = Ach Heat exchange area of the HTC,m 2

DAT(7) = Wgel Flow rate of glycol in the LTE, kg/s

DAT(8) = Wgeh Flow rate of glycol in the HTE, kg/s

DAT(9) = Wclt Flow rate of cooling water in the LTC, kg/s

DAT(10) = Wcht Flow rate of cooling water in the HTC, kg/s

DAT(11) = Qelt Heating load on the LTE in kw
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DAT(12) '= Qeht Heating load on the HTE in kw

nAT(13) = tcli Inlet temperature of water to the LTC,°C

DAT(14) = tchi Inlet temperature of water to the HTC,°C

DAT(15) = teli Inlet temperature of glycol to the LTC,°C

DAT(16) = tehi Inlet temperature of glycol to the HTC,°C

DAT(17) = sphx Superheat of the refrigerant at point 1,°C

Given these parameters, subroutine SIMUL computes the exact

value of the following 42 variables (stored in array V) with an

iteration scheme starting from rough estimates.

V(1) = W Flow rate of refrigerant, kg/s

V(2) = phi Pressure on high pressure side, kPa

V(3) = plo .Pressure on low pressure side, kPa

V(4) = tl Temrerature at point 1,°C

V(5) = t Saturation temperature in HX1. °C

V(6) = t2 Temperature at point 2, °C

V(7) = t 2p Satura-ion temperature in tre HTC. CC

V(8) = t3 Tempeiraitre ac point 3, 'Ci

V(9) = t Terpir;rture at po:nt 0 C

V(10) T- em'ner a: ire ; or esp nuning t o t on other

_sream, °C

V(l1) = t: Temperature at point 5, 0

V(12) = t6 Trmpera.ture at point 6, °

V(13) = t. Temperature at point 7, °C

V(14) = ts Temperature at point 8, °C

V(15) = t9 Temperature at point 9, °C
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V(l6) = t1 0 Temperature at point 10, 0

V(17) = h Enthalpy at point 1, kJ/kg

V(18) = h2 nthalpy at point 2, kJ/kg

V(9) = h3 Enthalpy at point 3, kJ/kg

V(19) = h Enthalpy at point 3, kJ/kg

V(20) h Enthalpv at point 5, kJ/kgV(22) = h6 Enthalpy at point 4, kJ/kg

V(21) = h7 Enthalpy at point 5, kJ/kg

V(24) = hg Enthalpy at point 6, kJ/kg

V(23) = h9 Enthalpy at point 7, kJ/kgV(24) = h30 Enthalpy at point 8, kJ/kg

V(25) = Fr Fracton of liquid a point 9, k/kg

V(28) = Fraction of liquidhalpy at point 10, k/kg

V(29) = Frl7 Fraction of liquid at point 9

V(30) = Frl0 Fraction of liquid at point 30

V(31) = Frl3 Fraction of liquid at point 3V(30) = Frl0 Fraction of liquid at point 90

V(31) = Fr1 3 Fraction of liquid at point 3

V(32) = Fac Fraction of area of the HTC without superheat

V(33) = Fax Fraction of area of HX1 without superheat

V(34) = Oclt Rate of heat exchanged in the LTC, kw

V(35) = Ocht Rate of heat exchanged in the HTC, kw

'( 3) = tchp Temperature corresponding to t2? on other

stream, °C

V(37) = Aeh Area of HT., m-

.'(3) = telo Outlet temperature of g1ycol from the LTE, °C

/(,:3) = teho Outlet temperature of ,glycol from the HTE, cC

7V(:') = tcio Outlet temperature of water from tha LTC, C

V(41) = tcho Outlet temperature of water from the HTC, °C

_/
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V(42) = P Compression power, kw

In an attempt to reduce the number of equations, neither the

mass fractions of R114 in liquid and vapor phases in the five

two-phase points (3,7,8,9,10), nor the enthalpies of the liquid

and vapor phases at these points are computed directly by the

simulation (as opposed to the work presented in Reference 1).

These values are not as important to know as the values of the

other variables and if needed they can be computed easily.

Another difference between this program and the previous work is

that the areas, rather than the UA's of the evaporators,

condensers, and heat exchangers are given (the UA's are computed

inside the subroutine EQNS). This choice of parameters is more

logical because the final purpose of this program is to optimize

the distribution of heat exchange area among HTC, LTC, HXl, HX2,

LTE, and HTE. When accurate measurements of the heat transfer

coefficients are available, they should replace the estimates

presently used.

Because an equation was missing, the area of the high

temperature evaporator is an unknown which means that the size of

this evaporator is a function of the design of the rest of the

system. This was preferred to getting the missing equation by

arbitrarily fixing one of the variables.

To be able to make a fair comparison between a pure

ref-igerant and a mixture the refrigeration duty, controlled by

the parameters Qeit, Qaht, Qgel, Wgeh, tell, tehi can be kept
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constant (consequently telo and teho are not really unknowns

since they can be computed easily given these parameters).

In the rest of the text the term "parameters" refers to the

variables needed by the simulation program as data input to

compute the other variables, simply referred to as the

"variables". Given a rough guess of the "variables" the program

computes their exact values which are functions of the

parameters. For instance, the power P and the area of the HTE,

Aeh (respectively V(42) and V(37) in the program REFMIX5) are

functions of conc, Acl, Axl,...sphx (array DAT in the program

REFMIX5).

4.3 Properties of the Refrigerants

The equations solved by subroutine SIMUL are, as already

mentioned, expressed in subroutine EONS that has been written to

be as readable as possible (see APPENDIX 1).

The saturation pressures and the enthalpies of saturated

liquid and vapor of both R12 and R114 as a function of the

temperature are the same as those used in the Department of

Energy report (Reference 1). They are defined as FORTRAN

arithmetic statement functions in the beginning of subroutine

EQNS. Other properties defined in the beginning of EONS are:

conversion from mass fraction to mole fraction of R114 and vice

versa, plus mole concentration of R114 in the liquid and in the

vapor derived using Dalton and Raoult's laws (for more details

see Reference 1, p. 18).
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However, more general equations for the isentropic work of

compression of R12 and R114 were needed because the vapor at

point 1 (initial point of the compression) is no longer assumed

to be saturated but has instead a given superheat sphx. These

equations express the isentropic work as a function of t (the

initial temperature in °C), p, (the initial pressure in kPa) and

P2 (the final pressure in kPa).

1. Isentropic work of compression of R12 (kJ/kg)

WI1(tplp,2 ) = (t+273.15)[((.6933 10 -1 +.232 10-4t)

+ (-.201910 4 + 0.757 10 t) pl) In (p2/P1 )

-2 -4 -5
+ ((.414 10 - .148 10 t) + (-.876 10 +

-6 2
.231 10 6 t) pl) ln (p2 /P)]

2. Isentropic work of compression of R114 (kJ/kg)

WI 4 (t,pl,p 2 ) = (t + 273.15) [((.4969 10 1 + 0.36 10-5t)

+ (-.302410 4 + .4083 106t) p) ln(p2 /pl)

+ ((.75 10 3 + .285 10 4t) + (.428 10 5 +

.365 10 - 6 t) p) In2 (P2 /P1)]

These equations have an accuracy of 0.1%, based on values

computed from tables, in the operating range. The total power is

computed substituting the partial pressures of R12 and R114 in

WI4 and WI 2, proportioning them on a mass basis, multiplying by
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the refrigerant flow rate and dividing by the efficiency (taken

as 0.75).

ioreover in this version the superheat is taken into account

by breaking both HX1 and HTC into two parts (evaporating and

superheating part and condensing and desuperheating part

respectively). Therefore equations for the enthalpies of the

superheated vapors of R12 and R114 as a function of the pressure

(in kPa) and the temperature (°C) had to be derived. These

ecuationsare:

1. Enthalpy of superheated vapor of R12 (kJ/kg)

scaled pressure pp = (p - 609.81)/554.19

scaled temperature tp = (t - 10)/50

h2sh = (351.740 - 12.954 pp - 2.367 pp2)

(35.957 + 8.406 pp + 2.484 pp ) tp +

(-.619 - 2.379 pp - .748 pp 2 ) tp 2

2. Enthalpy of superheated vapor of R114 (kJ/kg)

scaled pressure pp = (p - 251.66)/244.77

scaled pressure tp = (t - 10)/55.556

h4sh = (341.523 - 4.4 pp - .432 pp 2 ) +

(39.811 + 2.054 pp + .232 pp 2 ) tp +

(1.475 - .535 pp + .11 p2 ) t?

These equations were obtained applying least square fits to

tabular data, which is the origin of these scaled temperatures

and pressures used to reduce the range of the variables to
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[-1,+1]. This method often gives much better results with least

square fits than the straightforward way (see Forsythe, Computer

Methods for Mathematical Computations, pp. 199-200). Both h2sh

and h4sh are accurate to 0.1% in the operating range.

4.4 Equations describing the Facility--The subroutine EONS

As noted in Section 4.2 certain unknowns are not explicitly

given in the output of subroutine SIMUL. They are computed

inside subroutine EONS before the residuals, as part of

preliminary computations and substituted when needed.

Turning now to the external fluids, the specific heat (in

kJ/(°C kg)) of a 50% water-glycol antifreeze (suitable down to

-30 C) as a function of the temperature t in °C can be taken as:

cpg = 3.324 + 0.0046t (W. F. Stoecker Refrigeration and air

conditioning, Chapter 15).

Also included in the preliminary computations are the

computations of the UA-values and in particular of the UA-values

of the LTC and HX1, both broken into two parts. Since Fac is the

fraction of area of the HTC where there is only condensation, the

area of condensation Aco is:

Aco = Fac x Ach

and the area of desuperheat is:

Ads = (1 - Fac) x Ach

The UA's are then computed by multiplying these areas by the

heat transfer coefficients. UAEX and UASX, the UA values in the

evaporating and superheating part of HX1, are computed in a

similar manner.
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Residuals 1 through 5 enable the computation of the fraction

of liquid at points 7,8,9,10,3 using xl's and xv's from the

preliminary computations. They express the conservation of the

mass of R114 with an equation of the form:

RES(l) to RES(5) cone = Frl x xl + (1 - Frl) x xv

Residuals 6 through 10 enable the computation of the

enthalpy at points 7,8,9,10,3 using hi's and hv's from the

preliminary computations.

RES(6) to RES(10) h = Frl x hi + (1 - Frl) x hv

Residuals 11,12,13 enable the computation of the enthalpy at

points 4,5,6 (saturated or subcooled liquid points; the enthalpy

of the subcooled liquid can be fairly well approximated by the

enthalpy of the saturated liquid at the same temperature).

RES(ll) to RES(13) h = conc x hll41 (t) +

+ (1 - cone) x hl21(t)

Residuals 14 through 21 express heat exchanger equations

(one equation each for LTC, HX2, LTE and HTE but two equations

for HTC and HX1 that have been broken into two parts). When

possible these equations have been written in the logarithmic

form that was found to converge faster.
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((t 3 - tclo) - (t4 .- tcli))
RES(14) Qclt - UACL x ln((t 3 tclo)/(t - tcli))

((teli - t8 ) - (telo - t 7 )
RES(17) Qelt = UAEL x ln((teli - t8 )/(telo - t7 ))

((tehi - t 1 0 ) - (teho - t9 )
RES(18) Qeht - UAEH x ln((tehi - to)/(teho - tq)

RES(21) W x (h9 - h8 ) = UAX2 x ln((t - t)/(t6 - ))
5 9 6 8

Residuals 15 and 16 result from the breaking of the HTC into

two parts (Fig. 4.2).

As already seen

Aco - Fac x Ach Ads = (1 - Fac) x Ach

UACO - Uco x Aco UADS - Uds x Ads

Q1 and Q2 being the heat rates in kw defined in Fig. 4.2

Q1 + 02 = Qcht

Q1 = CPwa x Wcht x (tcho - tchp)

Q2 = CPwa x Wcht x (tchp - tchi)

and Q1/Q2 = (tcho-tchp)/(tchp-tchi)

Therefore

-Q Qcht x (tcho - tchp)
Q1 Qcht x (tcho - tchi)

Qrcht » (tchp - tchi)
Q2 Qc°ht x (tcho - tchi)
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Figure 4.3 Breaking HX1 into two parts.
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Eliminating Q1 and Q2

((t2-tcho) -(t -tchp))
RES(15) Qcht x (tcho-tchp) UADS 2 2p

S( ) Q (tcho-tchl) ln((t2-tcho)/(t2-tchp))

RES(16) Qclt x (tchp - tchi) UACO x
(tcho - tchi) = UACO

((t2 - tchp) - (t3 - tchi))

ln((t 2 p - tchp)/(t 3 - tchi))

Residuals 19 and 20 can be rederived in a similar way

replacing Qcht by W x (h 1 - h 1 o) (Fig. 4.3)

Aex - Fax x Ax1 Asx = (1 - Fax) x Ax1

UAEX - Uhx x Aex UASX - Usx x Asx

Q. - W x (h 1 - h1 o) x (t2p - t4p)/(t 4- t5)

Q2 = W x (h1 - h 10 ) x (t 4 p - C5 )/(t 4 - t5)

(t -t4 p)
RES(19) W x (h - hl) x ( 4 4 ) UASX x

1 10 (t 4 -t 5)

((t 4 - t 1 ) - (t4p t-p)

ln((t4 - tl )/(t4 - tlp)
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(t - t

RES(20) W x (h - h1 0 ) x _ t = ITAEX x
1 1 (t4 t5 )

((t4p - tp) - (t5 - 0)
ln((t tp)/(t -t))

Residuals 22,23,24 express saturation conditions (saturated

liquid at point 4 and saturated vapor at points lp and 2p).

RES(22) mol(conc) = xcvlp (global mole conc.=mole conc. in vapor)

RES(23) mol(conc) = xc14 (global mole conc.-mole conc. in liquid)

RES(24) mol(conc) - xcv2p

Residuals 25 through 32 express heat balances on the

refrigerant side.

RES(25) Qelt = W x (h8 - h7 ) (HB in LTE)

RES(26) h7 - h6 (HB in expansion valve)

RES(27) Qcht = W x (h2 - h3 (HB in HTC)

RES(28) Qclt = W x (h3 - h4 ) (HB in LTC)
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RES(29) Qclt + Qcht ° P + Qelt + Qeht (global HB)

RES(30) h - h h4 - h5 (HR in HX1)

RES(31) Qeht = W x (h1 0 - h9 ) (HR in HTE)

RES(32) h -h - h (HB in HX2)

Residuals 33 through 42 express the remaining equations

RES(33) h 2 = cone x h4sh2 + (1 - cone) x h2sh2 (Enthalpy at 2)

RES(34) P - W x [conc x E114 + (1 - cone) x E12]/n (Power)

RES(35) h - cone x h4shl + (1 - conc) x h2shl (Enthalpy at 1)

(t4 t4 )
RES(36) (h4 - h ) x -(-- t5 ) " h -[cone x hll4vlp +

(1 - cone) x hl2vlp]

(From breaking HX1 into two parts)

RES(37) Qcht x (tcho - tchp W x (h - cone x hll4v2p -
RE(tcho - tchi) 2

(1 - cone) x hl2v2p)

(From breaking the HTC into two parts



40

RES(38) Qelt = Wgel x CPgl x (teli - telo)
(HR in the LTE on glycol side)

RES(38) Qelt - Wgeh x CPgh x (tehi - teho)
(HB in the HTE on glycol side)

RES(40) sphx t1 - tlp (by definition of sphx)

RES(41) Oclt - Wclt x CPwa x (tclo - tcli)
(HB in the LTC on water side)

RES(42) Qcht = Wcht x CPwa x (tcho - tchi)
(HB in the HTC on water side)
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5. OPTIMIZATION

5.1 Definition--Sensitivity Coefficients

When the simulation is successful, i.e. subroutine SIMUL

computes the 42 variables given the 17 parameters with a fair

efficiency, the next step is to try to find the set of parameters

that gives the most "desirable" results, in other words to

optimize. The first task, then, is to choose a definition of

these most desirable results. A reasonable one would be to find

the concentration of the mixture and the distribution of area

among HTC, LTC, HX1, HX2, LTE and HTE that gives a minimum power

while keeping constant the sumof these areas. (If the global

size of the system increases with the same distribution of area

the power will decrease without having really improved the

system). The other parameters, in particular those that define

the refrigeration duty: Qelt, Qeht, teli, tehi, Wgelt, Wgeht and

the flow rates in the condensers Wclt and Wcht should be kept

constant. Another possible approach could be to find the minimum

of the same objective function P but optimizing the distribution

of cooling fluid flow rates in the condensers Wclt and Wcht

keeping their sum constant ("In which cooling fluid stream is it

worth putting the biggest pump?").

The first step of the optimization method used in this study

was to compute the sensitivity coefficients of each variable with

respect to each parameter, i.e. to solve the problem: "What is

the variation of this variable resulting from a unit variation of

this parameter?". The most straightforward way to compute these
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sensitivity coefficients is to increase each parameter of a small

amount and to carry out the simulation, in other words to compute

them numerically. But there is a more elegant (and more

efficient) way which simply takes advantage of a by-product of

the Newton-Raphson iteration technique: the Jacobian at the

solution Point, (W. F. Stoecker, "Lectures in thermal systems,"

ME 423, University of Illinois, 1980). During simulation

subroutine GAUSSY solves the matrix equation:

[PD] [Vcorr] = [R] (5.1)

where [PD] is the 42 x 42 matrix of the partials of all 42

residuals R with respect to all 42 variables V (computed

numerically by subroutine PARDIF), [Vcorr] is the 42 array of the

variations of the 42 variables to correct them in order to get a

point closer to the solution, [R] is the 42 array of the current

value of the residuals. At the solution of the simulation Ri = 0

therefore Vcorri = 0 (i = 1,...42). If, starting from the

solution, we increase one of the parameters DAT(K) by a small

amount ADk that produces a change [ AR] in the array of the

residuals, the resulting change [ AV] in the array of the

variables will be such that:

[PD] [AV] = - [AR] (5.2)

and

[AV] = - [PD- ] [AR]
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42
AVj - PDji AR i

AV; 42 -1 AR
_ _ - E PD ( -)

ADk i=l ji ADl

Taking the limit as ADk + 0 we get the sensitivity

coefficients

av, 42 3R
SC - - PD - (5.3)

jk aDk i=l Dji aDk

Consequently to compute the change in the variable V(J)

produced by a unit change in the parameter DAT(K) all one has to

do is to invert the matrix [PD] and to compute (numerically in

this case) the partials of the residuals with respect to the
3aR

parameter DAT(K) (i = 1,...42). Using an efficient routine
Dk 3Ri

to invert [PD], this half-analytic procedure ([PD] and - are
3 Dk

computed numerically) turns out to be about 15 times faster than

the "brute force" way of running a simulation for each small

change of a parameter.

5.2 Searching along the Constraint

At this point one is able to predict what would be the

effect on the power P and on the area Aeh of a small change in

cone, Acl, Ax1, Ax 2 , Acl or Ach and the problem to be solved is

to minimize P staying on the constraing Ael + Aeh + Ax 1 + Ax 2 +

Acl + Ach = 1.5 m2 (arbitrary number of the same order of

magnitude as the total heat exchange area in the actual

facility). For notational conveniences let
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P = f Ach = h

cone xl Ael = x 2 Ax 1 = x3

Ax2 = x4 Acl - x5 Ach = x6

af
ax = ai (i = ,...6

3x1 bl

ah

1 = b i (i = 2,...6)
Ix i

With these notations the problem is to minimize f(xl,...x6 )

subject to

x2 + X3 + ... + X6 + h(XX 2 ,...x 6 ) 1.5

all a and a-h being known. The method of "search along the
a xi xi

constraint" or "hemstiching" (Reference 3) is classical in such a

case. (In the following derivation as in the rest of the text

the second order terms are neglected).

Starting from a trial point, the first step is to drive

toward the constraint to get a feasible point. If at the trial

point

2 + x3 + ... + h(x,...x6 ) Sa,
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assuming small Axi's,the variation of the total area is:

Ax +...+ Ax + Ah Ax2 +...+ Ax + ah Ax +...+ A
2 6 2 6 ax 1 3x6 6

= bl Ax 1 + b2 Ax 2 +..+ b6Ax 6

and to get the desired change the Axi's must be such that:

6
Z bi Axi 1.5 - Sa

i=l

Classically, the fastest move to get this result is such

that

Axi = bi x (1.5 - Sa) (5.

' b 2
i-l i

and if the trial point was not too far from the constraint, the

move:

xi xi + (1 5 a (5.5)

' bi

i=l

should give a fairly good feasible point (if not one can iterate

until the constraint is reached).

5.3 Direction of Maximum Improvement--Relative Gradient

Once on the constraint the method is to move tangentially to

'it in the direction of maximum improvement of the objective
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function. To find how to determine this direction it can be

useful to examine a simpler problem. For instance trying to

optimize the one-evaporator, one condenser, one-heat exchanger

system considered Fig. 5.1 at a constant concentration, all three

areas being parameters letting

p = f, Aco = Ax 1 = xl, Ahx = Ax 2 = x2, Acv = Ax3 = X3

and =Xi ai (i - 1,2,3),
i

the equivalent problem would be to minimize f(xl,x 2,x 3) at a

constant area Ax1 + Ax2 + Nx3 = 0. Intuitively ai represents the

"efficiency" of heat exchanger i and it is desired to take some

area from an inefficient heat exchanger to put it in a more

efficient one. A straightforward way to do this is to compute an

average Av of these "efficiencies" and to change the area of heat

exchanger i proportionally to ai - Av. This way if Hxi is more

efficient than average its area is going to increase whereas if

it is less efficient its area will decrease accordingly. In

other words, to take the constraint into account, the real

gradient (usual direction of fastest move) is replaced by a

"relative gradient"

Av = (a1 + a2 + a3)/3

and if Ax i = X(a i - Av) (i = 1,2,3) then,

Axl + Ax2 + Ax3 = 0

so the move along the "relative gradient" is tangent to the

constraint.

The actual problem is to minimize f(xl,...x6 ) subject
6 af

to Z b Ax = 0 knowing the gradient - a (i = 1,...,6).
i=l i ax i
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EVA HX2

HEX = HX3

CON = HX1

Figure 5.1 One condenser, one evaporator and one
refrigerant-to-refrigerant heat exchange
refrigeration unit.
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By analogy with the simpler problem one can define an average and

a "relative gradient", direction of improvement tangent to the

constraint.

6 6
Av = ( z biai)/( Z bi) (5.6)

i-l i=l

Ax i (a - Av) + i 1 bi Axi = 0

5.4 Univariant Search along the Relative Gradient--Convergence

Once its direction is determined the amplitude X of the move is

still to be chosen. A logical way to choose X is to find the minimum

of the function P(X) = f(xl + XAx 1 ,...,x 6 + XAx 6 ) with

Axi = ai - Av. To perform this univariant search along the relative

gradient two mehods were tried: the "dichotomous" search and the

"exhaustive" search (Reference 3, 9.3 and 9.6). The dichotomous

search did not give very good results because to compute the new pow¢r

after a change in the xi's (conc, Ael, Axl, Ax2, Acl, Ach) a

simulation has to be carried out starting from the V's corresponding

to the former set of conc,...,Ach. The time to compute the new V's

(and the chance of divergence) increases very fast with the amplitude

of the move and it was found to be much more efficient to increment

steadily X of a small amount as long as the power keeps on decreasing

and to stop when P starts to go up or when one of the parameters is

about to reach a non physical value (negative area for instance).

After the first cycle of return to the constraint followed by a

univariant exhaustive search along the relative gradient the
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optimization proceeds with another cycle until the optimum is

reached. To make sure that the optimization is converging one may

just follow the amplitude of the changes in the parameters (This is

incidently how SIMUL stops the Newton-Raphson iteration) or the

improvement of P. Another way to check the convergence is to
6

compute a- = z ai (ai Av) , the "slope of the hill" at the
iol

starting point of the univariant search. Near the optimum this slope

should be smaller than at the beginning of the optimization.

5.5 Parallelism of the Temperature Gradients

It has been pointed out at the end of Chapter 1 in Sec.1.4 that

the parallelism of the temperature profiles is one way to explain the

better performances of refrigerant mixtures as compared to single

refrigerants (cf also Fig. 1.6). This does not mean that the

temperature gradients should all be more parallel in HTC, LTC, HX1,

HX2, LTE and HTE at the optimum, but that they should be "globally"

more parallel. To show that, one can either sketch the temperature

profiles at each step of the optimization or compute their

"skewness." For instance the "skewness" of the temperature profiles

in the LTC could be defined as ((t3 - tclo) - (t4 - (tcli)). And to

get a "global skewness" of the temperature profiles for the whole

system one can weigh these "skewnesses" with the area of the heat

exchangers before totaling them. The inverse of the global skewness

could then be called the "global parallelism" of the temperature

profiles. The "global parallelism" computed this way (and normalized

to get values of the order of magnitude of 10) was indeed found to

increase at each step of the optimization (see the sample optimization
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in APPENDIX 3).

5.6 Comments on the "relative gradient" method

The method described in Sec. 5.3 can obviously be used to cope

with any monoconstrained problem, for example if it is attempted to

optimize f(xl,...,xn) subject to y(xl,...,xm) = 0

knowing ax ai and .
= bi (i = l,...,n) and starting from a

axi - a3x i

feasible point, the

move Ax = X (a - Av) with A = (i , bi a)/( b ) is a good

guess of the best way to improve f tangentially to the

constraint. It can also be easily generalized if the problem is

multiconstrained by alterning moves tangent to a constraint and

another with returns to the intersection of all constraints,

changing of constraint every time.

Another possible method to get a move tangent to the

constraint i?, bi x i = 0 is to choose arbitrarily one change of

variable Axj, to compute it in terms of the others, and to

compute a new gradient in terms of the other variables

AxJ (- b) Axibi

Af it ai a x i

= l (a - a b ) Ax i

and the m
and the move xi -* xi + (a - a b.), (i # j)

J
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n b

xj X + A (- ) Axi

i*j

is tangent to the constraint.

However there is no easy way to decide which Axj to

substitute, this method does not seem to have any obvious

physical interpretation (as the one developed in Sec. 5.3) and it

is not as easy to program. For these reasons it has not been

used in this work.

In the case of the simulation of the facility, the "relative

gradient" method was found to converge much faster than the third

alternate way of optimizing one parameter at a time along the

constraint (which should be true in most cases since all

parameters are improved at a time).

However, difficulties can arise when the parameters do not

have the same physical meaning. For example, in Eq.

(5.6), b2 ,b3,...,b 6 are dimensionless but b1 is an area divided

by a concentration and adding them is not very satisfactory with

respect to the homogeneity. The way this difficulty was altering

the results was that the correct area distribution was found with

two incorrect concentrations. The problem could probably have

been solved by an adequate (but arbitrary) weighting of the ai's

(and bi's) but, instead, it was chosen to optimize first the

concentration along the constraint and then to optimize the area

distribution at constant concentration. Based on this experience

it does not seem to be a good idea to try to optimize parameters

having a different physical sense at one time, when using this
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method.

The "relative gradient" method is in fact very close to the

"projected gradient" method (Beveridge and Schelchter,

Optimization: Theory and Practice, p. 435). In that method the

move tangent to the constraint is:

a jb
Axi ' X (a- bi )

Zbj

instead of

Ea b

ax i= (a i- b

For bi's equal to one (simpler problem), they both give the

same move. The "projected gradient" method gave the same results

as the "relative gradient" method, with the same efficiency, when

tried on the optimization of the facility.

5.7 Result of the Optimization--The Program REFMIX5

The technique described in preceeding sections has been used

in the program REFMIX5 (APPENDIX 2) to optimize the system

according to the definition of Sec. 5.1 with

DAT(7) - Wgel - 0.06 kg/s

DAT(8) = Wgeh = 0.03 kg/s

DAT(9) = Wclt = 0.1 kg/s

DAT(10) = Wcht - 0.1 kg/s
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DAT(ll) - Qelt - 2 kw

DAT(12) - Qeht - 1 kw

DAT(13) - tcli - 25 °C

DAT(14) - tchi - 25 °C

DAT(15) - teli - -15 °C

DAT(16) - tehi - -10
c

DAT(17) - sphx - 5 °C

(The underlined parameters define the refrigeration duty).

The reader should note that the load on the HTE is half of the

load on the LTE and that the flow rates of glycol are

proportioned accordingly.

An accepted drawback of this technique, as of all types of

"hill-climbing" techniques, is that one can never be sure to

reach the absolute optimum. However the chances of always

getting the same relative optimum with different trial points are

slim and a good coverage of the feasible region permits drawing

relatively safe conclusions.

Three examples of optimization are summed up in Table 5.1

one of them being detailed in APPENDIX 3. The three final points

suggest that the optimum for the given set of fixed parameters

and for a total area of 1.5 m2 is:

cone a 0.68

Ael* = 0.40 m2

Aeh* - 0.20 m2

Ax, - 0.06 m2



Table 5.1 Examples of Optimization

Initial Feasible Point Corresponding Final Point Reached

2 kw m2 km m kw

(---------- ' ----- A-\ orA r -- ^-- A <E
cone Ael Ach AX1 AX2 Acl Ach P conc Ael Ach AX1 AX2 Acl Ach P

0.4 0.346 0.132 0.127 0.098 0.382 0.432 1.189 0.682 0.408 0.193 0.063 0.020 0.384 0.431 1.145
Ln

0.8 0.311 0.130 0.125 0.081 0.421 0.421 1.175 0.692 0.399 0.189 0.06 0.021 0.45 0.416 1.145

0.145 0.389 0.093 0.137 0.087 0.391 0.391 1.259 0.683 0.408 0.194 0.06] 0.019 0.368 0.433 1.145
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Ax 2 * 0.02 m2

Acl* 0.40 m2

Ach* 0.42 m2

and gives a power of 1.145 kw.-

Once the optimum is found, an important question to be

raised is: "How flat is the surface f(xl,...,x6) at the

optimum xl,...,x6 ?". For instance, if it is found that P is not

very sensitive to a slight modification of the distribution of

area, the system might work almost as well without HX2 (Ax2 =

0.02 m2 only 1% of the total area) and even without HX1 (Ax2

0.06 m2 = 4% of the total area). Feasible points generated in

the neighborhood of the optimum showed that with:

cone - 0.7

Ael - 0.42 m2

Ax 1 - 0.06 m 2

Ax 2 0.00 m2

Acl = 0.42 m 2

Ach = 0.42 m2

The power becomes 1.146 kw (instead of 1.145 kw) and with

cone = 0.7

Ael - 0.43 m2

Aeh = 0.21 m2

Ax = 0.00 m2

Ax 2 ' = 0.00 m2
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Acl = 0.43 m2

Ach a 0.43 m 2

The power is 1.19 kw. Therefore the influence of the second

heat exchanger HX2 is negligible and the first heat exchanger HX 1

yields an improvement of 3.3%. another important point is that

the repartition of area between LTE, LTC and HTC is not very

crucial and, for the given set of fixed parameters, they can be

taken as equal.

The purpose of this study being to determine the improvement

that can be expected from the use of a mixture of refrigerant,

the next logical step is to optimize the distribution of area for

a system using pure R12 and to compare the results with the ones

above. Figure 5.2 shows the power consumed at a concentration

conc by a system optimized at this concentration. For cone - 0

(pure R12) the optimal repartition area was found to be

cone 0.00

Ael - 0.46 m 2

Aeh - 0.12 m2

Ax 1 =0.00 m2

Ax 2 0.00 m2

Acl a 0.46 m 2

Ach - 0.46 m2

and gives a power of 1.26 kw. Therefore an optimized system

using a mixture of R12-R114 gives a potential improvement of 9%

with respect to an optimized system using pure R12 with the same

total heat exchange area of 1.5 m2 and in the considered

-7
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P (kw)
opt

1.26

1.25

1.24

1.23

1.22

1.21

1.20

1.19

1.18

1.17

1.16

1.15

1.14 .

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 conc

Figure 5.2 Power as a function of the mass concentration of R114
for a system optimized at this concentration (the

total heat exchange area is held constant and equal

to 1.5m 2 ). The meaning of the symbols is given

in Table 5.2.



58

O Absolute optimum: ( Optimum with pure R12

conc = 0.68 Ael = 0.46 m

Ael = 0.40 m2 2m

Aeh = 0.20 m AX = 0.00 m

* 2
AX = 0.06 m AX 0.00 m

AX =0.02 2
AX = 0.02 m Acl = 0.46 m

2* 2 2
Acl = 0.40 m Ach = 0.46 m

* 2
Ach = 0.42 m

Q Power as a function of conc for a

constant "almost optimized" area

distribution of:
2

Ael = 0.42 m

Aeh = 0.18 m

AX = 0.06 m
1 2

AX = 0.00 m

2
Acl = 0.42 m

Ach = 0.42 m

Table 5.2 Symbols used in Figure 5.2.
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conditions (p. 52). It is interesting to note that, with pure

R12, both HX 1 and HX2 not only do not help the system but are

even slightly detrimental to its efficiency.

Apart from the low values of Axl and Ax 2, another

interesting feature of the optimum is the value of the optimal

concentration found to be cone - 0.68. Recalling from Chapter 1

that we expect parallel temperature profiles in the evaporators

and condensers at the optimum, one value greater than 0.5 only is

surprising. The maximum temperature change during the

evaporation or condensation of a refrigerant mixture is achieved

near cone 0.5 (see Fig. 5.3). Consequently one would expect

either one optimum at 0.5 or two optima at concentrations

symmetrical with respect to 0.5. This latter situation would be

expected if the temperature profiles of the external fluids are

not very steep and in this case the curve of fig. 5.2 would be

"camel-shaped". However the parallelism of the profiles is not

the only variable that influences the power. For instance if the

maximum condensing temperature of the refrigerant drops more than

the minimum evaporating temperature the surface enclosed by the

cycle in a T-s diagram (which represents the power in an ideal

system) decreases. As pointed out in Reference 8 (see Chapter 2)

a lower discharge temperature of the compressor is indeed

expected as the concentration of R114 increases. Whatever the

proper explanation, if the temperature gradients of the external

fluids are made steeper (by decreasing the flow rates) the

optimal concentration should decrease toward 50%. The

suggested study has been carried out and the expected shift was
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^ /W ~~~~~~glycol

refrigerant VA/V - gly

t t t

area

t/

1 -* O

mass concentration of R114

Figure 5.3 Temperature profiles in an evaporator
with different concentrations. For the
purpose of discussion the pressure is
assumed to be constant.
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observed (but was found to be very small). With

Wgel - 0.06 kg/s

Wgeh - 0.03 kg/s

Welt - 0.0 kg/s

Wcht - 0.1 kg/s

the average temperature change in the external fluids is

7.6°C, the optimal 'concentration is 0.68 and the corresponding

power is 1.14 kw. With

Wgel - 0.03 kg/s

Wgeh = 0.015 kg/s

Welt - 0.05 kg/s

Wcht - 0.05 kg/s

the average temperature change in the external fluids is

15.6°C, the optimal concentration is 0.66 and the power is 1.51

kw. The system using pure R12 was also optimized with these new

flow rates and the optimal power was 1.73 kw. In this case a

refrigerant mixture system gives an improvement of 13% instead of

9% with the previous flow rates and it is confirmed that the

greater the temperature change of the external fluids, the more

advantageous a refrigerant mixture unit.

To conclude these remarks on the optimal concentration it

should be noted that the reduction of the power is not the only

criterion. It might also be desirable to operate at a lower

concentration of R114 because the greater this concentration the

lighter the mixture. A low density mixture could require a

greater displacement rate of the compressor (most compressors are
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designed for R12 by far the most widely used refrigerant). As

can be seen from Figure 5.2 between 40% and 70% the power reduces

only 1.4%. For these reasons the mixture 40% R114-60% R12 (mass

percentage) might still be the best choice.

6. CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK

6.1 Experimental Work

At this point in time the facility has run satisfactorily

with pure R12, i.e. the conditions of imposed superheat at point

1 and saturated liquid at point 4 could be met. Unfortunately,

some of the heat balances gave an error greater than 10%, which

can be considered a limit before proceeding to experiments with a

mixture. Some of the suspected instruments (low pressure gauges,

rotameters, venturi) might have to be recalibrated and even

replaced before reliable data can be obtained. However, one can

already give a few comments on the preliminary experiments:

1. The first results with pure R12 seem compatible with the

simulation program.

2. Getting the specified refrigeration duty in both

evaporators with different refrigerant concentrations is

probably going to be very difficult. It might be

advisable to try first to make runs with one evaporator.

3. Once acquainted with the facility we should try to

design a methodical procedure to run the experiments

(with a check list) and to find a convenient way to
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store the data in order to make the analysis easier

(flow diagram, developed through computer graphics,

showing the state points throughout the cycle , for

example).

4. When the experimental data can be considered reliable,

the simulation program should be modified to take the

results into account.

6.2 Analytical work

According to the simulation, our test facility running with a

mixture of 70% R114 - 30% R12 (mass percentage) should require

about 7% less power than running with pure R12 and performing the

same refrigeration duty.

A system of the total heat transfer area of our facility but

with an optimized distribution of heat exchange area and using a

mixture of R12 - R114 should give an improvement of about 9% with

respect to an optimized system using pure R12 of the same total

heat transfer area.

The optimization also showed that the facility could work as

well without the second heat exchanger HX2. It would be useful

to check if this conclusion still holds for different systems and

to study the evolution of the optimal distribution of area when

the other parameters (flow rates of external fluids, heat load on

evaporators etc...)vary. An example of such a study is given at

the end of Sec. 5.7.
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It would also be interesting to know what set of such

parameters gives the best improvement based on an optimized

system using pure R12 (the optimization showed that with pure R12

the best system does not include any refrigerant to refrigerant

heat exchanger). This study would, in other words, answer the

question: "For what kind of system is it most advisable to use a

mixture of refrigerants instead of a pure one?". The same

studies could be carried out investigating different mixtures as

suggested in Reference 1, p. 14-15. These studies should be

aimed at pointing out simple information and "rules of thumb" to

help the task of a future designer of refrigerant mixture units.

At a more practical level the efficiency of the program

REFMIX5 could be improved by the following steps:

1. Change the order of the equations and of the variables

in subroutine EQNS in order to have a more diagonal

Jacobian (the equations have been grouped this way in

the first place for readability purposes and to be

easier to be checked and modified).

2. Modify SYSSIM1 so that ITER is an output variable and

the residuals can be written in a readable fashion

without having to redefine the variables whenever EQNS

is called. (Lines 49-90 of EQNS)

3. Try other routines available on CYBER: MINPACY instead

of SYSSIM and LINV3F, of IMSL, instead of GAUSSY (which

forces the resetting of R and Pn and the investion of PD

after every call to SIMUL).
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APPENDIX 1

Listing of the Subroutine EQNS
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0aBa JIuS9OUTiNe EONS(NVIR,v,j)
0001 C UOA.f tINe9a02 C *^ *****.******«*********

3003 UIMINSION V(NVAR),R(NVAR),0AT(l1)

1004 CUMNON OAT

aeg5 C

006b C
3a0? CC DEFINING USEFUL FUNCTIONS (3ST.PRESS,,enrmALP*,ETC.o......

3098 C

a0a1 coaog C

aita PlaS(T) sEXP(Itd8i * 2498,3/((T)*?3.i5)]

0aa3 P1I43(T)EXP(t,5.4e - a993.2/((T)*273,15))
a0la N12a(T) *351,4a * .z42aas(T) * .aaa7i*(TT**e * ,aaB001 (T)*]3
W013 n114yVT)2537,41 * ,b234*(t) * 3aOi8ab(CT)**a - ,aJ00ZI385(T)**3

3ae1 "i2la() 200e. * ,9251*(T) * ,00a8l (T)*a2 * ,a08J04aa(T)»*3
3a15 ll14((T)r2a0, * *1d45*(T) * ,3011b(Tt]**a * ,d00a3*(T) **3

aaL6 A4UfJLFTX)x(X)/(1.4135 * alo35*(X))

017 A^A&SF(X)t ,41l35S*/( *,0,a435*X)
a0ea xcL(PT)«(P-PtiS(T)) / (tPl43CT)-P12SrT))

0019 XCv(P,T,X) pP l4StT)X/P
o002 C

aai C--.---URA OF ISENtROPIC COMPRE33ION FUR xia & 11ii

oaz2 C2N1(T,P)(tT * 273,15Jr((.6933eE-1 * ,23e-4*ar)
0a23 * (-,2019Ew4 * ,17SE-T7r)*P)

a024 C2N2t(T,P)s.T * 273.15)*((,414E.a - .a1as-aT) *

3aw5 * ,-37b£.-5 * .a3*e**rT"TP)

d02b6 1l2(T,lrlP2)*(C2ml TP1) * C2NaCT,Pl) *ALO(P2/P) «*ALOG (P2/P1

qa27 C4NI(T,P)*(T * 273,15)*C.a4949e.1 * ,36E-STr) *
aa28 * C-,32a4E.4 * .48a3Eb*T)*P)
3a29 C4N2(T,P)(IT + 373,.1)*((C.7563e ,6 . E-4.T) *

e030 * (t,428-5 * .35be-**rTr]P

a031 t4(tT.,p8)(CT,PPP(C4NtC IP) * .C2N(TPt)iALOG(P2/Pl]) *IOG(P2/Pi)
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8033 Cow-..NT"I4tPY OF SUPERCHeTEo VAPgO OF RS2a a Ril

0034 PP4(P).(P-a51.tb)/244,7T

0a35 PPa(P)(CP-bsa e.)5I54,i9

0a36 TP4(T)"(T-.1,/55sS,5b

0637 TPa(T)](T.10,/S50.

e3a A4(P) *341,528 a 4,400*PP4(P) * .432jPP4(P)e**

a039 a84() * 39,e11 * 2*0543PP4(P) * ,2aO2*PP4P)*a2

eas0 C4(P) · 1t,4i7 ,535PP4CP) * ,0i2*PP4CP]*2

004t1 i4$PT(PT)a(P) * 84(P)*TP4CT) * C4(P)*tP4(T)*a

aae2 A2(P) 3Si,40a 129 ia.4sPP(CP) * 2,367*PPB(P)*2a

8o43 B2tP) · 35,957 * 8,40.*PPa(P) * 2,484*PPaCP)**2

ao44 ca(P) a *,bi9 * a.3?9*PPZ(P) * ,?74aPP2a(P)] a

aaes N2aH(PT)rAC(P) * 2aCP]rTP2(T) * ca(P)rP2CT)*a

aa46 c

0047 CC 'EOEFINING V(I) TO MAKE EUUATIONS EASIER TO UNOERSTANo

g048 C

0049 W vC(l)

sSd PHt uV(2)

9s05 PO0 *V(3B

aa05 TI *V(4)

0053 TIP I V(5)

a054 TZ *v(6j

a05o TdP eV(t)

a005 T3 *v(a)

0as7 TA *V(9)

eO5s T4P *V(C10

1059 T5 *v(t1)

0aB0 T *Vt1iai

a0bi T'i *v(13)

8062 TO *v(t4)
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0003 T9 vV(l5)

0064 TI *eVClb)

065 Ml *VE7T)

00obb H *V(ld)

0067 H3 uV(19)

9068 H 4*V (20)

0069 hS *V(21)

0070 HO *V(22)

a71 H7 *V t23)

0072 md *v(a4)

0073 m9 *V(25S

0074 HIo aV(2b)

0075 FWi.7V(27)

00t7 FRLB.V(28)

0077 FRL9v(a29)

3078 FniaOv(30)

0079 FiL3«V(3l)

3083 FAC *v(32)

a0dl FAX uv(33)

3082 OCLTV(34)

0ad3 aCmTavt35)

0084 TCnPBV(36)

0as5 AEM 8v(37)

08db Ttdi.UV(3a)

a087 TfMOSV(39]

a008 TCLU V(40)

0089 7CMnOV(41)

3090 P *V(42)

0091 C

a092 cc IMPfosEo PARAMETERS

0093 C

aeqe . .vc~~~~~~~~~~~~~~~~~~~~~~~~~~~~~a)~~~~^
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0904 CONCaOATC(l

309 ArkL *OAT(2)
0096 AXl *OAT(3)
0097 AX2 *OATt4)

e098 ACL mOAT(S)

0099 ACMH OAT(6)

Oa9le 4GEL"OAT(7)

a101 6GEHsOATCS}
0102 oCITGOATt9)

8103 WCNHTOATli0)

0104 OQLT*OAT(ll)

0105 Q£reTOAT(12)

0106 TCLIsOAT(13)

0169 TCMlZOAT(16)

0110 3PMXrOAT(l?)

011l C

011i CC PRELIMINARY COMPUTATIONS

all3 C

0114 Co----MASS CONCENTRATION OF Rll4 IN LIg. a YAP, AT 3#17,a9,la

1i5s xcLTaCrCLCPLO,T) rr
la16 XCL68mCL(PLOT8j
a11? XCL 9 eXCL(PLOT9)

011 XCEI.BSXCL(PLO,T10)
0119 XCL.3xCLC(P"I,T3)

a20 XL A7 MAa3F(XCL7)
Jflt XLd SAMA3F(XCLS)

1ia xL.9 SAMASF(XCL9)

a123 EXIaaAHAFC(XCLIS)

0124 XL3 «AMAS(PXCL3)
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a1as5 v? 7 WAMraF(XCV(PLO,Tr,XCLT)

gl2b xVa *AMASF(XCV(PLO,T8XCi.8))

a127 XV9 *AMA3FCXCVCPLO,T9,XCLq))

3128 XVl6vAMASF(XCV(PLO.TlIXCLIo))

0129 XJ3 NAMSAF(xCV(PHlZT3,XCL3))

3133 C

3131 C -----OLE CONCEhTRATION Of R114 IN VAP, AT lP,2P & LI4, AT 4

0132 XCVIPXCV(Pl.OTlPXCLCPLOTIP))

3133 XCL4 *XCL(PMIT4)
ai34 XCV2PmXCV(PnIT2PXCL(PMI.T2P))

0135 C

a13b C-----NTALPIes OF L19. & YAP, AT 3,7,t,9,1t (2-PMASE RtGION)

0137 ML.7 »XL7*?114L(T7) * C(.-xL7)*ml2L(T7)

1l38 MLa *XL8*Hil4L(T8) * (I.*xLa)*Mi2L(Ta)

3139 ML9 vXL9"Ml4L(T9) * (C.-tL9)*hM2LCT9)

at43 MHLIixLi0*Mtl4a.(T10) * (I.-x.Ll)*H12L(trla

3at4 M13 *xL3"llt4L(T3) * (lstXL3)*m12LtT3)

0142 NV? *XVT*xv l4V(T7) * C(IteVT)*k2VCT7)

14A3 HV8 *XVS*Htti4V(T) * (l.-xV8)*HmZi(T8)
0144 HV9 *XV9MHt14V(T9) * (i,-X9)*"t2v(CT9)

3145 HMViJXVIa*HoMI4VCTa) * (.-xY10a*Hi2V(CTa)

a146 hV3 *XVY3"ti4V(T3) * (Cl,-V3)*hi2V(T3)

lt7? C

aloa C---PATIA.L P$ESSU3NE CF RI A4 R114 IN SUPERE4ATEO REGION

014q PP4MrAHMOLFCCONC)*Ph

0l1S PP2aPpMI * PP4m

a315 PP4sUAmOLF(CONC)*PLO

0152 PpaLqP.O * PP4I

0153 C

3154 C ----. WRu OF COPIRESS3ON

als5 E£2 awI2CTlPP2LPPPH)
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6156 El1BoatWT(1,PP4L,PP'2)

B157 etA *.75

6156 C

a1S4 C ---. CP3 OF LIQUIDS

b16O CPG3s3a324 * ,0646bCTELZITeL0)/2

alb1 CPG"S3.324 * .ao0a4CTETM*TE"0)/2.

9162 CPwAe4.t9

0163 C

0104 C.----UJA VUES

0165 ACO *FACaACH

6166 AUS *(I."FAC)*ACH

6167 uCO *1,

3168 oUS *e,2

0169 uEV t1,1

9173 UACOuUCO*ACO

3171 UAOS0UOS*AOS

0i72 UAEh$UEv*AEN

0173 AXEIFAX*xxI

317t ASXC(ltFAX)*AXt

0175 UMX.l,2

0176 USXia

6177 UAEXUnxI*AEX

3176 Uh3XoUSX*ASX

a179 uAEL.jEYVAEL

3180 UACLsUCO*ACL

aaii UAXd.umx*exa

0182 C

8183 CC COMPUTING nESIOUALS

3184 C

3a85 C..o--FI&CTIUN OF r.O, PhASE AT 3,7,8,9,10

0186 R(1) *-CUNC * FRL7*XL? * (l.rFLs?)*XV
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0187 C

0188 't(2) .. CUNC * FRL8.XL8 * (tl,fRLB)*XV4

ias8 c

019qa (3) a-CONC * FPL9*XL9 * (fleeFR9)*XV9

0191 c

0192 Rt4) **CONC + PFIGaXLIO * (l.-FrIe)*XVi9

0193 C

0194 R(5) *-CUNC * FRL3*XL3 * (1.-fRL3)*XVJ

0195 C

0196 C- .--.ENTMAPieS AT 3,7,,89,Id

0197 R(6) .*M7 * RLr7*HL7 * (tl.FRL7)*HV7

3198 C

0199 R(73 *-H8 * FrLBNL8L * (l.*FRLBS)*V8

8200 C

a201 W(8) .*-rm * FQL9tIL9 * (1.*rRL9)*HV9

aZ02 C

0203 R9a) *-Ha * Bt10*MLl0 * I,.FRlO)*MViO

0204 C

a2as a(Ia)0-"3 * FRL3*sH3 * (1 .- FRL3)*MV3

2a06 C

3207 C----- ENTM^ALPI3 AT 4,,b

0208 R(ll).nH5 * coNC*HIll4(T53 * (l.-CONC)*Nlzw(T5)

0209 C

0210 R(12a.omb * CONC*H14L(T(>) * (l.-CONCl*Ml2LCT6)

a011 C

0212 (13)s-Nm4 + C3NC*r114LT41 * (1.CONC)lAl2L(T4)

8213 C

3214 c- .--- e Ar EXC^ANER EQUATiON3

o215 R(14Oma.CLT * UACL*((T3"TCLO)*(Ta4TCLI))/

0216 ALtUGC(T3-TCLU)/(T4a-TCLI)

a217 C
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8218 Rt(15).QCTT*(TCnO.TCMP)/C(TCMOeCMI) * uAOst(CT2.TCMO)e

8219 * (T2PetCHP))/ALOtCCTI(TCMH)/iCT2PTCMP))

0220 C

e023 R(tb)-QCTT*C(TCMPeTCMH)/(?TCMOTCHI) * UACOCC?(2P.TCHP)-

0222 * CT3oTCHZ))IAt.06(tT2P-TCHP)(CT3-TCMX))

0223 C

0224 RC(lt)-QOLT * UAL* CCT( .TeTS)-CTELO.T7))

0225 * ALOG((TELI.T8)/CTELO.T?)J

0226 C

a227 R(t6jQEoHT * UAEn*C((CTEC.Tl1-(TEMO-?9))/

0228 * ALOG((CTEMI-T18)/C(TEMHO ))

0229 C

2380 w(19X]WN*(Mln.Hlo*C(TT4P)/CT4eS5) * UA3X*((T4TIl)¢(T4PwT1P))/

a031 ALGC((T4-TI)/(T4PmTtP))

0232 C

8233 R(t20)u(T4P.TP) * (T3SoTl)JexPCUAEXtCCT4PTlP)-(?Ts*Tl))*

0234 * (?4.T5)/(CW.C(.ttoe)(T4P5T3)))

0233 C

0236 aC2tl)-(TrsT9) *

0237 * CTbTS)*exPCUAX2*(Ct5-Tq).CT6bTa))/CW*(RHq-n )))

023a C

0234 C.---$3ATURATIUN CONOITION3

0240 Rt(2aaE.MOLPCCONC) * XCV1P

0241 C

0242 R(23ja.AMOLFCCONC) * XCL4

9243 C

0244 R(24}ciAMOLF(CObC) * XCV2P

0245 C

024* C---- HeAT BALANCES

a2a4 R(a)s-aQELT * !(H6z-Mn )

0240 C
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8249 R(26)*-$6 * M?

0250 C

a25s R(27)e-QCHT * *(Hn2-13)

8252 C

0253 R(289)-QCLT * t(CM3oM4)
8254 C

3255 R(2Z9-.QCLT * QCMT * P * oELT * QEhT

0256 C

825?1 Rc(30)-.(Ml.MI * (M4.")5

0258 C

0259 R(31).QLHNT + w*(MI"8Mq)

3260 C

02b1 R(32)mo.(hS-h) * CMq9-a)

8262 C

0263 C'---ooMISCELANEOUS

b264 R(33)Hm2 + CONCh43SH(PP4M9 T2) * (C..CONC)*23MH(PP2HT2)

0265 C

02bb R(34)"-P * w*(CONC*EIi4 * (l.-CONC)e*I2a/ETA
0267 C

a26d R(M35).-M * CONCM4St(CPP4L.Tl) * (l.-CONC)*m2SM(PP2L,Tl

0269 C

32738 (3J6),(M4.M5)*(T4.T4P)/(CT4T5) *

4271 * (Ht * CONC*Hll4V(TIP) * (t.-CONC)*hMl2(TlP))

0272 C

3273 R(37).QC"aCMTTCHOeTCHP)/CTCHO-TCHI) *

8274 * w*(I2-CONCM14V(T2),.(l,eCONC)*H212V(T2P))

8275 C

0276b (38)-oQLT * WGEL*CPGL¢(TeLLZ-TLO)

3277 C

3278 (39)«.QEMT +* GCE"CPGMH(TTMIZTeHO)

0279 C
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08se0 (C4a0).$PX * (tt * TIP)

9281 C
02a2 RC4(13}QCiT * wCLT*CPWA*(TCLOTTCLI)

3283 C
9284 R(42Zj.QCnT * oCmT*CPwA(*tCCMO-TCM)

6285 C

2ab IRETURN

a027 ENO



-
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APPENDIX 2

Listing of the Program REFMIX5

followed by a Line by Line Explanation
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Jd0e P«UGf<AM EFMIx5(TAPei,QuTpur,TAPti>UuTPUT)

e302 C e*****e***e** ***.********t**.******.***o

o0a3 C

0aa4 C POG.AM TO SIMULATE AND OPTIMIZE A 2-EVAPORATORS, 2-CONOSENRS

3005 CC 2-nEAT EXACANGERS aeFRIGERfATON UNIT USING A NON AZEOTROPIC

90gb CCC mIxTURE UP REFRIGERANTS, PUR ExTEN3SVE OETAILS tFLOW OXAGRAM

0007 CCCC OtERVATION oF EOUATION3, OPTIPIZATION METWUO, ETC..,) REFER TO

ag00 CCC PF. LAUNAYV *IMPOVING THe EFFICIENCY OF REFRIGErATORS A'O nEAT

0009 CC PUMP3 BY U3SNG A NUN AZ^OTkOPIC MIXTURE OF wEF44eRANTS" (MASTERS

aaat c T$ESIS POuRT,U OF I,19e)

310t! C

0012 O1.ENSION v(a20,OEs(t42N,(42a2 ,po(4,E ,vCUk#((a),vo(taJ ,O((2J,

113 * *iAnEA(5C) .OAT(17) ,UATN(t7) CF(4,aa),SCC(l,42) VP(42),

a14 *· uJNITO(l7) ,uklTV(2a)

da1s CUMiON PAT

A1010 NyaPT

,AmHI TifNCE6,aa01

IrT*i&x .ti(Wt1 ITMAX *15

a .'2 I F OP a

tA322 IFPupo

'a023 IFPLuV

10u14 IUGTaO

4e0a AINCs.I

,'02 C

J28a CC kcA01iNG TrE TIA4L VALUES STORED IN TAPEI (IMEN RJNNING

329 CC U'4 CYer' "/LtO, TAPEl,0uTPuT)"

330o C

.30 31 qwS o 1
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a 032 fAo) (1,l1]

63J3 AtEAO (1,123 (COATN(I)UATC(IJ,UNlTO(IX]), ll7)

aa34 EA*u (l,1a)

3035 4EAO (I,11 (UEs(C),Vf(],UNIXT(I1iati,NVAt)

a33b C

0031 CC OPTImriZAION aY fMMSTrxcnNG OPTXMIZING FIRST THE CONCENTRATION

a038 CCC ALONUG TM CONITRAINT IF PUSSIBEL ANO TIEN OETENMINING THc
6039 CC OPTIMAL WEPAITITION OF AReA ALONG THE iRELArTE GRAOIENT AT CST CONC
3o40 C

oeal ItOPTue

-304a RSINT 19,ITOPT,(K,OATN(KlwAT(IK),UNITO(K),K<i",17l

3aa3 POINT l7,t.(IES(IV)X,ueulv NITV(I)lt42)

s04aa iJ2 CONTINUE

3e45 CALL SIMyiULCNVAltLCNCEIrMAX,V,DESHpoeS ,VCRPO,VOIFOP,IFPI,

aa4» 6 * F'· P,IPi9I

;'Oga It1 Cli;TiNUE

0g4m PEvP8v(42)

aeas C31149 C

J0sa C.----l' *LREAUY ON THE CUNJrTATNT SKIP 4ETU4N

s91 AUAOrt(2)OArT(3)+orAT()*orAT(5)OuAT(6)*V(37l

3'52 kEAv(!5 .a SA)/1,S

6053 IF CAdS(ERAJ * ,t6'd1 lP8,lt7,.07

5a4 li?7 CUoTINuE

J5oi C

1i56 CC CJMPUrtINb 4ELEV&.r SC3S TO GO BACK ON CNSTRT

3957 C

a'S5 C-----*seTTrNG Re S 6 P o' (MOO. ev GAUSSY) A^O INveiTING P0

aS9q CALL EQua(NVAR,v,R)

oebG CALL PAtOi0(NVA4,Ve,.POV0,0)

3Q bl CALL LINVIfFPONVA,. JVA, CFIOcTtA, iEAE, E)

O3.a C
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0063 L.----PEL RES,/DEL PAR, *t SENS. COEFF, OF PAEf (PARsCONC,,..,ACH)

Oeb o»v»,eal

aeb5 DO 20 KmT1,

00bE DAT(T)G(l, * DV)vDAT(K)

80b7 CALL LONS(NV*A,V,RD)

09b8 DO 30 JS37,42,5

O0h9 SC(.J32e.,

8078 DO 30 Il,NVAR

8071 SCt(,J)SSC(K,J) - fC(D(I)-R(I))/(DV*ODTt)K))*CF(J,I)

0072 30 CONTINUE

0073 UATtK)DOAT(K)/(l. * DV)

e074 20 CONTINUE

0075 C PINT 13, (OES(J), (DTN(K]) ,SC(,J),K1,8) J"37,42,5)

e0r76 C

0a77 C----DETERMINNlG TME AMPLITUDE OF FASTEST MOVE TO CNSTRI

3076 SS(d,

0079 Uu 50 Ks2,b

0060 SC(K,37t)SC(,37) * 1.

008tI SnSM * SC(K,37)*SC(K,37)

e002 5S CUNTINUE

e003 ALtD0(1.5 - (UTt2)+DOAT(3)+DAT(4)+DAT(5)+OT(T6)*V(37)))/5S

008 DO 60 Kb2,b

05es D1ATK)OA&T(K) * ALBD*SC(K,37)

8066 be CONTINUE

0087 PRINT b1,(DATN(),DOA*T(K) ,Kb)

0088 CALL SECONOCT0)

8o06 CALL SIMUL(NVARTLRNCE,IT4X,V,ODES,kPOVCORKVORO,IFOPIFPI,

009a * IFPPeIFPL)

0091 CALL SECUNO(TI)

0092 ITtkv(T1l T0)/,06

0093 PKSv(42)
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1094 SA«oAr(2a)*AT(3)*OATItil*OArT()*OATrC)*v37)

9q5S PqUNT IS,P9,SA,ITER

4096 C

a097 C ----- 1 POSSIeLE UPTI.IZING CONC ALONG THE CONSTMAINT

aa9d iea CUNTINUE

0099 iF CAS3(SCCl,42)).,J1) Ia5,Ib,leb
a100 l0b CONTINUE

3101 UAT(I).OAT(I) * SC(l,42),s

ai0a cGO TO a10

ala33 10 coNTINue

atte ITUPTuITOPT * I

alS15 C

lb0 CC CUMtPUTING RnLATIVE SC'S ro MIN P TGT TO CNSTrT

0137 C

ai38 C----- .6STTINm RS3 & PO'S (MOO. Sr GAUs33) ANO INVENTING P0

3lJ9 CALL EUNS(NVAR,V,k)

ail0 CALL PAROIF(NVAiVtiPOVORU)

3111 CALL LlNVlF(PO,MVAO,NVARCFIOcTOKAReA,.ER)

011a C

0113 C ---- ui.L S,/OEL PAR , ex 3ENS. COEPF, OF PAE4 (PARtCONC...,,ACM)

115 O0 Ij 1Kleb

11tb UAr(K)(lt, * OV)*OAT(A)

3117 CALL EQNS(NVAf,V,RO)

0all 00 31 J'3T,4a2,

6119 SC(K,J).0,

312Z 00 31 ll,Nv4AR

A121 SC(#,JlaSC((,J) - f(RO(I)-e(I))/t(U*OAT(K))»*CF(J,I]

3112 31 CONTINuE

als3 OAT(K)OAT()/(tl. * )v)

1a24 21 CONTINUE
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0125 PRINT 13 (DES(J),(DNATN(K),SCt(,
J ) K Ulb)uJ«37,42,5)

0126 C

8127 C---.--CMP, lHt REL. GROT, TME SLOPE *NU THE MAn. VALUE OF LAMbOA

0129 bv*e.

812493<»e>,

130 UG 401 K62,b

8131 AYvAV * SC(K,42)*(SC(E,37) * 1.)

0132 SMSH * (SC(K,37) * 1.)

l.33 41 CONTINUE

0134o AVAV/SM

0135 ALb.e .

0136 DPDLmO.

0137 00 51 Ks2#b

0138 DPOLsOPDL + SCK,42)*(SC(K,42) * AV)

0139 SC(K,42)SCCK^,4?) * AV

0140 ALSDO"MAXICALBDABS(SSC(K423)/DATt(K))

letl 51 CONTINUE

0142 DPDLl30,*tOPOL

081a PRINT 9,DPOL,(OATN(K),SC(K,42),K52,b)

01444 C

0145 C-----TWYIN SUCCESSIVE VALUES OF LAMBDA (UNIVARIANT SEANCH)

0146 ALaUSIGN(AINC/&LBDOPDL)

0147 ISCNHo

0148 103 CONTINUE

0149 ISCHMiSCH * I

Z150 IF (ISCN,EQI"MM) GO TU 65

151 00 b2 IvI,NVAw

0152 VP(l)mV(I)

0153 b2 CONTINUE

0154 UO b1 K2,.b

8155 DAT(K)BOATI() - SC(K,-42)*ALBO
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X15b bl CONTINUE

0157 CALL SECONOCTT)

0156 CALL SIMUL(NVARtTLRhCEt,,I1AXVoDSR,PoVCOeRvCRODPIF
O pIFPI,

0159 . IFPP,IFPL)

albe CALL SECUNUtTI)

lbl lTtR(Tl * TO)/.08

0162 ALBOAALBD*ISCH

0163 PRINT 18,ALBDA

b164 PpWV(42)

0165 SAsUAT(2)+DAT(3)*OATf4)*UTCS)CAiTtb)*V(371

1Obb PRIhT 15,Pw.SA,IER

01bT If(V(42) . VP(4Z)) 103,1o4l,10

e0b8 10' CUNTINUE

eib9 UU b3 IwI,NVAR

0170 V(cI)VPcI)

0171 63 CONTINUE

0172 CO 64 e92,b

0173 UAT(K)IOAT(K) * SCK,42)*AL8D

174 b64 CONTINUE

0115 65 CONTINUE

017b UELPOV(42) * PRIVP

0177 PNeVPSVC42)

0178 PRINT l1,ITOPT,(K,DATN(K),DATCK),UNITO(K),Ksl17)

0179 PRINT ITI ,DES(I),VCI),UNITV(I),IX,42)

018a C

0181 Ct----ITEHATIN6 IF NOT AT OPTIMUM (AND ITOPT ,L,. NUPT)

1e82 I((CITOPT.LE,NUPT),ANOU,(OEI.PLT.B)) GO TO 101

0183 GO TO 100

0184 C

0185 CC ENO OF OPTIMIZATION COMPUTING ALL SC'S AT OPTIMUM

0186 C
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0187 C-----ESEtTITNI R'S & PDOS (MOO. BY GAUSSY) AND INVERTINf PO

0188 CALL tQNS(CNVR,V,R)

0109 CALL PAWOIP CNVAR,V,R,PO,V,RD)

0190 LALL LINVIFCPOUNVARtNVAWCFIUGT,WAREA,IER)

0191 C

0192 C----.PAkTIAL RESIDUALS/PARTIAL PARAMETERS AND SENSITIVITY COEFF.

0193 DVOB.0e1

01a4 uu 22 KI,17

0195 DAT(t)u(l . * DV)*DAT(K)

0196 CALL EQNSCNVA.rV.RO)

0197 DU 32 Jl1,NVAR

0198 SC(KJ),a.

a199 00 32 Isl,4VA

0200 SC(K,J)oSCCKJ) * ((DO(I)R(Il))/(OV*OATC(K)).CF(Jl)

0201 32 CONTINUE

0202 OAT(K)uOAT(K)/(l. * OV)

0203 22 CONTINUE

0204 PRINT 14,(bATN(K),(DES(J),SC(KJ),J"la2),K"1,17)

0205 C

02b6 lo0 CONTINUE

0207 TOP

0208 9 fURMAT(///,l0x,"SL0PE ALONG TOE RELATIVE GRAOIENT *",F8.2,

0209 //,l0X,"RELATIVE GIAOIENT i;",,5(30X,A,3x,P7,5,/T,//)

0210 10 FURMAT (/)

0211 11 FORMAT (9XA4,3XF21,5,3X,A5)

0212 12 FORMAT(20X,Aa43XFS,4,3X,A5)

0213 13 FUNMAT(///,2(10sX,"ARIATION OF ",A4,* PER UNIT VARIATION OF",

a2a ·* /,b(20X,A4a,Sx,F1.5,/),// /))

0215 14 FURMAT(5C/),17(t5X,VARIATIUN OF TME UNKNOWNS FUR A UNIT ",

0216 · "VAIATION OF *,A4,///,42(15X,A4,3X,FIIe,5/),5(/)))

0217 15 FOWMAT(a40X,"s P · ",F&,5," & SA ",FB.5, 1" (ITE · " ,I2" )",
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08~218 ~· ,gS"0381 * of / xw5CS-"),/)

0219 lb FURO T(///,b(t20X,4" * "8,FB,//))

Ua20 IT FORMAT(a42(lX " v c(*'I2") * ",f," a ",F21,5,3XA5/)/)

0221 18 FOnMAT(//,l0X,"l."AMBA "',Fll,5)

022Z 19 FuRM"TTl~Uo/),wl",X ,OPTIMIZATION NUMneR"',Z,/,5X,2 3 ("t'),

0a23 * /,l7t1eX,"UlTC'."l2t) · ",*A," * ,^F6a.a.3XA5,/)t

0223 erc
»~~~024 EE
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Line Numbers Explanation

12-26 Definition of arrays and option controlling variables.

V, DES, R, PD, VCORR, VD, RD, NVAR, TLRNCE, ITMAX are

defined in Ref. 2. The units of the variables are

stored in UNITV, IFDP, IFPI, IFPP and IFPL are new

arguments of SIMUL. IFDP allows to damp the

iterations by [1 + (IFDP - 1)/(ITER)2], ITER being

defined in Ref. 2 (for instance if IFDP = 10, the

first iteration is damped by 10, i.e. the initial V's

are corrected by the VCORR's divided by 10, the

second iteration is damped by 3.25, the third by 2,

etc...) If IFDP - 0 there is no damping. If IFPI =

1 the detail of the iterations is printed (same as in

the previous version of SYSSIM: i.e. the result of

each iteration and the current value of the residuals

are printed). If IFPI - 0 there is no detailed

printing of iterations. If IFPP 1. the non-zero

values of PD are printed, if this is not desired let
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IFPP - 0. If a printout of the last iteration only

is desired let IFPL - 1, and IFPL - 0 otherwise. The

modified form of SYSSIM called SYSSIM1 is stored in

compiled form. (Before running REFMIX5 on CYBER:

"/GET, SYSSIM1/ID - 489284904" and then "/$LIBRARY,

SYSSIM1").

WKAREA and IDGT are arguments of LINV1F, the

routine that inverts PD. LINV1F is an already

compiled routine stored in IMSL (International

Mathematical and Statistical Library). (On CYBER

after having put SYSSIM1 in library type:

"GRAB,IMSL". The screen should answer "GLOBAL

LIBRARY SET IS SYSSIM1, ISML").

AINC is the increment of the exhaustive search

along the relative gradient. AINC = 0.1 changes the

most varying parameter of 10% at a time. IMSH the

maximum number of incrementations. so if AINC - 0.1

and IMSR - 8 the maximum change of a parameter is

70%, preventing any area to become negative.

CF (stands for CoFactor matrix) is the inverse

of PD and SC is the matrix of the sensitivity

coefficients, NOPT is the maximum number of area

optimizations.

The parameters, their names and their units are

stored in DAT, DATN and UNITD respectively.

31-35 Reading the trial values stored in TAPE1.
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The parameters, their names and units and the

variables, their designations and their units are

read from a file named TAPE1. The format of TAPE1

can be figured out from the format statements line

210,211,212 and knowing that the first parameter must

be defined on line 3 of TAPE 1 and the first variable

should appear on line 22.

41 Initialization of the number of optimizations of the

distribution of area.

42-43 Printing the starting point.

44 Label 102 defines the beginning of the loop of

concentration optimization.

45-46 Computing the variables V given the parameters DAT by

Newton-Raphson iteration starting from the current

array V.

47 Label 101 defines the beginning of the loop of area

optimization.

48 PREVP is the power computed by the previous area

optimization (to stop if there is no improvement).

51-54 If already on the constraint skip return.
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SA is the sum of the heat exchange areas. ERA

is the relative distance from the constraint (SA

1.5 m2 ). If ERA < 0.1% the return to the constraint

(between lines 59 and 95) is skipped.

59-61 Resetting the arrays R and PD and inverting PD.

At the end of the Newton-Raphson iteration,

Gaussy triangularies PD and modifies R and they must

be reset. The inverse of PD computed by LINV1F is

stored in CF.

64-75 Computing the partials of the residuals with respect

to cone, Ael, Axl, Ax2, Ael, Ach to compute the

sensitivity coefficients of P and Aeh, according to

Sec. 5.1.

The parameters to be optimized are DAT(K) -

1,...6 and the interesting functions are Ach and P

(V(37) and V(42)). The parameters are reset to their

former values after being incremented of 0.1% to
3R i

compute numerically The results can be printed
aDk

if desired by removing the C.

78-83 Determining the amplitude of the fastest move to the

constraint.

1 + SC(K,37) (K = 2,...6) represents the bi's

and ALBD is the A of Sec. 5.2. The concentration is

held constant.
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84-87 Computing the new areas after the move of

amplitude X along the gradient and printing them.

88-95 Computing the resulting power PW and SA.

The new distribution of area should of course

give a total heat exchange area close to 1.5. The

number of Newton-Raphson iterations required to reach

the solution is computed by dividing the time T1 - TO

required by SIMUL to carry out the simultion by the

approximate time required for 1 iteration (ITER

computed this way is a pessimistic value so if ITER

is less than ITMAX one is sure that the Newton-

Raphson iteration has converged). A much better way

to do this would of course be to modify SIMUL again

so that ITER is an output variable. The values of

PW,SA and ITER are printed.

98 Label 108 defines the end of the move to the

constraint (if this move is not necessary this label

is reached immediately after the test of line 53).

99-103 If possible optimizing conc along the constraint.

If aP is more than 0.01, the power is improved by
3 conc

a change of concentration (followed by a return on

the constraint if necessary).
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104 Incrementing the number of area optimization.

109-125 Computing the sensitivity coefficients of P and Ach

with respect to cone, Acl, Axl, Ax2, Acl, Ach

(exactly identical to the section between lines 59

and 75).

128-143 Computing the relative gradient, the slope and the

maximum value of X.

AV is the average defined in Sec. 5.3, DPDL

aP
is - x 100. ALBD, corresponding to X , is computed

by determining first the maximum - to find the area

that changes the most. The concentration is held

constant. The slope and the relative gradient are

printed.

146 ALBD is set such that the most varying area changes

of 100 x AINC% of its initial value at each

incrementation.

147 Initialization of the number of incrementation of the

exhaustive search long the relative gradient.

148-179 Trying successive values of X .

If the maximum number of incrementations is

reached the most varying area has changed 70% of its
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initial value and the program jumps to label 65 (line

175) pointing the end of the search. The result of

the previous incrementation is stored in the array VP

in case the new incrementation gives a greater

power. After the new areas are computed the values

of ITER, X, PW and SA are computed and printed. If

the incrementation gives a better power the program

jumps to label 103 (line 168) and proceeds to make

another incrementation, if not the parameters and

variables return to their former values and the

univariant search is over. The global improvement of

power during the search, DELP, is computed to decide

if another one is justified. The values of the

parameters and the variables are printed.

182 If the number of area optimizations is less than NOPT

and if the current one has improved the power the

program jumps to label 101 (line 49) and after a

return on the constraint (and perhaps an optimization

of cone) another attempt to improve the distribution

of area if made. If not, the optimization is over.

183 If the values of all the sensitivity coefficients at

the optimum are wanted put a C at the beginning of

the line.
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188-204 Computing and printing all sensitivity coefficients

at the optimum (exactly identical to lines 59 and 75

and 109 to 125 except that K goes from 1 to 17 and J

from 1 to 42).

208-223 Format statements.



I
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APPENDIX 3

Sample Optimization
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OPTIMIZATION NUMBER a (STARTING POINT)
** *aa«***-***«*************a****»*********

OAT( 1) a CONC * 3996
OAT 2I a AEL a 3463 M**2
UATe 3) Ax . .1273 M**a
OAT( a Ax * 779 M**
OAT 53 AC .3818 m**3
OAT 6 I r .4321 M**a
OAT 7 *GEL * 0b00 KG/S
OAT 8 * GE * ,a0300 KG/S
UAT 9· CLT a ,a1J KG/S
QATi *· 4 CMHT *· .t10 KG/S
UAII.) * ELT a 2a.ad KW
OAT(1 a aEmT i, ad KW
OATL3 a TCI a a * 2 a0j O&E C
UAT (14 * TCEL! * 5.Qaa oj6 c
OAT 15) *l. I 3 uc6 C
OATCi b TEM I .la. ao oeG c
OATitl] SPhX a 5.a0 OEG C

V( l) *u W ,3a667 KG/S
V 2i a PMHI 582a7taa5 KPA

3 PPLO * d.1J342 KPA
V( a rl *13f,1361 OEG C

V5 T IP 8, 8301 oeC C

V 7 5 a2 3 7 b 5 DE8 C
v 8) T3 32.62dd OEG C
V 9j' T4 * 2s,49a73 OEG C
v 1) T* P 24,75 1b8 OEG C

t1I TS * 21.17711 OEG C
V( Ist 9 7-a7 4a29 OEG C
v I4 * ra «* 4.19799 O°j C
V1·5) Tq9 - 24.2422 G C
v l * T1e a 21,357b3 OEG C
V 17 H hl a 3410a4537 KJ/KG
V l4) * * a* 385:.2148 KJ/KG
v l4) · hj 28d.4721 KJ/IK(
v J) a ha a 228.s5735 KJ/KG
v 2i1 h5 a Ia.5474i KJ/KI
v ai2 * ", a 177,894ad KJ/KG
V·a) 2 I I7 7.8 443 K'j/KG
V 24 · * 2 2,87934 KJ/KG
V a5 I ' a255.53235 K-.J/K
4 2 3 a a 2aq3.J2542 KJ/KG
V(27) F !L7 . ,97183

284 · FL6 ,527Ab
V C ) 9 F Ld a *57
v 32!) a lN .a 751
V(31) * F*L3 *57d4a
v 3) P F A C ,'597
VC33) FAX * .97248
V3) * CLT* 1.58710 K4
V(35 a rC Ta 2,1382 KA

(3d) a TChP a 29$dsV> E0G C
V 37) 2 ACH a *1l319b r**2
v( ) TLU - 3 25.s3Id5 OEG C
V 39) * TE U aRa. a3244l1 G rf C
v (4) a TCLU Z8,78784 DEG C
V C4) a TCHO 31.2d00 OtG C
v (i * 1, s1889m
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ORIVING TO THE CONSTlAIKT C SUM or AREAS * 1,5 HM*2)

CONC ,3q99

ACX * 784* ·C 3823
ACH 4326

*· P * 1.1884 & S * tS0ed CITER * 2 )

OPTIMIZING THE CONCENTRATION ALONG THE CONSTRAINT

CONC .4874
4EL a .3434
&x 1.t53

ACL 3797
ACH 43(0

*> P 1,177t99 A4 S * 1.50o31 (ITEQ * 2

CONC : 55aE
A L ; 3413
All : lS3Q

ACL * :3763
ACH ,428b

*> * .1,1269' SA 1,500d (ITER a 2)
U*** Cee~me - een...C. .me ........... f -,

CONC 5 9S59
aEL 3403

ACL 377?
ACM ,*479

* P · t11t9?b & A . 1.50001 (ITER * 2)
4eoeneefl.. e.ne.e .e..e e.. ............. lee.e

CONeC * .ba
AEL * 340
AIx a 1230
AX2 0734
AC · 03773
ACM * 427b

*' P * 1,16812 i SA 1.5s0a0 (ITER * 2 )

CONC * .979
AEL * ,34aa
AX1 : :i3
AX3 a 737
ACL * .3776
ACH a ,G279

*> P a 1.16623 & SA a 1,50000 (ITE9 · 2
E eoNCN N s oprnO... .... ( Ce.e .. -_ _ .e_ eaiC

T)E CONCENTNATION 13 OPrTIuM (C2ITERION I (O P)ICO CONC) e01)
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UPTIIZING THE KEPsTlION UF ANEA AT CONSTANT CONCENTRATION
***.*<***g*****O ..*s*.******U*** g*****.-**O*******.******-

VARIATION 'O AEM PeR UNIT VARIATION OF
CUNC : e08m7a
A£I. .47993
A i X <5l

ACL ab,00
ACH Naga?

VARIATION UF P PER UNIT VARIATION OF
CONC a.8 ati

AX2 *, ia9
ACL 22956
ACH - ;31 7

sLOPe ALONC TME ReLArIVE 5(4AUENr ·* X,78

4ELATILV GWAOiENT
AEL . ,3358
AX~ ,t599q
ACL :,2469a
ACH . elbI

Gi3aAL PAdALLELISM * 7,

*) P 1.1,S23 S SA 1,4q9998 (T
LANA . .31 ^.... __..................... _ .A_ _ ......... _

LAmOU , ,a372 * * .. 8649 » SA * 1.,3a03 (ITE; *

i·mlmP I· mm~~mmmQmm mmmm 
m m m m m m m m m m

3
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LAMOA !* i 3 3 b43 p se * i. it CI
wI P * alaSSa a S 9 A a a.0t7 Xaa R * 4l ]

LAMaO* .i5sas . P · i.is1ip , SA , 1.50040 CITER a 4
a * a . .a.f- a--. .- ... aa.... -,._,

LAMdUA * .194a0 P 1,14898 S o a 1,500b7 (ITER * a )

.............. e..........a................

L^^o° r ,2287 1asaa · a
LAMBOA * 1.104b3 * a S* 1,50087 (ITER * 4. )

LAmnOOA .aTZ%6
i2 P 1.1450a 3 SA 1.e500G 9 (ITER * 4 )
i....... ....................... ............
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OPriTizzArON NUMBeR I

OAT 1) * CONC a 99
OAT 2a A. L 39 »**2
OAT 3 * AX Obi5 Mt*a
oAT( 4 * a 322 "**2
DAT 5 a ACL :343 a'*2
iJt b} *ACX c 3i9 ^**

oAT1 d WGa * ,03a0 KG/3

OAT l. * WCT I ,K a aO#J

oATr(2 d * EEHTr a t a,00 TK

OAT(I1 a TCLI as ada OEG C
OAT1S * T Li *t3 e0 oe C
OT 11o TEI * 5a.aa0 OEG CAr 7j * PX * · aa a- OEC C

V( 1) · · 3799 KG/S
V( 2a1 a I * 46,95875 KPA
VI 3) a PL 5a4 bb0821 KP

T( 4a) r Tl3a238d1 0£S C
V 5)* TIPa * .·23d88b OEG C
v( t * TI * a adab2 oeG C

rJ Ta .31,eo90 ODEG C
V A ) T3 a 33 18293 OEG c
v 9) T 28 d46ba OEG C
f lCl *T4 ,p 24,S9A31 OEG C
V(ll) Ts .17, 709 OEG C
Vl *b T .23,53133 OEG C

V(14) TS *a22,2b?73 OEG C
V 15 T* r .2237822 OEG C
V 1(tS T10i q7,9s7dq OEG C
v 7) Ha M 335,424q3 KJ/KG
V 18*) 2 * M376,3305b KJ/KG
V 19) S h3 284 794208 KJ/4
J 20) * 4 228a396 KJ/KG
V 2t *"5 183 174e9aq KJ/KG

V , 180Ha q9922 KJ/KG
I i · aridqq9222 KJ/K<

V 24r ·* a 252:.45bd KJ/KG
V 25 *9 * R55.25153 KJ/KG
V 2% * HI~ m z97e9q9s5 KJ/KG
vC37) FRLI a95311V(27) · F-L7 · .958tt

v(2q) · FL9 · .50250
V 3) F*10 * ,27327
V( 31) F F9L3 59425
V(32) FAC aa95
V(33) FAX 95117
I(34a· * CLTr a 1.58a9g A*
V (35)· T C 2,5h2ll i
V(3t T rcP 33 Ia5b OEG C
V ( 7) AEM a, d a * *2a
V 381 TeLO · -25 31585 OEG C
V 39) T*hu a *,24241 ODEG C
v .i * TCL~Jad 77787 oEG C
v ·l TCMU · 31 11483 OEG C
I 42 * P 1 I45d2 Kw
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tM REtURN TO THE CONSTRAINT S1 SAIPPEO ((tSA*1.5)l11 4,3«. .

OPTtMIZINC TiE fEPAiTION OP AREA AT CONSTANT CONCE4TRATIO0
******n****************-**w-******-***********««*<r****t**

VARIATION OF AEg PEM UNIT VAwIATION OF

AtCL * SlS7bo
AXI » 33*.i3
AX, 2$61t 38
ACL I 321

VARIATION Ur P PER UNIT VARIATION OP

CLL 0* 209

AC2 - S1692

SLOPE ALONG THE RELATiVE GRAOIEN? · 1,72

RELATIVE GAOIENT I
AE. .. 09823
AXI ;134(96

ACI. .;a0<»il
ACM * 4a

GLOdAL PARALLEI3M * 13,

LA$4OA * ,aa
d*> P * I,44s9 S 3A * 1.50043 (ITER * 4 1

LAMOUA * a aqta
a i.iaas9 i SA a 1.59019 (ITER · a )

LAMOOAa · ,1351
·* P · 1.145iS & SA * I.49988 (iTER · a )
,,.*e*,e,. 0* c.n........... _._ .... _ fl ---- ef e



104

OPTIMIZATION NUMBER 2
***a**««****«*.**a *t*,

OAT 1 * CONC ,b979
OAT *EL a ,427 M**a
OAT 3 AX , 73 nMa
OAT 4 a AX a ,a07 M**2
OAT 5 · ACL * ,385b M**a
OAT · ACH , 4323 M**2
OAT 7 wGEL · 06a KsG/S
UAT( wGE ·a 330 KG/S
OAT 9 w CLT .l id KG/S
OATI ) a WCMT ,1000 KGiS
UAT IN a UELT a 2aaa KW
OAT a UENT a Jaaeo KW
OAT · TCL * · s.a0 OEG C
OATr 4 TCH * 2,0 a OEG C
OAT 5I TE£ t -i .a8 DEG C
°*I §^ *

r e
rt *.a.aaaa oeG cO1f7jj1 a rE-4 1 a.:j0 6ei DEG C

UA l a * PHX a SEid . ga00 G C

V( t1 w a .a2799 KG/S
V ) a PI a* 42b,795's KPA
v 3 PLO 54 .bb542 KPA
V 4 * Tl a 3,36b, 6 DEG
V 5 TI a .*j3,a34b OEG C
V 7 t i3,537ia oec Cv a *2P a 5.127 OEG C

V~ 1 4P 2 P4,58345 OEG C
V lI * TOs.. * 53198 OEC C

:v * t .2717 7700e OEG C
V(14t Ta *22.1a7<7 oEG C
v t5 ·T9 -*21,.t452 OEG C
V tjtI * Tia- * a:92a OEG C

(t7 "1 335:42b2B O/KGCV(l7) · MI33· ]3.4~2b[ J/KS
v 1) IV H2 *37b«3Rbl7 Kj/KSG
V1q) KS3 284a.7sq9b KJ/K6
v( 20 M4 229 22b3d KJ/CK
v 21 * a5 1*8 5,sa227 KJ/KG
v 2 Mg 4 taa ia7j7 KJ/KG
V 23 t87 61707 KJ/KG
V 4 * 53. 9366 KJ/KG

v (2) 9 Fit7 292* 51V21) a Fr a 9.5131
V 28) * Fmed 9 ,351
V(293 * FFL9 *9 4l97
V(30) · F10 a ,2589b
V(31 · FLJ * .59414
V 32) * FAC .6470B
v 33 * FAx 9129
V 34 · QCLT 1,83a0 K
v(35) WChT · .Sht9 K9
V(3h) a TCHP 30,lat OEG C
V(37 a AE .19453 M**2
Y38a TELO a25.3155 OEG C
V 39 * TEm * -2,2441 OEG C
V(4) TCLO 38a.773s oec C
v( a TCkHU 31.113ta 0£ C
V(2) · P 1* l144g9 K
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nRIVING TO THM CONSTRAINT ( SUM OF AnEAS * 1,5 Mw*a

CONC · b864

A*C 4311

*G P * I.1 4492 i 5 * ! i.4997 (ITER 2 )

UPTIMIZING THE EPARTITION OF AREA AT CONSTANT CONCENTRATION

VA4rATIUN OF AEn PER UNIT VARIATION OF
CONC * A1 bb
AEL 53TW 6
AXl * 33533
*xe ,q VI(A
AC a1361
ACM ai3B7

VARIA4TON OF P PeR UNIT vAARATION OF
CUNC aas.0
AfEL *284
lI .,:14415.

ACL *2 t?52
- CH a ',Z93516

SLOPE ALONG TNE WELATIVE GRIUIENT · .,3

QELAATlVE GnWAUO T I

AEL2 *,asj5
ACL. , ia 1a
AC" 0.31aa

GL3AsL PARALLlI3H · 15,
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L4AdOi · -.,a631

· P * 1.14441 a SA a 1,501a3 (ITER a 4 )

w...... e........ a.....e.. n.......

LAMUOA * -,18942
*· P ·* I.4441 & SA a* 1.50a3 (iTER 3 a )

LAMdUA -. 2529b
*> P · 1,14448 & SA a 1,50528 (ITER * a )

eanee. eeee. e .. e............. n.. e....ee....e
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OPTIMIZATZON NUMHE 3
g**g*..*.,.--*o,*******

OATL 11 I) CUNC a ba4b

oATi 2) a AEL 40a8 M*.a
OAT( 3) AX a7

43 "M *
UATI 4) a Ax A llaaS M.a
OAT( ) a ACL 3a895 m*

AT 6) a ACnM .a 438a ~ a
AT7 a w]GEL a ? a 0 KG/S

OA t * wGt E aa 3a00 G/S
OAT A * CL' a */
OAT I I C .3 a I IMM
OAT a 3E S 2a (A A T
OAT tZ) a UE) t I J,0w9a a"
OAT(13) a TCLI 25, 8a OEG C
OAT 1i) TCHI * 2lCoia UOG C
OAT 1i TEL -*5 aa'a OEi C
OAT I) TEtr *:oi aja oEG C
OAT( · SPX · 5 0aeia 0UG C

Vt a w a ,02784 KG83
Vt 2) a PHI .432.7414' PA
V 3) · PLO ·a 5.741 S KPA
V a) :I 37 aS3.. BIG
v 51 TP " 8l*j Oe c
V9 bi a T t1,6784 OEG C
v 7} Tap s 7,5898aq OEG C

V 5 TS 7SB33979 O EG C

v 19 ' a * 2»aa4»3 0£a C

;9,86770 0EG c
u( 15 · - :tgeS0773 OEG C

14; T* a22,7346 ODG C
vcIs tq 22,153? 0 c
V lb Ti a .997907 EG C

i a a33a5S4 J/KG

V 23 ) 1 F81t ab 9 6 J/v 24 a53,35534 J/KG

J 27 FrtL F :
9 9
5

4

v aa, *.a *5153I
v 9 rWL9 50424
Va 0 fin *S 17z

53

a FA3 a, 145a
V 3 A FA a ,433i3
vi}ia QCLT 56326 KW
v3 CMTI ass58115 KW

V 3b TCMP 3* i23s5 OEG C

v ial Ti-J a S:85 62 G
v a39 TEmO * 20 24241 OEG C
v«a) TCLOa 26:73aa o c
V 4i TCO * 3l.l62a7 UOt CC
V42a P 1.14441 KW
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