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Abstract—We have constructed a prototype, rapid-deployment 
portal monitor that uses visible-light and gamma-ray imaging to 
allow simultaneous monitoring of multiple lanes of traffic from 
the side of a roadway. Our Roadside Tracker uses automated 
target acquisition and tracking (TAT) software to identify and 
track vehicles in visible light images. The field of view of the visi-
ble camera overlaps with and is calibrated to that of a one-
dimensional gamma-ray imager. The TAT code passes informa-
tion on when vehicles enter and exit the system field of view and 
when they cross gamma-ray pixel boundaries. Based on this in-
formation, the gamma-ray imager “harvests” the gamma-ray 
data specific to each vehicle, integrating its radiation signature 
for the entire time that it is in the field of view. In this fashion we 
are able to generate vehicle-specific radiation signatures and 
avoid source confusion problems that plague nonimaging ap-
proaches to the same problem. 

Index Terms—radiation portal monitor, coded-aperture 
imager, gamma-ray detectors, gamma-ray imagers, nuclear im-
aging

I. INTRODUCTION

ITH heightened concerns over the smuggling of fissile 
material, the use of radiation sensors as portal monitors 

is increasing. Of particular interest are larger systems that can 
be rapidly deployed to different locations and that can detect 
significant quantities of fissile material that might be present 
in vehicular traffic. An ideal system should have the following 
properties:  

a high probability of detection, 
a low false-alarm rate, 
minimized disruption of traffic, 
threat linkage to an individual vehicle, 
threat (isotope) identification, and 
immediate intuitive feedback. 

The classic approach to any vehicular portal monitor is to 
use one or more detectors for each lane. The detectors inte-
grate the radiation signature from a vehicle stopped, or mov-

ing slowly in front of it, with integration intervals based on 
occupancy sensors [1-5]. It is clear that implementing such a 
system is inherently difficult, particularly in a rapid deploy-
ment scenario. Further, setting up and running multiple sen-
sors in the lanes of traffic will have a considerable impact on 
traffic flow. A more advanced approach using a single sensor 
at the side of a roadway is problematic due to source confu-
sion issues unless traffic is extremely light (i.e., identifying 
which vehicle, in which lane, set off an alarm). Even if multi-
ple lanes are instrumented, the range of radiation from a 
strong source in a single “hot” vehicle may cause alarming in 
multiple lanes and for several vehicles in each lane. This 
means that traffic must be stopped and each vehicle inspected 
with secondary means, or that vehicles must be allowed to 
pass without further challenge. Neither is an acceptable solu-
tion. 
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II. RADIATION IMAGING SOLUTION

It has been successfully shown that a vehicle-mounted, one-
dimensional (1-D), gamma-ray imager can be used to improve 
wide-area searches for orphan sources [6]. Such an instrument 
keeps track of its location to map instantaneous, 1-D “snap-
shot” gamma-ray images to world images that are corrected 
for different ranges from the imager. In this way a 2-D image 
of the world is created (see Fig. 1). Similar images could be 
built if the imager is stationary and the world moves past it. In 
fact, if a vehicle with a very strong source were to pass in 
front of an imager, short-exposure images would reveal the 
source’s location, allowing a “movie” of its passage to be 
generated (see Fig. 2). Each of the movie frames could then be 
shifted so that it is centered on the source location, and the 
data summed to integrate the gamma-ray signature from the 
vehicle’s entire transit in front of the imager. This “harvest-
ing” of the gamma-ray data increases the system sensitivity to 
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Fig. 1. Gamma-ray image made by the Large Area Imager tracking past an 
unshielded 1 mCi source at 20 mph at a range of 50 m. This represents a 6-
sigma detection. Darker pixels indicate more radiation. 

2007 IEEE Nuclear Science Symposium Conference Record N24-74

1-4244-0923-3/07/$25.00 ©2007 IEEE. 1198



the source and is the concept for the Roadside Tracker Sys-
tem.  

In reality, most vehicles are invisible to this approach be-
cause they are not significant sources of radiation. In the 
search application, this is not a problem because knowledge of 
an imager’s location at all times allows the imaged data to be 
properly mapped to the correct world pixels of the final im-
age. To map the data from a nonradioactive vehicle to the cor-
rect pixel of its overall gamma-ray image requires knowing 
where the vehicle is at all times. With such information, a 
gamma-ray image could be harvested from the continuous 
data stream from a gamma-ray imager by adding the individ-
ual 1-D snapshots (see Fig. 3).  

For the Roadside Tracker, we obtain the requisite informa-
tion on a vehicle’s location by using automated target acquisi-
tion and tracking (TAT) routines to process visible-light 
(video) images of the traffic flow. The visible-light images are 
mapped to the gamma-ray imager pixels. This information is 
used by the TAT algorithms to determine each time a vehi-
cle’s front edge crosses the boundary of a gamma-ray pixel. 
This information is passed to the gamma-ray imager, which 
uses it to map the gamma-ray data to the correct pixels of a 
vehicle-specific image that is accumulated for the entire time 
that a vehicle is in the instrument’s field of view. After a vehi-
cle has transited the system, this overall image is automati-
cally checked to see if a source is present. If a detection is 
made, then the visible-light image is immediately available to 
operators (see Fig. 4) so they can identify the suspect vehicle. 

Radioactive source detection is accomplished based on a 
statistical threshold of the counts in each pixel of the final 
gamma-ray image. As the data is collected, the number of 
counts used at each step of the image generation process is 
known. Based on work with the Large Area Imager, we have 
shown that straight-forward error propagation of such infor-
mation provides a reasonable first-order estimate of the uncer-
tainty in each pixel of the final image [6]. Further, we have 
shown that the counts obtained in “no-source” pixels of an 
image randomly fluctuate about zero solely based on these 

counting statistics errors, and therefore, the significance of a 
detection in a single pixel is just the number of counts in the 
pixel divided by the calculated variance. By setting an alarm 
when this quotient (or sigma value) exceeds 5-sigma, we ob-
tain a high confidence of detection with a very low false-alarm 
probability.  

Note that this approach is immune to the normal problems 
associated with systematic, vehicle-induced changes in the 
background count rate. In a classic portal monitor, the very 
presence of a vehicle changes the background count rate in an 
unknown fashion due to two competing effects. First, the ve-
hicle can act as a shield between the detector and the rest of 
the world, thereby reducing the background contribution. Sec-
ond, the vehicle can include materials and distributed cargo 
that are naturally radioactive, thereby increasing the count rate 
[1, 7]. These two competing effects mean that the alarming 
threshold has a large systematic component that makes deter-
mining the true sensitivity of such a system uncertain. It also 
means that there is a maximum effective detector size for such 
an instrument [8]. The imaging process removes at least the 
first-order effects of such variations. Further, since threat 
sources are generally considered to be compact, by comparing 
the average radiation levels from the vehicle to any compact 
source seen in the image, one can overcome second-order 
effects as well. As with the Large Area Imager, statistical out-
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Fig. 3. Final vehicle image created by harvesting (summing and shifting) the 
gamma-ray data from the same vehicle transit where a few snapshots are 
shown in Fig. 2. 

Fig. 2. One-dimensional “images” (histograms) of a 1-mCi source transiting 
the imager’s field of view. The source location is given by the peak in the 
histogram and progresses from right to left in the images from top to bottom. 

Fig. 4. Video image of a vehicle containing the 1-mCi source detected in 
Figs. 2 and 3. 
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liers of the process must be determined by testing any final 
system on a large sample of vehicles, both with and without 
sources, and then performing an overall analysis using stan-
dard statistical techniques such as receiver-operator-
characteristics (ROC) curves [9, 10]. 

The Roadside tTacker uses CsI(Na)-based radiation sensors 
with medium energy resolution that provide the additional 
capability to check for alarms in different regions of the 
gamma-ray spectrum. By using preselected regions of interest 
or energy windows where threat isotopes emit radiation, we 
can optimize sensitivity to such isotopes. If a detection is 
made, one has the further benefit that background-subtracted
spectra from the “hot” pixels of the vehicle are available im-
mediately [11]. Such spectra can be used to help determine the 
threat level posed by any source that is detected.

III. INSTRUMENT DESIGN

To obtain proof-of-feasibility (POF) data for the Roadside 
Tracker, we used the Large Area Imager (LAI) wide-area 
search instrument [12]. The LAI comprises two front-to-back, 
1-D coded aperture imagers. Each imager has 27, 4.2  4.2 
40 cm CsI(Na) bars as a 1-D detector array behind a coded-
aperture mask made of bars of linotype metal (a Pb alloy) (see 
Fig. 5.) The combined active detector area of 0.8 m2 is sensi-
tive to millicurie-class sources at distances of ~50 m passing 
by at speeds upto 30 km/h. For the POF experiments we used 
only one of the two detector arrays giving a total active area of 
0.4 m2. To collect visible-light images, a video camera was 
mounted on a 7.5-m vertically extendible boom [13] fixed to 
the trailer and angled downward to image the roadway imme-
diately in front of the gamma-ray imager (Fig. 6.) The shutter 
signal from the camera was used to provide time synchroniza-
tion between the video and gamma-ray imagers.  

IV. DATA HANDLING

The data handling is separate for the video and gamma-ray 
data and occurs in real time. Synchronization of the two is 
provided by the frame number, which is the count of the num-
ber of shutter signals since a data acquisition was started. It is 
independently maintained by both systems. The video system 
takes the incoming images and searches them for vehicles 

using an automated TAT engine. The system generates a 
video event whenever a vehicle enters the system, exits the 
system, or crosses a gamma-ray image pixel (GRIP) bound-
ary. (Lane changes are an additional category of video event 
that is not yet implemented.) Each vehicle entering the field of 
view is identified with a unique number and is monitored until 
it exits the gamma-ray imager’s field of view. The system then 
performs an analysis of the entire transit to calculate the opti-
mum GRIP boundary crossing times. This analysis requires 
~250 msec. The list of video events is sent to the gamma-ray 
imager together with a picture showing the vehicle. The 
gamma-ray code uses the information to harvest the gamma-
ray data unique to that vehicle. A 1-D radiation image of the 
vehicle emissions is the end result of this process. The statisti-
cal significance of the radiation levels seen in any one pixel is 
known from the imaging process and this is used to set an 
alarm condition if a defined threshold is exceeded. Both the 
video and gamma-ray systems save the raw data to disk, al-
lowing changes in the data handling routines to be tested as if 
the system were running. 

A. Video Data 

Fig. 6. The Large Area Imager with the boom for deploying the video camera 
(inset).

Fig. 5. Picture of the Large Area Imager. It is mounted in a 16-foot trailer 
shown in Fig. 6 

The data from the video camera are read in through a Fire-
Wire port and immediately saved to disk. The individual 
frames are then put through a segmentation algorithm based 
primarily on a point-detection approach [14, 15]. This ap-
proach searches the image for locations where the intensity 
gradient is simultaneously large in more than one direction. 
Identified points (see Fig. 7 B and C) are checked for motion 
from frame to frame, and a pair-wise test of all points is used 
to find those points with similar motion. These are grouped 
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into “blobs” based on their motion and proximity. The blobs 
are further merged into individual vehicles using area overlap 
in a simple nonconflicting graph approach [16]. An overall 
bounding box for the vehicles is drawn based on the extrema 
of points associated with the blobs. The size of the bounding 
box will increase (decrease) as the vehicle enters (exits) the 

field of view. It may also fluctuate as the location of the ex-
treme points shifts due to image-to-image variations. Because 
the vehicle itself is fixed in size, a region of interest (ROI) is 
determined from the entire suite of bounding boxes available 
after the vehicle has fully transited the system (see Fig. 7 D 
and E.) The location of this ROI is calculated for each frame 
and the time that the leading edge of the ROI crosses each 
GRIP boundary is calculated in terms of fractional frame 
numbers. The fractional frame numbers are passed as video 
events to the gamma-ray code. In addition, a special “retire 
vehicle” event is also passed to the gamma-ray code. This 
event carries a video image of the vehicle together with its 
bounding box and a unique identification number. 

B. Gamma-Ray Data Handling 
The gamma-ray data are collected using only a minor modi-

fication to the firmware of the LAI system [11]. In short, the 
data is collected asynchronously from individual electronics 
cards, one for each of the CsI(Na) detectors. The cards pro-
vide full event handling, including a fast and slow channel for 
triggering and spectroscopy. After an event is processed, the 
card sets a flag to a digital board to indicate that digitized data 
is ready. The digital board collects the events in a time-
ordered manner, groups them in millisecond increments to-
gether with header information, and sends them to the host 
computer via a commercial digital PCI interface card [17]. In 
addition to the gamma-ray data, the system also responds to 
pulse events. In the original LAI these were used to input data 
from a fifth-wheel velocity sensor. In the new system, the 
pulses come from the video camera and correspond to the 
shutter release. The system counts the number of these pulses 
and reports this number as another event class that is also en-
trained in the millisecond structure by the data handler.

At the data acquisition computer, the raw incoming data is 
first saved to disk, thereby allowing later replay as if the in-
strument were “live.” As shown in Fig. 8, the gamma-ray 
events are then saved into a data structure by frame number 
and millisecond within the frame number. Information in-
cludes the detector number and the energy of the event. At a 
frame rate of 15/s, there are 68 millisecond time stamps avail-
able per frame. The gamma-ray data are retained for a total of 
500 frames, comprising over half a minute of data. 

The system periodically checks for video events which are 
sent by the video processing engine via an Ethernet link. 
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Fig. 8. Data structure for the gamma-ray events. The events are grouped by 
frame, each frame having 68 possible millisecond buffers. Each millisecond 
buffer can hold up to 20 events.

Fig. 7. Vehicles entering the video image (A) are automatically identified by 
the TAT software. Segmentation routines separate the foreground from the 
background by finding points on the image [2] and grouping them into blobs 
(B & C). Finally, the blobs are used to define a region of interest that encloses 
the entire vehicle (D & E). The gamma-ray imager is notified when the front 
of a vehicle’s region of interest crosses a gamma-ray pixel boundary. 
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There are currently four classes of video event: new vehicle, 
cross front imager GRIP boundary, cross back imager GRIP 
boundary, and retire vehicle. In addition to event type, each 
event carries information on the vehicle number (a unique 
number assigned by the TAT engine), the type of event, and 
the time of the event. The latter number is based on fractional 
frame time. 

If a new vehicle event occurs, a new vehicle data structure 
is added to a list of currently active vehicles. For each video 
event indicating that a GRIP boundary has been crossed, the 
system finds the correct fractional frame number and then 
sums all of the data from the buffer structure between the time 
of the previous video event and the current event into a detec-
tor array. The data in the array are then used to generate a 
gamma-ray image, and the data from this image are then har-
vested based on the vehicle’s location. The harvested data are 
offset to the correct vehicle location and added to the global 
image for that vehicle. If a retire vehicle event is received, the 
system removes the vehicle data from the active vehicle list 
and saves it to a list of completed vehicles. At the same time, a 
check is made to determine the pixel with the strongest detec-
tion, and this pixel is checked to see whether an alarm has 
occurred.
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Fig. 10. Energy spectrum obtained from a source in a passing vehicle. The 
gamma-image is shown in the top panel. The spectrum from the pixel at the 
center of the peak (under the white-line cursor) is given in the middle panel. 
The bottom spectrum is from pixel 15 (indicated by the arrow). The lower 
threshold was arbitrarily set to 200 keV. 

Fig. 9. Vehicle display window. One can choose from among the list of “re-
tired” vehicles displayed in the center of the form by selecting them with the 
mouse. The video image (top left) and the 1-D gamma image (bottom left) of 
the selected vehicle are shown together with the vehicle attributes in text form 
(on the right). The “NS” designation in the list indicates that a detection of 
greater than 5-sigma occurred for that vehicle. The cyan arrow in the 1-D 
gamma image shows the vehicle length and direction. In this vehicle, a source 
is detected with ~12.6-sigma significance in the back seat of the crew-cab 
pickup truck.  

The vehicles that have exited the system are shown in a 
separate window (see Fig. 9) that allows one to select any of 
the vehicles from a list box. When selected, the data from that 
vehicle are displayed by the system. The display includes a 
histogram of the gamma-ray image, together with an arrow 
indicating vehicle length and direction of travel, and a video 
image of the vehicle. If full image processing is enabled, then 
a spectrum of the gamma-ray data for the vehicle as a whole, a 
region of the vehicle, or for individual pixels of the vehicle 
can be shown (see Fig. 10). The vehicles displayed in the list 
can be filtered based on alarm conditions, lanes of travel, and 
frame number(s). 

V. SYSTEM SETUP

The POF data were collected in two stages. For the first 
stage, the system was set up in a parking area with a single 
lane of traffic defined using cones. For the second location, 
we moved to a gravel parking area just off of a two-lane 

Fig. 11. First results with the system. The left panel shows the results for the 
vehicle moving at 3.4 mph with a 100 Ci source. A 13.1 sigma detection is 
made. In the panel on the right, the vehicle is moving at 2.2 mph with no 
source. The pixel with the maximum significance is only 2.4 sigma.
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roadway that had modest traffic loads and a maximum speed 
limit of 45 mph. For each deployment, the video image was 
calibrated to a number of reflective disks placed in the field of 
view. The distances between the disks were measured using a 
tape measure. Cross-calibration between the gamma-ray and 
the video pixels was achieved by simultaneously imaging a 
gamma-ray source at three separate locations with the video 
and gamma-ray instruments. As the video camera was not 
weather hardened, we removed it from its boom mount each 
evening. In principle, its view could be reestablished strictly 
by realigning on the reflective disks, whose location was 
marked on the ground. In practice, we collected simultaneous 
video and gamma-ray images daily to minimize any residual 
uncertainties.  

A. Preliminary Tests 
In the first location the functionality of the system was veri-

fied after the final system integration. The tests included 
checking that slow-moving vehicles were tracked in both di-
rections and that source data were correctly harvested based 
on the video images. Tests were conducted using the 662 keV 
line from a 100 Ci 137Cs source (a 580–750 keV energy cut 
was used). The instrument was set up ~4 m from the “road-
way,” and vehicle velocities were typically of order 5 mph. 
Sample results are shown in Figs. 11 and 12. In Fig. 11 we 
show one of the first positive results with the system, where a 
13-sigma detection is made for a vehicle moving from right to 
left in front of the system. In the same figure we show results 
from a no-source run later that day. In this case the maximum 
significance of any GRIP is only 2.4-sigma. The system dis-
play shows the vehicle length reported by the TAT code via 
the gold or blue arrow superimposed at the bottom of the 
gamma-ray image (histogram). The vehicle’s direction of mo-
tion is given by both the color of the arrow and the location of 
the arrow head.

In Fig. 12 we demonstrate that the instrument correctly lo-
cates the source within a vehicle. As the source is progres-
sively moved from the back to the front of the vehicle in suc-
cessive runs past the instrument (right to left panels in the 

figure), the source location in the images shifts appropriately. 
Note that we could not fit the source (which had to be in a 
large box for radiation regulations) into the front seat of the 
vehicle so that in the rightmost panel, the vehicle was driven 
backwards to put the source at the front of the direction of 
motion.  

B. Roadway tests 
At the second location we collected several days’ worth of 

data, all of which were run in real time to assess performance 
of the system. It was also saved to disk for later analysis and 
tests of improvements to the system. (Most of the results 
shown here are from a later analysis performed with upgraded 
software.)

Fig. 12. Source location within the vehicle is also detected. The source is moved from the back (left) to the middle (center) to the front 
(right) of the vehicle. Note that we could not fit the source and its enclosure in the front seat so we put it in the back of the vehicle and drove 
backwards for the rightmost image.  

Despite some obvious shortcomings that are being ad-
dressed by the ongoing TAT development effort, the system 
performed very well. The results at the first location demon-
strated that the system properly identifies the vehicle with a 
source, as well as providing the source location along the 
length of the vehicle. Tests at the new location added the abil-
ity to have multiple vehicles in the field of view simultane-
ously, as well as to test the system at higher velocities. We 
also used a stronger, 1 mCi source in some of the runs. In ad-
dition, we ran tests with both sources in the field of view si-
multaneously.  

1) Performance with multiple vehicles 
The primary goal of the POF experiments was to demon-

strate that the combined gamma/video imaging approach can 
detect sources and that it can correctly attribute them to a sin-
gle vehicle in realistic, complex, traffic situations. The results 
already presented on the preliminary tests conclusively show 
that both detection and attribution to a single vehicle are pos-
sible. The tests with multiple vehicles address the remaining 
issues, and also show that the instrument correctly identifies 
the lane a vehicle is in. There are two multivehicle traffic ge-
ometries that were investigated, one with vehicles crossing in 
opposite directions, the other with several vehicles traveling in 
the same direction. Both of these tests represent situations in 
which a nonimaging system set at the side of a roadway would 
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be unable to correctly associate a source(s) with a given vehi-
cle(s).

a) Crossing Vehicles 
In Fig. 13 we show sample results from the system with two 

vehicles traveling in opposite directions that cross the center 
of the field of view at nearly the same time. Nonimaged data 
from the same vehicle crossing are shown in Fig. 14. This 
vehicle configuration is perhaps the most difficult for a noni-
maging system to resolve. In contrast, the Roadside Tracker 
not only identifies which vehicle has the source, it also shows 
the relative location of the source within that vehicle. Of a 
total of 23 crossing configurations in which the vehicle with 
the source(s) was reported by the latest TAT code, we cor-
rectly detect the source(s) 19 out of 23 times. The source was 
never attributed to the wrong vehicle. The few times that the 
source was missed were presumably due to shielding of the 
weaker source in the far lane by the vehicle in the near lane 
and runs at higher velocities. 

In Fig. 15 we show results from the more complicated con-
figuration where both vehicles have a source. In this case, 
both sources are seen and correctly attributed to the proper 
vehicle, as is seen by comparing the strengths of the relative 

detections. 

b) Vehicles in the Same Lane 
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Fig. 14. The nonimaged gamma-ray intensity data associated with Fig. 13. 
The imaged data are collected between the colored vertical lines with the 
color of the line matching the vehicle region of interest shown in Fig. 13. It 
would be impossible to link a given vehicle to the count data without the 
imaging information. 

Fig. 13. Vehicles crossing. The van carries a 100 Ci source and is detected if 
it is in the near (top) or far (bottom) lane. The pickup truck traveling in the 
opposite direction at the same time has no source and does not alarm. The 
horizontal orange line represents the 5-sigma detection threshold. The histo-
gram below the video frames is of the sigma values of the gamma-ray pixel, 
rather than the standard count histogram. The nonimaged data for this se-
quence are shown in Fig. 14. 

While it is arguably harder for a roadside portal system to 
correctly attribute a source to the correct vehicle in a geometry 
with the vehicles crossing, correctly identifying which vehi-
cles within a stream of traffic moving in the same direction 
have a source can also be very challenging. Sample results 
with the Roadside Tracker are shown in Fig. 16 (top). Again, 
the imaging approach correctly identifies which of two vehi-
cles driving past the imager has the source, while this is al-
most impossible to determine from the nonimaged data. The 
system still correctly identifies what happens, even if the 
strong 1 mCi source follows the source that is 10 times 
weaker (Fig. 16, bottom). For completeness, we present the 
count-rate histogram for nonimaged data (Fig. 17) for the two-
source case. There is no obvious indication that two sources 
are present in this data.  

2) Performance at different velocities 
As shown by the multiple vehicle results, the POF tests were 
completely successful, allowing us to correctly detect a radia-
tion source, localize it to, and within, a single vehicle from a 
stream of multilane traffic. Beyond these results, we are inter-
ested in the performance of the system as a function of veloc-
ity as this is an important parameter to understand the ultimate 

Fig. 15. Strong (in white car) and weak (in green van) sources in the field of 
view simultaneously. Both sources are detected and attributed to the correct 
vehicles. The nonimaged data do not indicate the presence of two sources. 
(The vertical scale in the gamma image is the same in both panels.) 
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capabilities of a road-side tracking instrument. Specifically, 
we are interested whether the behavior follows expectations as 
the velocity increases. Since the integration time on a given 
vehicle decreases inversely as the velocity increases, we 
should collect fewer signal counts at higher velocities. How-
ever, as the integration times decrease, we also collect propor-
tionally fewer background counts, so we expect the signifi-
cance of detection to decrease as the square root of the signal 
counts, or that as the velocity increases, sigma decreases as 
the inverse of the velocity squared. To achieve this behavior 
requires that both the coded-aperture imaging behaves as ex-
pected and that the video tracking behaves well throughout the 
velocity regime.  

Recognizing the importance of verifying this behavior, we 
sought to collect data at a range of velocities once we were on 
a roadway with a reasonable speed limit. Unfortunately, we 
soon found that the video tracker would not capture vehicles 
moving faster than 25 mph during the tests. Although the 
source of this problem has since been found and corrected, it 
did mean that we could not validate the results while we were 
collecting data. Despite our ability to replay the data (with the 
corrected code) this meant that the data set was not as com-
plete as we might have wished. To span a wider velocity 

range, we turned to the longest run of the trials (~15 min) and 
looked at the results with the 1 mCi source in the near lane. 
This included passes in front of the system over the velocity 
range from 4.3 mph to 36 mph. The results are shown in Fig. 
18. As can be seen, the performance follows the expected be-
havior. 
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Fig. 17. Nonimaged gamma-ray intensity data associated with the bottom 
panels of Fig. 16. The imaged data is collected between the colored vertical 
lines whose color matches the vehicle region of interest shown in Fig. 16. No 
time structure indicating two sources are present is visible in the plot. 

Fig. 16. A vehicle with no source (top right) is correctly passed with no alarm, 
even if an alarm triggers on the previous vehicle (top left). Even in the chal-
lenging case where the 1 mCi source follows the 100 Ci source, the system 
still correctly sees both sources (bottom). In the bottom figures the histograms 
show the statistical significance of the gamma-ray pixels, rather than the 
counts as shown in the top. This better displays the results for this high dy-
namic range example. 

C. Performance Summary 
The overall performance of the system is summarized in Ta-
bles I and II. The results are separated into the performance of 
the TAT system only and the combined TAT and gamma-ray 
instrument. A vehicle was successfully tracked if it was retired 
from the system. Problem vehicles included those that were 
not retired (no data passed to the gamma-ray imager), that 
were reported multiple times, and cases where closely follow-
ing vehicles in the same lane were merged into a single long 
vehicle. 

Table I:  TAT System Performance 
Number of vehicle passes 247

Vehicles successfully retired 225
Vehicles missed 14

Vehicles merged with previous 8
Seen multiple times 24 

Good vehicles for gamma test 225

Table II:  Gamma Results with TAT Vehicle Detection
1 mCi 100 Ci No source 

# Passes with 
good vehicle 

48 93 84

# Detected 
(alarmed) 

48 81 NA

# False alarms NA NA 0
# Significant but 
outside vehicle 

0 0 NA

Gamma missed 0 12 NA

VI. DISCUSSION

While the data presented clearly indicate the validity of the 
concept that dual-mode imaging can be used to engineer a 
“portalless” portal monitor, there are a number of places 
where the performance could be improved and these are dis-
cussed below in terms of the scatter in the performance versus 
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velocity plots of Fig. 18. We have identified a number of fac-
tors that can contribute to this scatter: they include poor TAT 
tracking, the presence of multiple sources, changes in the 
source location within the vehicle, the location of the source 
with respect to the gamma-ray pixel boundaries, and changes 
in the vehicle location within the lane.  

A. TAT Tracking 
Early during the experimental work we noticed that some of 

the gamma-ray images were sharper than others, even for the 
same source and vehicle passing in different directions at the 
same range (see Fig. 19). An obvious source of such varia-
tions is the TAT reporting the wrong GRIP crossing times. 
The gamma-ray data will then provide the wrong offset before 
the snapshot image is added to the vehicle-specific data, re-
sulting in a broader image. An extreme example of this can be 
seen in in the upper panel of Fig. 20 where we show the loca-
tion of the first GRIP of the vehicle as a function of frame 
number (time). It is obvious that the TAT engine had prob-
lems from frame 1540 to frame 1565 in this run. A much bet-
ter gamma-ray image is obtained if hand segmentation is used 
to process the same vehicle pass, as shown in the lower panel 
of Fig. 20.  

B. Vehicle Location Within a Lane 
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Fig. 19. The left image shows the first vehicle pass (left to right) the right 
image shows the second (right to left). With the same setup we expect the 
same performance, but the right gamma image is “broader” and has a lower 
significance (13.2 vs 18.6 sigma) than the one on the left.  
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In the results shown here, the vehicle (and the source) are 
assumed to be at the center of the lane. However, the actual 
location will vary from pass to pass. When the source is not at 
the expected range, the size of the gamma-ray pixels used by 
the TAT engine will be either smaller (source further away) or 
larger (source nearer) than the ones that occur at the actual 
source range. This means that the reported pixel-boundary 
crossing times will be incorrect, and will be progressively 
worse, the farther the source is from its idealized location. To 
correct for this, one can process the data for multiple ranges 
within each lane by stepping through the full lane width in 
small intervals. The results for a vehicle in the near lane using 
a 30-cm step size are shown in Fig. 21. This clearly shows that 
by processing the data for multiple ranges, one can determine 
the range to the source to better than a meter.  

C. Multiple Sources 
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Fig. 18. Peak detected counts versus one over the velocity (top) and sigma 
versus velocity (bottom). The upper curve is expected to be linear while the 
bottom should be a power law to the minus one half. The solid curves repre-
sent the best fit to a line and a power law, respectively. 

While gamma-ray imaging does allow one to generate vehi-
cle-specific radiation signatures, the simultaneous presence of 
a second source affects the results obtained in several ways. 
First, the overall count rate in the detectors will increase so 
that the statistical uncertainty in each pixel of the image will 
be higher [18]. Second, if the vehicles are crossing, the extra 
source will fall in the same image pixel as the source we are 
interested in for at least one pixel. This will add to the appar-
ent significance of the source we are monitoring. Finally, 
coded aperture systems that allow the detector array to see 
more than one cycle of the basic mask pattern, will see the 
source wrap as it leaves the primary field of view (i.e., a 
source exiting on the left side of the field of view shows up on 
the right side.) To maximize the system sensitivity, we did not 
collimate the detectors to suppress such effects. This is one 
artifact that persists despite the scanned nature of the image 
generation and manifests itself primarily as a weak secondary 
peak. If two vehicles with sources are traveling in the same 
direction and with nearly the same speed, then the side-lobe 
structures from a source in one can fall on top of the source in 
the other, modifying its perceived strength. This can be taken 
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into account in a future version of the instrument either by 
adding collimation to limit the field of view of the individual 
pixels, or by using the known point response function to a 
strong source to subtract the side lobes when the data is proc-
essed. The latter is the preferred solution since collimation 
will reduce the instrument sensitivity. 

D. Source Location 
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Fig. 20. Plot of the GRIP vs frame number for the second vehicle of Fig. 19. 
The graphs show the time (frame number) when the front of the vehicle 
crosses a GRIP boundary. The original tracking (left) failed briefly around 
frame number 1550. This failure broadened the gamma-ray image (upper 
left). Segmenting the data by hand (right) provides good tracking throughout 
the vehicle’s passage, giving a narrower and stronger gamma-ray detection 
(upper right). 

10

Fig. 21. Plot of the significance of detection for the data reprocessed using 
different ranges to the source for a vehicle in the near lane. A clear maximum 
is detected. The 30-cm step size indicates that the range to the source is 
known to better than a meter. The line is drawn between the experimental 
data points to guide the eye. 

The intensity with which a source is detected will depend 
on attenuation factors within the vehicle in which it is travel-
ing. Small location shifts, such as behind a door pillar, can 
change the apparent intensity of the source to a detector in a 
given direction. Since the imaging instrument integrates the 
signal over a large range of angles during the transit, it is more 
likely to see a source than a classic portal monitor instrument 
that looks only over a more limited range of angles.  

VII. CONCLUSIONS

The summary of system performance presented in Tables I 
and II reflects the fact that the value of the Roadside Tracker 
approach is due to the gamma-ray imaging, but its perform-
ance is currently limited by the TAT engine. This surprising 
observation is based on the fact that, while visible light imag-
ing is a mature technology, the ability to autonomously iden-
tify and track objects within images created with this technol-
ogy is not. In contrast the requirements imposed by the newer 
field of gamma-ray imaging significantly leverages the work 
on the LAI because the gamma-ray problem is essentially the 
same whether the imager moves through the world or the 
world moves past the imager. This means that the ultimate 
performance of the approach can be estimated based on the 
well-known principles of counting statistics-limited radiation 
detection modified by the equally well understood parameters 
of gamma-ray image performance. It also means that rapid 
progress toward this level of performance is likely as ever 
more powerful computers and better visual segmentation algo-
rithms can be applied to the problem. 
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