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Abstract

Increasing concern over the smuggling of fissile mate-
rial has prompted recent interest in constructing portable
rapidly deployable portal monitors to detect gamma radia-
tion in passing vehicles. In this paper, we introduce a stere
system for precise, real-time, roadside tracking of vedscl
in multi-lane roadways. The stereo system reports 3-D ve- |
hicle tracks to a gamma imager, which uses the track infor-
mation to compensate for vehicle motion and produce de-
tectable gamma peaks. We first describe the algorithmic
components of the system, including calibration, camera
motion correction, point tracking, stereo correspondence
and vehicle clustering. We also describe the physical sys-
tem configuration. We then report results from tracking two
different vehicles at speeds ranging from 5 to 20 MPH. We
report on the accuracy of the system, where we observed
worst-case tracking error of 31 cm and an average track-
ing error of 9 cm in the direction of motion from a viewing
distance of approximately 15 m.

Figure 1. Photograph of our two deployed instruments on either
%ide of a roadway with fully extended 50-ft masts.

gamma ray imager can provide a gamma “image” with high
efficiency, but without compensating for vehicle motion,
any peaks in the resulting gamma images would be heav-
1. Introduction ily blurred and indistinguishable from background radiati
a).
Increasing concern over the smuggling of fissile mate- [ ]I dert h hall have desi
rial has prompted recent interest in constructing portable norderto overcome these challenges, we have designe
rapidly deployable portal monitors to detect low-level and constructed a system _(sh(_)v_vn n Flg:that _cou_ples
| 9amma-ray and stereoscopic visible-light imaging in order

gamma radiation in passing vehicles. Unlike traditiona to correct for vehicle motion in the gamma image and link
portal monitors, these systems would be deployed on the ) ) o 9 g .
every such image with a specific vehicle. In order to achieve

side of the road and would avoid impeding the flow of traf- - X -
successful motion correction, the vision system must track

fic; however, this operating condition presents a major-chal each passina vehicle in real time with hiah accuracy. and
lenge to successful gamma detection, since a single detect_he rezultin gtrack must be transformed ir?to the coor)(/j’inate
tor cannot simultaneously provide vehicle specificity and g

sufficient gamma efficiency to detect low-level sources at sfjteg]s?;tgg aasﬁ:]nz'r;ir?ﬂg;r' I;O(:at:irfaz(i)rn’rnvg)irigg
normal (e.g., interstate) traffic speeds. A coded—aperturep y Y ng ba
to a 50-foot mast extended vertically from a trailer on the
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retains a non-exclusive, paid-up, irrevocable, worldeviidense to pub- . . )
lish or reproduce the published form of this manuscript, mvabthers to tracker [] to FraCk features on eagh vehicle in one view
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in the second view. In order to correct for mast motion, occlusion.

we employ a third camera mounted between the two stereo

cameras that_ images cor_ner-shaped finL_JciaIs affixed to _th%_ Technical approach

top of the trailer. We estimate the position of the mast in

each frame by finding the position and orientation of the  We constructed two identical roadside instruments, each

roof plane of the trailer relative to the third camera. FHipal  consisting of a coded-aperture gamma-ray imager and ¢

we cluster the resulting stereo tracks into vehicles using astereo vision system mounted to a trailer. In this section,

recently developed method known as “coherent motion re-we first describe the physical setup of a single stereo vision

gions” [3]. system. We then describe the algorithm used to track ve-
In this paper, we first describe our overall stereo vision hicles in 3-D, including the optical flow, stereo matching,

system, including physical setup, calibration requiretsien mast motion correction, and calibration procedures.

and algorithmic components. We then report results from

tracking 12 vehicle passes from two different vehicles at 3.1. Physical configuration

speeds ranging from 5 to 20 MPH. Because gamma image o _

quality depends largely on precision in the direction of ve- ~ E&ch stereo vision system is mounted on top of a re-

hicle motion, we measure the tracking accuracy of our SyS_tractable mast a_ttach_ed to the trailer that extends a maxi-

tem along this axis. We show that the average tracking error™um of 15.2:m in height. The stereo mount at the top of

along the direction of motion is approximately 9 cm, which the mast is constructed from aluminum pipe gnd holds three

provides for sufficient motion compensation in the gamma ¢&@meras. Two cameras are mounted at either end of th

imager. Note that the accuracy is based on gamma pixelMount separated by a distance of 2 m. These cameras, use

size and is independent of velocity. Because this paper fo-TOr Stéreo vision, have a 95-degree diagonal field angle anc

cuses on the visible-light imaging system, we do not show are aimed at the road (assuming a height of 15.2 m), provid-

gamma-ray images. ing approximately an 24-m wide field of view in the closest
lane of traffic. We refer to the left camera (looking from the
2. Background trailer toward the road) of the stereo pair as the “referénce

camera and the right camera as the “stereo” camera.

Many different methods have been proposed for separat-  The third camera, used solely for mast-motion correc-
ing moving foreground objects from background, and this tjon, is mounted close to the center of the mount and is
is an active area of research with a large body of litera- aimed at the roof of the trailer. We refer to this camera as
ture [5]. In our work we identified three main approaches: the “alignment” camera. In order to measure mast motion,
(1) background subtraction, (2) classification-type métho  we affixed several fiducials to the roof of the trailer, which
and (3) feature detection and tracking. For our application gre in the field of view of the third camera.
we chose the latter approach due to the difficulty of learn-  The cameras used in the system are Gevicam GP-serie
ing an effective background model in a rapid-deployment Gigabit Ethernet video cameras with32 x 779 resolution.
system as well as the variability of vehicle appearances (es e connect the three cameras to a single computer using 23
pecially from side views). In addition, methods for point m CAT6 Ethernet cables. We were able to run the cameras

detection and tracking are readily available as open source:ontinuously at 20 frames per second (FPS).
code and have been widely accepted in the computer vision

community []. , _ _ 3.2. Stereo tracking algorithm
Initial work in this area culminated in the demonstration
of a monocular system capable of detecting and locating the  We first track feature points in 2-D using only images
position of vehicles in fairly low-density regions, inciad from the reference camera. We then use the correspondin
crossing vehiclesd]. We introduce a more complex sys- stereo image to compute the 3-D location of each reference
tem in this paper, including imagers on both sides of the point. The result is a set of 3-D tracks, where some points in
road, to defeat confounding factors of occlusion and im- the track may be missing if a stereo correspondence coulc
prove detectability. The system described in this paper em-not be found. We describe each of these components ir
ploys stereo vision sensors for three main reasons. Firstmore detail below.
the use of stereo vision enhances our ability to co-aligntwo  We use a standard Lucas-Kanade (L-K) optical flow-
imagers on both sides of the road. Second, stereo visiorbased point tracking algorithm to track feature points in
should improve our general clustering and tracking ability the reference images in 2-D. For each frame, we first ap-
by better identifying the range to vehicles, i.e., whichdan ply a corner detection algorithm based on minimum eigen-
each vehicle is in. Finally, the ability to detect the height value (as implemented in the OpenCV library) to find all
of points on vehicles helps improve our ability to cluster the strong corner features in the imagé [We then com-
and identify larger vehicles and possibly identify souracbes  pute the optical flow vector at each corner point using a



100 200 300 400 500 600 700 800 900 1000

@

400
500
600 [

700 [

100 200 300 400 500 600 700 800 900 1000

100 %
200
300
400
500
600

700

100 200 300 400 500 600 700 800 900 1000

(©

moved less than a threshold distance between two consect
tive frames. This process results in a set of 2-D point tracks
where each track ends when the point either leaves the im
age or becomes stationary.

For each point tracked in the reference image, we searct
for a corresponding point in the stereo image using normal-
ized correlation. First, both the reference and stereo im-
ages are rectified so that all the epipolar lines are horizon-
tal. Then for each reference image point, we search along
the epipolar line in the stereo image by carrying out a nor-
malized correlation in the-direction. We need only corre-
late over the range of feasible disparities, which in ouecas
can be computed using knowledge of the road boundaries
In order to account for small errors in the rectification, we
correlate over 8 x N window, whereN is the number of
pixels spanning the disparity range in thélirection.

We select as the matching point the location of the corre-
lation peak, i.e., the pixel with the highest correlatiotuea
Two criteria are employed to determine the quality of match
for each point correspondence. First, the value of the peak
itself is compared with a threshold. Second, we compare
the peak value to the second-highest correlation valuesin th
window, excluding & x 3 window around the peak, and we
compute the following ratio:

e e 1)

C1 — Cmin
wherec;, ¢, ande,,;, are the highest, second-highest, and
lowest correlation values in the window, respectively. We
compare this ratio to a threshold. If either this or the previ
ous criterion fail, we declare a non-match and hence do not
compute the 3-D coordinates of the point.

Once the 3-D tracks have been computed, we cluster the
tracks into vehicles using a method called “coherent mo-
tion regions” (CMR) B]. CMR uses a sliding window to
associate tracks whose position and motion are similar. The
output of the algorithm is a set of cluster IDs for each frame,
one ID for each track present in the frame. In order to ac-
commodate streaming input, i.e., produce output prior to
observing the full tracks, CMR processes frames in batches
of a user-defined size.

3.3. Mast motion correction

The 15.2-m mast used to raise the stereo system is pron
to flexing motions in windy or turbulent conditions, which,

Figure 2. Sample frames from each of the three cameras in thewithout software correction, can lead to errors in calculat
stereo vision system: (a) reference camera; (b) stereo campra; (Cing absolute 3-D coordinates. In order to correct for this

alignment camera.

motion, we use the roof of the trailer as a reference plane
and estimate its position relative to the alignment camera a
every frame. Since the alignment camera is rigidly attached

sparse pyramid-based version of the L-K optical flow al- to the stereo mount and the roof plane remains approxi-
gorithm [2], indicating the new location of the point in the mately stationary with respect to the ground, the position
next frame. We discard stationary points, i.e., those thatof this reference plane can be used to compute the relative



motion of the stereo cameras with respect to the ground.fiducials have been detected. A separate calibration is car
More specifically, we ultimately compute a transformation ried out to determine the coordinate system of the gamma-
T that transforms points in the coordinate system of the ray imager with respect to the trailer. This calibration is
reference camera to the roof plane coordinate system. used to transform vehicle tracks into gamma-ray pixel coor-
We use fiducial markings affixed to the trailer roof to dinates for vehicle motion correction.
estimate the roof plane. There are two circular target shape A final calibration step determines the transformation be-
and six corner shapes. In each alignment frame, we firsttween the remote trailer reference frame and the locaétrail
locate the circular fiducials, whose appearance are invaria frame. With the camera set for each trailer in position on the
to any torsional rotation of the mast. We then use these as dull raised mast, images are taken with each camera set an
reference to guess the approximate location of the six corne landmark points visible from both the remote and the lo-
fiducials, whose coordinates relative to the circular fidleci  cal cameras are manually selected. The 3D coordinates o
are known. We use a corner-finding algorithm provided by each point are calculated relative to the individual traife
OpenCYV to refine the guess of each corner location to sub-method given by Horn4] is then used to calculate the 3D
pixel accuracy. Having located all six corners, we estimate transformation from the remote to local trailer coordisate
the position and orientation of the roof plane relative ® th
alignment camera using an OpenCYV library function. We
use this to compute a transformatid@h » from alignment
camera coordinates to roof plane coordinates. We multiply 4.1. Physical setup
this by the transformatio’ ; 4 from reference to alignment
obtained from calibration to yiel@®' z » as follows:

4. Experimental setup

We set up two instruments to perform stereo tracking,

one on either side of a two-lane roadway. The masts were

) raised to a height of approximately 15 m above the ground.
Due to the east-to-west orientation of the roadway, one in-

This transformation is updated every frame, so that anyStrument was located to the north of the roadway looking
mast motion is automatically absorbed by the transforma- south and the other was located south and looking north.

Trr =TraT4r.

tion from reference camera to roof plane. This orientation caused the cameras on the north-side in-
strument to see more sun-induced glare effects. Images o
3.4. Calibration the setup as seen from the top of the north-side mast are

shown in Fig.2.

There are five main types of calibration that need to be Ty different vehicles were driven along the roadway
carried out in our system: (1) intrinsic camera calibration petween the two instruments in the north lane at separat
(2) camera-to-camera calibration, (3) camera-to-traiédf  times: a 2006 Mazda 5 (Vehicle 1), and a 1992 Toyota
ibration, (4) camera to gamma-ray imager calibration, and corolla (Vehicle 2). Each vehicle passed through the field
(5) trailer-to-trailer calibration. Intrinsic camera itahtion of view six times, three eastward and three westward. Ve-
is first performed for each camera individually. Multiple pjcle speed ranged from 5 MPH to 20 MPH. We acquired
images are taken of a checkerboard calibration pattern afmages from all three cameras at 20 FPS and applied ou
various poses with camera calibration software from DLR stereo tracking algorithm to the entire set of video data.

[6] used to calculate intrinsic camera parameters. These pa- \ye placed six marker lines across the roadway perpen-
rameters include focal length, optical center, and lensgis gjicjar to the direction of travel at intervals of 10 ft, yi@lg

tion. After individual camera calibration, stereo calii’a 5 yota) of five 10-ftintervals. For each vehicle pass, we man-
is next performed on the reference/stereo camera pair anqja"y marked the frames, to half-frame accuracy, in which

the reference/alignment pair. Images are acquired with they,e venicle's front tires crossed each line. This provided a

checkerboard pattern simultaneously visible in each image e tain amount of ground truth for the distance of travel for
pair. Checkerboard corner locations are extracted from theeach vehicle pass.

images using the DLR CalLab program, and then we per-
form an optimization to find the best fit camera-to-camera
transformation that minimizes the projected RMS image er-
ror. Because it is difficult to determine ground truth for ab-
Camera-to-trailer calibration includes measuring the ab- solute 3-D coordinates of objects with respect to a virtual
solute coordinates of the corner-shaped fiducials on thecoordinate system, we measure the accuracy of our syster
trailer roof with respect to some user-defined origin. We using relative 3-D positions, i.e., object displacement be
also measure the positions of the corner-shaped fiducialgween two time instants. For each vehicle pass, the result:
relative to the circular fiducials in order to accuratelygsie  ing 3-D tracks were clustered using the CMR algorithm,
the locations of the corners in each frame once the circularand only one of the resulting clusters corresponded to the

4.2. Accuracy measurements
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Figure 3. Overhead viewty projection) of tracks for one pass of & 2500
Vehicle 1.
2000 - - - :

vehicle. All tracks not associated with this cluster were di 0 1 2 3 4 5 6
carded. Tracks from one pass of Vehicle 1 corresponding to Interval #
the vehicle cluster are shown in Fig. For the remaining (@)
tracks, some of the points in the track were missing due to 24000

a poor match in the stereo correspondence algorithm.

For each of the five 10-ft intervals, we collected all the
vehicle tracks which completely spanned the interval with
no missing points (we refer to these as “valid” tracks). We
then computed a single track equal to the spatial mean of
all such spanning tracks. For the resulting mean track, we
selected the two points from the track corresponding to the
times at which the vehicle crossed the beginning and end-
ing boundaries of that interval. The portion of the track
between these two points is referred to as a “subtrack”. We
computed the Euclidean distance between the endpoints of
the subtrack, and we refer to this as the “length” of the sub- 2000
track. This length ideally should be equal to 10 ft, assuming nterval #
that the vehicle traveled a straight path perpendiculaneo t ®)
marker lines. Thus, for each interval and for each vehicle ]
pass over that interval, we obtained a distance measuremerﬁ'gure 4. Scatter plots of track length for each of the five 10-foot

of that interval from our tracking system that can be used to Intervals traversed by (a) Vehicle 1 and (b) Vehicle 2. Tracks from
assess the accuracy of the system the north and south side instruments are denoted by ‘x’ and ‘o’,

respectively, and the 10-ft (3048mm) ground truth point is shown
as a dashed line.
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5. Results

Statistics of the valid tracks from both vehicles are
shown in Tablel, and their lengths are plotted in Fig). The
table shows the mean and standard deviation of the subtrack
lengths, the average error of each subtrack (i.e., the atesol
difference between 10 ft and the length of the subtrack), and
the number of valid subtracks obtained. For the South in-
strument, our system achieved a worst-case tracking error
of 31 cm and an average tracking error of 9 cm in the direc-
tion of motion from a viewing distance of approximately 15
m.

The North instrument performed significantly worse, as
evidenced by the low number of valid tracks obtained and
the average track error. We observed that this performance
difference was mainly due to sun glare effects, because theoften tracked by the L-K point tracker, and these points
angle of the sun was such that reflections off of the vehicle typically caused highly inaccurate stereo correspondence
surfaces were much more prominent in the North cameramatches due to the difference in location of the reflection
views. Bright reflections on the vehicle (see Fig,. were in the two stereo views.

(@) (b)

Figure 5. Example of inconsistent sun reflection pattern between
the (a) left and (b) right stereo views in a particular frame that

causes inaccurate stereo correspondences. Note how the positic
of the reflection differs relative to the physcial features on the roof.



Table 1. Subtrack statistics
Subtrack length (mm) | Subtrack lengtl (mm) | Avg. error (mm) | # valid subtracks
Veh. 1| North 3193 209 144 64
South 3077 113 29.5 521
Veh. 2 | North 3446 404 397 2
South 3131 117 82 858

(b)

Figure 6. An extreme example of point tracking drift. The feature
point called out by the white arrow in the upper frame (a) jumps
far to the left in the next frame (b).

Other algorithmic factors that contributed to decreased
tracking accuracy included point drift in the 2-D tracking
algorithm and tracked points that are not strictly on the ve-
hicle. Fig.6 shows an extreme example of point drift in
the L-K optical flow tracker that lead to tracking inaccura-

cies. This figure also shows examples of features on the

road just above the vehicle that were tracked. Such points
while identified as corners by the minimum eigenvalue cri-
terion, often lack the detail needed for a precise matchdn th
stereo correspondence step, leading to significant emors i

6. Conclusions

Although we do not show gamma results in this paper,
the accuracy of our stereo tracking system in these experi
ments is sufficient to obtain sharp, detectable gamma imagg
peaks via motion correction for low-level sources. There
are, however, many potential sources of error, includitg ca
ibration, tracking, stereo correspondence, and mast motio
improvement in any of these areas would lead to a better
tracking system and hence improved radiation detection. It
is not clear from our experiments which individual error
sources contributed the most to the overall error. In par-
ticular, we did not measure the effects of mast movement
separately nor the effectiveness of our mast motion correc-
tion algorithm. Future experiments should measure alethes
factors independently. Also, higher vehicle speeds should
be tested in order to more accurately reflect typical traffic
speeds on major roadways.
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