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THE IMPORTANCE OF AMORPHOUS INTERGRANULAR FILMS
IN SELF-REINFORCED Si3N4 CERAMICS

P. F. BECHER*, G. S. PAINTER, E. Y. SUN‡, C. H. HSUEH and M. J. LANCE
Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA

Abstract—High-fracture-strength and high-toughnessβ-Si3N4 ceramics can be obtained by tailoring the size
and number of the elongated bridging grains. However, these bridging mechanisms rely on debonding of the
reinforcing grains from the matrix to increase toughness. Interfacial debonding is shown to be influenced by
sintering aids incorporated in the amorphous intergranular films. In one case, the interface strength between
the intergranular glass and the reinforcing grains increases with the aluminum and oxygen content of an
interfacial epitaxialβ-SiAlON layer. In another, the incorporation of fluorine in the intergranular film allows
the crack to circumvent the grains. Atomic cluster calculations reveal that these two debonding processes
are related to (1) strong Si–O and Al–O bonding across the glass/crystalline interface with an epitaxial
SiAlON layer and (2) a weakening of the amorphous network of the intergranular film when difluorine
substitutes for bridging oxygen. 2000 Acta Metallurgica Inc. Published by Elsevier Science Ltd. All
rights reserved.
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1. BACKGROUND

There have been a number of observations of
increases in the mechanical performance of silicon
nitride ceramics associated with the formation of
elongated grains; for example, the early studies by
Himsolt et al. [1] and Lange [2]. Kawashima and co-
workers [3] and Mitomo [4] provided evidence to
show that the fracture toughness increased with the
diameter of these elongated grains. More recent stud-
ies by Hirao and co-workers [5, 6] and Emoto and
Mitomo [7] have shown that beta seeds can be used
to control the size and volume fraction of elongated
grains in these so-called self-reinforced ceramics. The
toughening effect arises from deflection of the crack
tip by these elongated grains and by subsequent gen-
eration of bridging grains in the wake of the crack
tip, similar to what occurs in both whisker-reinforced
[8–11] and fiber-reinforced [12] ceramics. The crack-
bridging reinforcements dissipate considerable strain
energy through friction generated by their motion
against the matrix during elastic stretching along the
debonded interface and pull-out. Thus, increases in
the number, diameter and debonded length of such
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bridging reinforcements should enhance the toughen-
ing effects [8–11].

In the self-reinforced silicon nitride ceramics, this
involves the controlled incorporation of large (
>1 µm) diameter elongated grains [13, 14]. For
instance, a bimodal (|0.5 and|2 µm) diameter distri-
bution of the elongated grains yielded strengths
>1 GPa and toughness values >10 MPa m1/2, while a
uniform |0.5 µm equiaxed grain size resulted in a
strength of |600 MPa and a toughness of
|3.5 MPa m1/2 [14]. Recent work has shown that a
distinct bimodal diameter distribution of the elon-
gated grains may not be required to achieve similar
toughening effects [15]. In this work, a silicon nitride
with a monomodal diameter distribution (average
|1 µm) and one with a bimodal diameter distribution
(|0.6 and|2 µm) exhibited toughness values of
|10 MPa m1/2, each with similar area fraction of rein-
forcing grains. The high toughness achieved with the
smaller (|1 µm) reinforcing grains can probably be
attributed to a greater degree of crystallographic tex-
ture of the reinforcing grains, since when the textures
of the two microstructures are similar, the toughness
is lower in the material with the smaller diameter
reinforcing grains. This points out that orienting the
reinforcing grains so they actively participate in the
crack-bridging process can contribute to the level of
toughness obtained. The effects of the diameter and
texture of the reinforcing grains on the toughness are
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Fig. 1. The toughness of silicon nitride can be scaled with the
diameter of the elongated reinforcing grains. The toughening
effect in ceramics with randomly oriented reinforcements
(equiaxed seeds, [3, 4]) can be increased by enhancing the

alignment of these grains (elongated seeds, [6, 14]).

illustrated in Fig. 1. In summary, both toughening
models and experiments reveal that tailoring the
microstructure is a versatile method for developing
substantially enhanced fracture properties, but only if
attention is paid to the microstructural parameters
affecting the bridging contributions.

Against this background, we must emphasize that,
for these toughening mechanisms to be operative, it
is imperative that the interface between the matrix
and the reinforcing grains debond (or separate), Fig.
2. This debonding process must occur so that the
crack tip is deflected along the grain face, rather than
cutting through the elongated grain, while leaving
intact elongated grains to bridge the crack in its wake.
In the case of silicon nitride ceramics the microstruc-
ture consists of an amorphous silicate-based inter-
granular film (IGF) approximately 1 to 1.5 nm thick
that surrounds all Si3N4 grains, including the elon-
gated grains. The question then is how to tailor the
structure or chemistry of the interfacial region to

Fig. 2. The toughening effect observed in silicon nitride cer-
amics is associated with elongated grains that bridge the crack
in the tip wake. Bridging by the grain occurs when the interface
between it and the matrix separates or debonds (arrows). Each
silicon nitride grain is surrounded by an amorphous intergranu-

lar film (white).

optimize the debonding process and, hence, the frac-
ture toughness of these ceramics.

2. INTERFACIAL DEBONDING PROCESSES

Based on recent observations there appear to be at
least two interfacial debonding processes in silicon
nitride ceramics. In one, the introduction of appropri-
ate anions generates crack-like defects within the
amorphous intergranular film (IGF) (i.e., weakening
the intergranular film by “crack formation in the
IGF”) [16]. In the other process, the strength of the
interface between the amorphous film and the elon-
gated grains is found to depend on the growth of an
epitaxial SiAlON layer at the interface—“interfacial
strengthening” [17, 18]. The intent here is to focus
discussion on the experimental and theoretical aspects
of these two chemical/structural effects.

It is recognized that either of these debonding pro-
cesses may be affected by the generation of thermal
expansion mismatch stresses between the intergranu-
lar phase(s) and the silicon nitride. These stresses
arise because the coefficients of thermal expansion of
the amorphous IGF films are at least two times greater
than those of the anisotropic beta grains. As a result,
the interface along prismatic grain surfaces will be
subjected to radial compression and the film will be
subjected to tension. These radial compressive
stresses could inhibit interfacial debonding along
these critical interfaces. Earlier investigations showed
that the radial compressive stresses are, at best, a sec-
ondary factor in the presence of SiAlON epitaxial lay-
ers [17]. When SiAlON is not present at the interface,
the extent of debonding at the Si3N4/glass interface is
diminished by increases in the radial compressive
stress [18]. In addition, the local tensile stresses,
including those due to thermal expansion mismatch,
are seen to promote the growth of crack-like defects
introduced in the amorphous films containing fluorine
[16]. The local residual stresses would then be a key
component in the generation and growth of cracks
within the intergranular film and debonding at the
interface with the reinforcing phase.

Clearly, work to understand the effects of additives
on crack formation in the IGF and interfacial
strengthening (as well as on the high-temperature
properties of the ceramic system, such as viscosity)
has entered the regime of nanoscale chemistry, focus-
ing predominantly on atomic-level phenomena that
manifest themselves at the macroscopic scale in often
dramatic ways. This evolution to the nanoscale in
efforts to better understand IGF behavior is evidenced
in the number of detailed characterization studies,
such as those involving high-resolution transmission
electron microscopy and electron energy-loss spec-
troscopy (e.g., [19]). Atomistic theoretical studies
with first-principles [20, 21] and molecular dynamics
[22, 23] modeling are, then, natural complements in
the interpretation of experiments at this scale, and
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much is being learned about atomic-level behavior
both at the interface and within the IGFs.

2.1. Crack formation in the IGF

The process of IGF crack formation involves the
formationof weak bonds within the amorphous inter-
granular film, for example by the addition of an anion
such as fluorine, as discussed by Pezzottiet al. [16].
When the local density of these weakened bonds is
sufficiently high, a crack-like feature forms, which
grows in the presence of either an applied stress, a
residual thermal expansion mismatch stress, or a com-
bination of these stresses. According to the descrip-
tion of Pezzottiet al. [16], insertion of fluorine in
the amorphous phase results in a pair of fluorine ions
(difluorine), required to maintain the local charge bal-
ance, substituting in the position formerly taken by
the oxygen linking the SiO4 tetrahedra in the inter-
granular film (see Fig. 3). The fluorine pair is con-
sidered to move the tetrahedra apart due to the Cou-
lomb repulsion between the two F2 ions, thus dilating
the film, consistent with high-resolution electron
microscopy (HREM) observations [19]. As a result
of fluorine doping, oxygen-bridge linkages between
tetrahedra are lost with each being replaced by a
defect (i.e., missing bond) whose number density
increases with fluorine content.

For the present study, the following first-principles
atomic cluster calculations were made to provide an
atomic-level description of the effects of substitution
of difluorine for oxygen, from which two important
features emerge: (1) strong Si–F bond formation (as
expected on the basis of valency considerations) and
(2) very weak interaction between the tetrahedra
joined by the F–F pair. Here, the partial-wave self-
consistent-field method [25] was used to solve the
local density equations [26] precisely within an
atomic cluster chosen to capture the essentials of the
problem of interest: here, the energetics and structural
effects of replacing a bridging oxygen atom linking
two SiO4 units by a pair of fluorine atoms. The chemi-
cal reaction steps involved in the interaction of CF2

with the oxygen site in amorphous SiO2, with
removal of the bridging oxygen atom and replace-
ment with two fluorine atoms, is the subject of
another study [27]. Here we compare the energy and
structure for a “lattice fragment” of the SiO2 glass

Fig. 3. Inserting a pair of fluorine ions in the position formerly
taken by the oxygen linking the SiO4 tetrahedra in the inter-
granular film results in the loss of the very strong oxygen link
between tetrahedra. The very weak bond between the two flu-
orines is comparable to introducing a defect in the glass net-

work.

made up of two oxygen-bridged SiO4 tetrahedra with
results for the difluorine-doped cluster.

Electronic structure and total energy calculations
were carried out self-consistently, allowing charge
density rearrangements, for the IGF reference SiO2

cluster made up of two SiO4 tetrahedra corner-linked
through a bridging oxygen. Atoms were allowed to
relax according to the calculated energy and force
field, evaluated for each atom in the cluster. The fully
relaxed fluorine-free cluster displays bond lengths in
good (within 2%) agreement with experiment [28],
justifying its use as a reference for determining dop-
ant effects in the atomic cluster model. The total bind-
ing energy for this O3Si–O–SiO3 fragment (42.317
eV) reflects its high stability. Calculations of the
energy of removal of the bridging oxygen atom show
that its binding is strong (|6.40 eV) compared with
the average binding energy of 6.05 eV per oxygen
atom in the SiO2 fragment. Similarly, for asingle
fluorine atom occupying the bridge site, the binding
energy of fluorine is found to be|1.40 eV less than
that of oxygen. This tells us that the attack of silicon
by fluorine alone in the glass would not disrupt the
SiO2 network.

Results for the cluster in which two fluorine ions
are centered about the origin previously occupied by
the bridging oxygen atom show the greatest stability
with a binding energy of 47.432 eV. However, each
of the very strong Si–F bonds is localized between
fluorine and its nearest neighbor silicon, such that the
two O3SiF tetrahedra are only weakly interacting.
Most of the binding energy originates within each
O3SiF unit. Most significant with regard to the IGF
fracture behavior, these units become essentially non-
interacting: only a very small force (#0.85 eV/nm) is
needed to separate these two tetrahedra beyond the
local binding energy minimum of|0.04 eV at an F–
F distance of|0.230 nm, Fig. 4. In contrast, the

Fig. 4. The binding energy curve for theD3d symmetry SiO3–
F–F–SiO3 cluster as a function of separation of the tetrahedral
units along the F–F axis. (The symmetry constraint raises the
energy by|2.3 eV relative to symmetry-relaxed values given
in text). The zero of energy is for free atom constituents, and
the separation is relative to equilibrium (F–F bond5

0.1193 nm).
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tetrahedra of the oxygen-bridged reference cluster are
bound so strongly to the joining oxygen atom that
very large restoring forces (|41 eV/nm) act to return
any displaced unit to equilibrium. In this analysis,
IGF crack formation is a result of the fluorine pair
substitution creating an extremely weak F–F bond and
not a missing or dangling bond (plus a charge
imbalance) that enhances crack growth in the amorph-
ous phase. This enhanced crack formation and growth
due to the fluorine reaction with the network is similar
to that occurring when a water molecule interacts
with the SiO2 bonds at a crack tip in glasses [24].

In the difluorine structure, there is a strong repul-
sion when the F–F separation decreases below 0.185
nm and the fluorine densities overlap significantly
(penetration beyond|30% of the nominal ion radius).
This repulsive force resists compression of the F–F
bonds between the tetrahedra due to the van der
Waals dispersion forces attempting to pull adjacent
grains together [29]. The fact that the IGF is amorph-
ous poses some problem for directly applying the cal-
culated change in structure of the linked tetrahedra to
the experimentally reported dilation of the IGF of 0.1
nm (e.g., see [19]). The increase in dimension is
almost entirely in the F–F spacing, which becomes
0.243 nm. At first sight this seems too large, but if
one incorporates the interactive forces between adjac-
ent grains that define the IGF, film thicknesses are
accurately given to within experimental precision
(±0.1 nm) for both the SiO2 glass and the fluorine-
doped film (e.g., [19]). Taken together, the studies of
anion dopant effects in IGFs show that weakening of
the amorphous network by anion additions results
from interactions at the atomic level in the strictest
sense: the interaction range involved in the replace-
ment of oxygen by difluorine is distinctly localized
to the region of the former oxygen-bridge bond. This
suggests the possibility of debonding control with sel-
ectivity at the atomic level, since the effect of dopants
is specific to a particular type of site in the IGF and
the results of the doping are known.

2.2. Interfacial strengthening due to epitaxial SiA-
lON

The second process that controls debonding is
associated with the strength of bonding across the
glass/crystalline interface. In the experimental
approach used here, an increase in the interface
strength is reflected by a decrease in the critical angle
between the plane of the propagating crack and the
prism plane at which the crack starts to deflect up the
interface [17, 18]. High-resolution, high-magnifi-
cation scanning electron microscopy images of the
whiskers embedded in the various glasses indicate
that the debond crack does run along the
crystalline/glass interface. Studies of bothβ-Si3N4

whiskers embedded in oxynitride glasses and self-
reinforced silicon nitride ceramics reveal that the
critical debond angle is modified by the formation of

an epitaxialβ - Si62zAl zOzN82z layer between theβ-
Si3N4 grain and the amorphous IGF, Table 1.

Comparison of the critical debond angle with
analysis of the radial compressive stresses imposed
on the prismatic interfaces indicates that the radial
stress is not a major factor when an epitaxial SiAlON
layer is present, as mentioned earlier. This is clearly
shown for the 55Si10Al35Y20N80O glass system by
comparing the critical debond with and without an
epitaxial SiAlON layer present, Table 1. In addition,
reductions in the nitrogen content of the glasses,
while having only a minor effect on the radial stress
levels, exclude the formation of an epitaxial layer and
interfacial debonding occurs quite readily then.

The observations summarized in Table 1 reveal
that the introduction of aluminum and oxygen into
this epitaxial layer increases the strength of the inter-
face [17, 18]. At the same time, the fracture toughness
of self-reinforced Si3N4 ceramics with identical
microstructures is found to decrease with increases in
aluminum and oxygen level in the epitaxial SiAlON
layers [30]. As a result, the potential for differences
in the types of bond that formed across the interface,
seen schematically in Fig. 5, was examined as a
source of the interface strength. In the presence of an
SiAlON layer, both Si–O and Al–O bonds, as well as
Si–N bonds, could form, and thus silicon, aluminum,
oxygen and nitrogen atoms would participate in the
bonding from both sides of the interface with the Si–
Al–RE–O–N amorphous intergranular films. This
would increase the density of bonding sites along the
interface and suggests a mechanism for the rise in
strength of the interface. While Al–N bonds are
involved in the SiAlON crystal structure, there is little
evidence for them in the oxynitride glasses [31, 32],
and thus they were not included in the interface bond-
ing considerations. On the other hand, the formation
of Si–O, Al–O and Si–N bonds is well documented
in the oxynitride glasses.

Earlier electronic structure calculations showed
that the substitution of aluminum and oxygen into the
lattice ofβ-Si3N4 reduces the total overlap population
(a measure of electron bond density) to which the
substituted atoms contribute, in keeping with a
reduction of the mechanical properties ofβ-Si3N4 ver-
sus β - Si62zAl zOzN82z [33, 34]. However, more
recent studies that include charge redistribution indi-
cate that while the substitution of aluminum for a sili-
con in an Si3N4 unit results in a weaker Al–N bond,
the strengths of other aluminum- and silicon-contain-
ing bonds in the structure actually increase [35]. In
addition, crystal-orbital-based calculations have
assessed the bonding of aluminum and oxygen to the
β-Si3N4 surfaces and suggested stronger bonding of
these elements to the prism faces, but only as com-
pared with the basal surface [36].

The observed influence of the SiAlON composition
on the interface strength motivated the current studies
using first-principles atomic cluster calculations to
address the following. (1) Why is the oxynitride
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Table 1. Summary of the critical interfacial debond angles for theβ-Si3N4/oxynitride glass

β-SiAlON
Critical debond Compressive stress

Sample predicted from
angle (°) on interface (MPa)a Si62zAl zOzN82z phase equilibria

b-Si3N4 whiskers in oxynitride glass matrix
Composition (eq%)

55Si25Al20Y10N90O |70 |350 0 No
55Si25Al20Y20N80O |55 |320 1.0 Yes
55Si10Al35Y10N90O |70 |515 0 No
55Si10Al35Y20N80O

without SiAlON layer |72 |530 0 Yes
with SiAlON layerb |50 |530 0.15

57Si43La20N80O |68 |590 0 No
46Si27Al27La27N73O |50 |555 1.6–2.0 Yes
41Si30Al29Yb23N77O |55 |455 1.6–2.0 Yes

Self-reinforced b-Si3N4 with amorphous intergranular film
Additives (wt%) yttria/alumina

6.25/1.0 |75 0.01 Yes
5.0/2.0 |70 0.03 Yes
4.0/2.8 |60 0.06 Yes

a Calculated stress based on measured values of thermal expansion coefficients, softening temperatures and Young’s modulus of the glasses and
silicon nitride (e.g., [18]).

b Sample after additional nitrogen (5 MPa) anneal at 1680°C for 30 min to develop epitaxial layer.

Fig. 5. As shown schematically here, only Si–N bonds are
established in both directions across the interface in the case
of the Si3N4/glass interface. When an epitaxial SiAlON layer
forms, Si–O and Al–O bonds, as well as Si–N bonds, form in

both directions across the glass/crystalline interface.

glass/β-Si3N4 interface weak compared with the
β - Si62zAl zOzN82z/glass interface? (2) What is the
strengthening mechanism when Si62zAl zOzN82z forms
at the interface? (3) What is the influence of compo-
sition on the interfacial strength in terms of atomic-
level interactions?

The model structure used for this study was the
basic tetrahedron, which is a common structural unit
of both the crystalline phases (i.e.,β-Si3N4 and
β - Si62zAl zOzN82z) and the oxynitride glasses. The
interfacial debonding of most interest here involves
that parallel to the prism planes of the elongated rein-
forcing grains. A slice normal to these planes, shown
schematically in Fig. 6, reveals that the atoms in the
grain and the glass involved in bonding across the
prism interfaces can also, indeed, be defined in tetra-
hedral units. Thus, one can use the simple tetrahedral
unit building blocks to begin to describe the interfa-
cial bonding and the effects of composition by alter-
ing the atomic species within the body-centered sili-
con- and aluminum-based tetrahedral clusters.

The partial-wave self-consistent cluster method
[25] was used to solve local density equations for

such tetrahedral cluster models. This allows one to
determine the energy and force field changes that
would occur by a variety of atomic substitutions to
gain a first approximation of the influence of compo-
sition on the interface cohesion. To achieve an
atomic-level understanding of compositional effects,
the electronic structures, total energies and atomic
force fields were calculated to high accuracy using
only the atomic numbers and parameters describing
the local exchange correlation approximation (plus
gradient corrections) as inputs.

Then the source was sought for the increase in
interface strength with the formation of an epitaxial
Si62zAl zOzN82z layer at the interface and the rapid
rise in strength over a compositional range ofz 5
0 to |0.2 (i.e., increasing substitution of aluminum
for silicon and oxygen for nitrogen). The influence of
aluminum and oxygen can be addressed by determin-
ing how the binding energy of the basic body-cent-
ered silicon (and aluminum) tetrahedra are affected
by variations in the nitrogen-to-oxygen ratio. As seen
in Fig. 7, the trend is for the binding energy to
increase with substitution of oxygen for nitrogen in
both the silicon- and aluminum-based tetrahedra. At
the same N/O ratio, the silicon-based tetrahedra do
exhibit higher binding energies than the aluminum-
based tetrahedra. However, the AlO3N and AlO4

tetrahedra exhibit greater binding energies than do the
SiN4 and SiON3 tetrahedra. In fact, the binding
energy of the AlO4 unit closely rivals that of the SiO4
unit. On the other hand, the AlN4 and SiN4 tetrahedra
are the most weakly bound units.

The above trends of increasing binding energies
within both silicon- and aluminum-based tetrahedra
with increasing substitution of oxygen for nitrogen
are confirmed by additional calculations based on two
and three corner-connected tetrahedra with oxygen
substituted for nitrogen and aluminum for silicon.
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Fig. 6. The atomic structure involved in bonding across the prism planes is shown in the cross-section parallel
to the basal plane of Si3N4 that cuts across the Si3N4/SiAlON and SiAlON/glass interfaces. Basic to all three
components are the simple silicon-based and aluminum-based body-centered tetrahedral unit cells, which are

used in the atomic cluster calculations to describe bonding at the interface.

Fig. 7. First-principles calculations of the binding energy reveal
a continuous increase with substitution of oxygen for nitrogen
in both the silicon- and aluminum-based tetrahedra. While the
silicon-based tetrahedra exhibit greater binding energies than
do their aluminum-based counterparts, the oxygen-rich AlO3N
and AlO4 tetrahedra exhibit greater binding energies than do

the oxygen-deficient SiN4 and SiON3 tetrahedra.

These, then, further support the strengthening of the
interface bonding by the addition of Si–O and Al–O
bonding across the interface as first suggested in Fig.
5. At theβ-Si3N4/glass interfaces, silicon on the Si3N4

surface can bond to oxygen in the glass, while Si–N
bonds can form in both directions across the interface.
With an epitaxial Si62zAl zOzN82z layer at the inter-
face, Si–O bonds, the strongest bonds, can form
across the interface in both directions. In addition,
these are supplemented by Al–O bonds, the second
strongest bonds in the series, which can be formed in
either direction across the interface. Both the greater
strengths of these oxide bonds and the fact that they
can involve silicon and aluminum atoms present on
both sides of the interface contribute to the increase
in interfacial strength and resistance to debonding
observed with the increasing substitution of alumi-
num and oxygen in the interfacial Si62zAl zOzN82z

layer.

3. SUMMARY

Interfacial debonding, which is a key step in crack-
bridging mechanisms, appears to involve at least two
processes. When fluorine is incorporated into the
amorphous intergranular film, the glass network is
weakened, which allows a propagating crack to
bypass the reinforcing grains without cutting through
them. In the presence of SiYAl oxynitride intergranu-
lar glass films, reductions in the Al/Y ratio decrease
the aluminum and oxygen content of the epitaxial
Si62zAl zOzN82z layer on the Si3N4 grains and debond-
ing is enhanced.

Atomic cluster calculations show that the substi-
tution of two fluorine atoms in the place of the oxy-
gen linking two SiO4 tetrahedra results in (1) fluorines
that are strongly bonded within each tetrahedra and
(2) weak bonding between the two fluorine atoms,
which are energetically favored to rest on the axis
between the silicon atoms. As such, the calculated
structure for the oxygen-linked and the fluorine-pair-
linked tetrahedra yields intergranular film thicknesses
in agreement with observations. The (at best) weak
bond between the fluorine pair then acts like a defect
in the glass network. The calculations show that the
restoring force resisting the separation of the fluorine
pair is extremely low. As a result, increases in the
local density of such defects with fluorine additions
will substantially weaken the intergranular glass net-
work and, thus, allow cracks within the IGF to propa-
gate around, rather than through, the reinforcing
grains.

In the case of SiYAl oxynitride glass intergranular
films, an increase in resistance to interfacial debond-
ing occurs with the formation of the layer at the inter-
face. Atomic cluster studies reveal that the binding
energies of the SiN4 tetrahedra increase as oxygen
replaces the nitrogen, with SiO4 exhibiting very high
binding energies. The formation of Si62zAl zOzN82z

requires the incorporation of alumninum in place of
silicon, and the binding energies of the aluminum-
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based tetrahedra show the same increase with oxygen
substitution for nitrogen. In fact, the AlO4 tetrahedron
has only slightly lower binding energy than does the
SiO4 tetrahedron. This increase in binding energies
with oxygen substitution has an important impact on
the interface strength.

When the glass is in contact with the Si3N4 grain,
Si–N bonds can form in both directions across the
interface; however, Si–O bonds will only occur
between the silicon on the grain surface and oxygen
in the glass. Thus opportunity to form the strongest
bond (i.e., Si–O) is fairly limited. On the other hand,
the growth of an Si62zAl zOzN82z layer on the Si3N4

grains allows Si–O, as well as Si–N, bonds to form
in both directions across the interface. The strong Si–
O bonding will also be supplemented by the addition
of nearly as strong Al–O bonding in both directions
across the interface. Thus, the atomic cluster studies
have established a relationship between composition
and bond strength as a function of O/N ratio that pro-
vides insight into the role of composition on the
debonding processes in the toughened silicon nitride
ceramics.
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Solution to the Boltzmann equation for layered systems for current
perpendicular to the planes

W. H. Butler and X.-G. Zhang
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J. M. MacLaren
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Present theories of giant magnetoresistance~GMR! for current perpendicular to the planes~CPP! are
based on an extremely restricted solution to the Boltzmann equation that assumes a single free
electron band structure for all layers and all spin channels. Within this model only the scattering rate
changes from one layer to the next. This model leads to the remarkable result that the resistance of
a layered material is simply the sum of the resistances of each layer. We present a solution to the
Boltzmann equation for CPP for the case in which the electronic structure can be different for
different layers. The problem of matching boundary conditions between layers is much more
complicated than in the current in the planes~CIP! geometry because it is necessary to include the
scattering-in term of the Boltzmann equation even for the case of isotropic scattering. This term
couples different values of the momentum parallel to the planes. When the electronic structure is
different in different layers there is an interface resistance even in the absence of intermixing of the
layers. The size of this interface resistance is affected by the electronic structure, scattering rates,
and thicknesses of nearby layers. For Co–Cu, the calculated interface resistance and its spin
asymmetry is comparable to that measured at low temperature in sputtered samples. ©2000
American Institute of Physics.@S0021-8979~00!71908-6#
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I. INTRODUCTION

Although most studies of GMR are for the case of a
plied electric fields and hence net current in the plane of
film ~CIP geometry!, there has been considerable experim
tal and theoretical work on the current perpendicular to
plane~CPP! geometry. Gijs and Bauer have provided a u
ful review1 of recent work on CPP GMR. Camblong, Zhan
and Levy2 presented a simple model for the CPP cond
tance for a single spin channel in the case of identical f
electron band structure in all layers, with the only differen
between layers being possible differences in the scatte
rates. Valet and Fert, in a classic paper,3 generalized this
model to include scattering processes that connect the
spin channels. The Michigan State group and co-worke4,5

measured GMR for numerous systems for the CPP geom
and found that many of their results could be fit with t
Camblong–Levy or Valet–Fert models.

In this paper, we present a solution to the Boltzma
equation for the case in which the electronic structure can
different for different layers and different spin channels. W
compare our results to the ‘‘standard’’ theory.2,3

II. BOLTZMANN EQUATION FOR CPP TRANSPORT

Although it is not necessary in our approach, in order
make contact with the standard approach, we shall ass
that the scattering probability is isotropic. Then, within
single layer in which we can assume thatvz

s(k) is indepen-
dent ofz, the Boltzmann equation can be written3 in terms of
the anisotropic function,gs(z,k),
5170021-8979/2000/87(9)/5173/3/$17.00
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s ]gs~z,k!

]z
1

gs~z,k!

ts
5vz

s ]m̄s~z!

]z
, ~1!

where we have definedm̄s(z)5m(z)2eV(z). The ‘‘stan-
dard’’ treatment of CPP transport2,3 is obtained by using this
equation for all layers, thereby implicitly assuming that the
is no change in electronic structure from layer to layer. T
reason for this assumption, of course, is the difficulty in so
ing the CPP Boltzmann equation for an inhomogeneous
tem. This difficulty arises from the requirement thatgs(z,k)
be anisotropic, i.e., that

(
k

] f 0~Ek
s2m0!

]Ek
s gs~z,k![0. ~2!

This requirement arises from the definition ofgs(z,k),

gs~z,k!5ms~z!2hs~z,k!, ~3!

where the chemical potentialm(z) is defined as the averag
of the distribution function,ms(z)5^hs(z,k)&, and the angu-
lar brackets indicate a Fermi surface average. The requ
ment thatgs(z,k) satisfy Eq.~2! is equivalent to including
the scattering-in term of the usual form of the Boltzma
equation and is necessary for current conservation.

In Eq. ~1!, the scattering rate, 1/ts , can be allowed to
vary with z without significantly complicating the solution
Thus it is easy to show that for homogeneous electro
structure but varying scattering rate, the CPP resistance
pends only on the averaged scattering rate,

RsA5

* dz
1

ts~z!

e2ns^~vz
s!2&

5E dzrs~z!, ~4!
3 © 2000 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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whereA is the area of the film perpendicular to the directi
of the current,ns is the Fermi energy density of electron
states,rs(z) is a local resistivity of free electrons and th
angular brackets denote an average over the Fermi sur
The second expression in Eq.~4! is often assumed to be th
proper generalization of the free electron formulas to gen
electron dispersion. In the following we shall refer to th
result as the ‘‘standard’’ expression for CPP resistance.

In order to treat a system in which the electronic stru
ture is different in successive layers, it is necessary to ma
the solutions to the Boltzmann equation obtained for e
layer across the interfaces between the layers. The proce
for performing this matching is relatively straightforward6

but involves the full distribution function,hs(z,k), not just
the anisotropic part,

hi 11
1, j ~zi

1 ,ki!5 (
j 8,ki8

NR

Ti
12~ j ki , j 8ki8!hi 11

2, j 8~zi
1 ,ki8!

1 (
j 8,ki8

NL

Ti
11~ j ki , j 8ki8!hi

1, j 8~zi
2 ,ki8!

hi
2, j~zi

2 ,ki!5 (
j 8,ki8

NL

Ti
21~ j ki , j 8ki8!hi

1, j 8~zi
2 ,ki8!

1 (
j 8,ki8

NR

Ti
22~ j ki , j 8ki8!hi 11

2, j 8~zi
1 ,ki8!. ~5!

Here NL and NR denote the number of states on the left
right of the interface, respectively, for a given value ofki8 .

In order to properly match the distribution functions
the boundaries of the layers, it is necessary to utilize
general solution to Eq.~1! and to admit exponentially vary
ing solutions that could be omitted for the homogeneo
case. Thus, it can be verified that the anisotropic distribu
function for spins in layer i can be written as

gs~z,k!

5
Js

ssi
evz

si~k!tsi2Fsi~k!e~2z/vz
si

~k!tsi!

1K Fsi~k8!e~2z/vz
si

~k8!tsi!

vz
si~k!2vz

si~k8!

vz
si~k!

K vz
si~k!

vz
si~k!2vz

si~k8!L
k

L
k8

,

~6!

m̄~z!5a isJs2
Js

ssi
ez1K Fsi~k8!e~2z/vz

si
~k8!tsi!

K vz
si~k!

vz
si~k!2vz

si~k8!L
k

L
k8

. ~7!

Here,Js is the current density for spin-channels andssi is
the bulk conductivity for spins of the material in layeri,

ssi52
e2

V (
k

~vz
si~k!!2tsid~Ek2EF!, ~8!
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anda is andFsi(k) are parameters determined by the matc
ing conditions at the boundaries, Eq.~5!.

If the distribution function, Eq.~6!, is used to calculate
the current density, the first term yieldsJs and the contribu-
tions of the other two terms cancel. The second term wo
have been expected from the general solution to the
case. The third term is made necessary by the requirem
that g(z,k) be purely anisotropic.

III. TRANSPORT FOR CURRENT PERPENDICULAR
TO THE PLANES

The layer Korringa–Kohn–Rostoker approach7 was
used to calculate the self-consistent electronic structure
cobalt, copper, and cobalt–copper interfaces. These w
used to evaluate the transmission (T11,T22) and reflection
probabilities~T12 andT21! for Bloch electrons impinging
on the interfaces. The Boltzmann equation, including
boundary matching equations, was then solved using an
erative procedure. In the calculations presented here, it
assumed that the interfaces were epitaxial and that there
no additional disorder in the vicinity of the interface.

Figures 1 and 2 show the calculated electrochemical
tential, m̄, for the majority and minority channels in the v

FIG. 1. Chemical potential divided by current density for copper–cob
majority interface.

FIG. 2. Chemical potential divided by current density for copper–cob
minority interface.
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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cinity of a copper–cobalt interface. The electrochemical
tential has been divided by the current density so that
plots yield* dzrs(z). For the standard theory this is simp
a straight line for each layer. The actual solution to the Bo
zmann equation differs in two ways:~1! There is a disconti-
nuity in the chemical potential at the interface which
equivalent to an interfacial resistance. This interfacial re
tance is not due to intermixing or additional scattering at
interface~although this effect can be included in the mode
desired! but to the mismatch of the bands across the interf
which causes some of the electrons incident on the inter
to be reflected.~2! There are exponential terms in the ele
trochemical potential in the vicinity of the interface that d
cay at a rate comparable to the component of the mean
path perpendicular to the layers. The effect of these te
can be included as an additional interfacial resistance th
added to the discontinuous contribution just described, a
indicated in the dotted lines of Figs. 1 and 2. If this is don
however, it must be taken into consideration that this ad
tional contribution depends on the environment of the int
face, e.g., the proximity of other interfaces and the bulk sc
tering rates. The calculated interfacial resistances can be
off the figures~0.21 and 1.2f Vm2 for majority and minor-
ity, respectively! and are comparable to those deduced fr
low-temperature measurements5 on cobalt–copper multilay-
ers. This indicates that much of the interfacial resistance
viously attributed to disorder at the interface may equa
well arise from reflection.

Figures 3 and 4 show that both the discontinuous in
facial resistance and the interfacial resistance arising f
the exponential terms can depend on the type and thickne
of neighboring layers. In Fig. 3, for example, it can be se
that the discontinuous interfacial resistance on both side
the Co–Cu–Co~majority! spin valve increase with the thick
ness of the copper spacer layer. The exponential contr
tions also increase with copper layer thickness. For the c

FIG. 3. Chemical potential divided by current density for the majority ch
nel of a cobalt–copper–cobalt spin valve for various thicknesses of
copper layer.
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of antiparallel alignment shown in Fig. 4, however, the d
continuous contribution increases slightly with spacer la
thickness on the minority side butdecreaseswith thickness
on the majority side.

Recently, Chienet al.8 used a tight-binding based quan
tum model to calculate CPP transport through Co–Cu m
tilayers. They pointed out the necessity of including vert
corrections which are equivalent to the scattering-in term
the Boltzmann equation in the semiclassical limit. Very r
cently, Penn and Stiles9 reported calculations of the interfac
resistance for free electrons incident on a model interfac
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Thermal expansion coe� cients of Mo± Si compounds by
® rst-principles calculations
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ABSTRACT
Taking Mo± Si compounds as model systems, we show that the coe� cients of

thermal expansion (CTEs) of complex structures can be calculated precisely from
® rst principles by incorporating the Debye model for acoustic response.
Speci® cally, we obtain a nearly isotropic CTE in MoSi2 but a highly
anisotropic CTE in Mo5Si3. The CTE anisotropy in Mo5Si3 is due to an
elastically more rigid basal plane and a higher anharmonicity along the c axis.
As the structure of 5± 3 compounds is modi® ed from D8m to D8l by boron
substitutions (Mo5SiB2), we predict a signi® cant decrease in the CTE
anisotropy, which is con® rmed by experiments.

} 1. INTRODUCTION
In the synthesis and processing of non-cubic high-temperature materials, micro-

cracks are often induced owing to the anisotropy in the coe� cients of thermal
expansion (CTEs). To minimize the thermal stresses in polycrystalline materials, a
more isotropic CTE is desirable. The degree of the anisotropy, however, is not
predictable by any empirical rules and can vary substantially within any speci® c
material type. For example, among the transition-metal silicides, the CTEs are
highly anisotropic for 5± 3 silicides, but become nearly isotropic for disilicides
(Shah et al. 1992). No ab initio theory has been developed to correlate the degree
of the anisotropy with the nature of crystal and electronic structures. In this paper,
taking the tetragonal Mo± Si alloys (MoSi2 ; Mo5Si3 and Mo5SiB2) as model systems,
we show that ab initio theory can precisely predict and elucidate the theromoelastic
properties of these alloys.

That the CTEs are highly anisotropic in 5± 3 transition-metal silicides is well
documented. There is no exception for Mo5Si3. Measurements by Chu et al.
(1999) show that the CTE in the [001] direction is more than twice the CTE in the
[100] direction. We shall calculate the CTEs and address the origin of anisotropy in
this class of compounds. One prominent feature of 5± 3 Mo± Si is that the substitution
by boron …Mo5SiB2† substantially improves the oxidation resistance (Meyer et al.
1996) but, at the same time, changes the crystal structure from D8m (T1 phase) to

Philosophical Magazine L etters ISSN 0950± 0839 print/ISSN 1362± 3036 online # 2000 Taylor & Francis Ltd
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D8l (T2 phase). An important basic question is whether or not the CTE anisotropy
of the T1 phase is retained in the T2 phase. The answer provided by our investigation
is that the CTEs of the T2 phase become nearly isotropic. This prediction is further
con® rmed by experiments. The structures of D8m and D8l are depicted in ® gure 1.
Note the existence of prominent chain structures along the c axis shown at the cell
boundaries in ® gure 1 (a).

} 2. THE THEORETICAL MODEL
Although thermal expansion is a classic subject, the calculation of CTEs by ® rst

principles is still largely limited to simple cubic elements (for example Fleszar and
Gonze (1990) and Quong and Liu (1997) ). This is the situation because rigorous
calculations of the entire phonon spectra become lengthy and di� cult for complex
multicomponent systems. The problem can be simpli® ed by approximating the pho-
non contribution through the elastic acoustic response (i.e. the Debye model). The
semiempirical approach based on this model has had quantitative success in describ-
ing the CTEs of monatomic cubic metals (Moruzzi et al. 1988). Generally, the use of
a Debye model for thermal expansion tends to overestimate the hydrostatic pressure
for multicomponent systems. For the present systems, however, we ® nd that the use
of a Debye model for the lattice anharmonicity in our formalism (see below) is
adequate enough to give CTE values to within about 10% of the available measured
values in most cases. On physical grounds, this is not surprising. The materials
investigated here display strong covalent bonding characteristics (Fu et al. 1999),
which imply high optical phonon energies. Because of their higher activation ener-
gies, optical phonons are not expected to modify signi® cantly the results presented
here. The good agreement between our results and the measurements on the proto-
type system MoSi2 (see below) further con® rms that optical phonons do not play
signi® cant roles.
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Figure 1. The crystal structures of the (a) D8m and (b) D8l structures.



To calculate the CTE of a tetragonal structure, we consider the free energy F…T †
in the presence of elastic strain components (uniform expansions or contractions) ui
as

F…T † ˆ E0 ‡1
2

C·¸u·u¸ ‡ 1
3!

C·¸¼u·u¸u¼ ‡Fphonon…T † ; …1†

where the Greek subscripts take values from 1 to 3 and the Einstein summation
convention is implied. Fphonon is the phonon free energy (including zero-point
motion), and E0 is the total energy at 0 K. Cij and Cijk are second-order and
third-order elastic constants respectively. The sound velocities are determined
from the Christo� el equation (Ashcroft and Mermin 1976). A minimization of the
free energy with respect to the strains (da=a and dc=c in [100] and [001] directions
respectively) yields the following equations for the change in lattice parameters at
temperature T :

da
a

ˆ 2 ~C…2†
13 Gc…T † ¡ ~C33Ga…T †

2… ~C11 ‡ ~C12† ~C33 ¡ 4 ~C…1†
13

~C…2†
13

; …2†

dc
c

ˆ 2 ~C…2†
13 Ga…T † ¡ 2… ~C11 ‡ ~C12†Gc…T †
2… ~C11 ‡ ~C12† ~C33 ¡ 4 ~C…1†

13
~C…2†

13

: …3†

Here, G…T † and Gc…T † are the derivatives of Fphonon with respect to da=a and dc=c,
and the ~C values are given by

~C11 ‡ ~C12 ˆ C11 ‡C12 ‡ …C113 ‡C123†
dc
c

‡1
2

…C111 ‡3C112†
da
a

; …4†

~C33 ˆ C33 ‡1
2

C333
dc
c

‡2C133
da
a

; …5†

~C…1†
13 ˆ C13 ‡1

2
…C113 ‡C123†

da
a

; …6†

~C…2†
13 ˆ C13 ‡1

2
C133

dc
c

: …7†

The algebraic equations (2)± (7) are solved iteratively once Ga…T † and Gc…T † are
obtained from ® rst principles. Clearly, thermal expansion depends on both crystal
elasticity and lattice anharmonicity. If the system is isotropic in lattice anharmonicity
(i.e. Ga ˆ 2Gc†, the ratio of thermal expansions becomes inversely proportional to
the ratio of elastic tensile sti� ness in the basal plane and along the c axis.

The calculation of the CTEs for these complex structures imposes a tremendous
challenge, since the CTE depends not only on the second-order elastic constants but
also on higher-order elastic constants (dominated by third-order terms). For a tetra-
gonal structure, there are six independent second-order elastic constants and ten
independent third-order elastic constants. While the calculation of second-order
elastic constants has become more common recently, the calculation of higher-
order elastic constants remains challenging. This is because that the calculation of
higher-order terms involves the di� erence in the elastic strain energies at a small
change in lattice parameter. The higher-order elastic constants contribute to both
crystal anharmonicity (through the dependence of the Debye temperature on the
lattice parameter in our model) and the temperature dependence of elastic constants.
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The elastic constants were calculated by the full-potential linearized augmented
plane-wave (FLAPW) method (Wimmer et al. 1981) within the local-density-f unc-
tional approach. The calculational details of the second-order elastic constants of a
tetragonal structure have been described by Fu et al. (1999). The third-order elastic
constants were determined through the derivative of second-order elastic constants
with respect to lattice strains (i.e. da=a and dc=c). Within a range of 3± 4% change in
the lattice parameters, the dependence of the second-order elastic constants on lattice
parameters is found to be linear, indicating that the third-order terms are dominant
in the higher-order elastic constants. In calculations of the strained structure sys-
tems, the internal coordinates of the atoms within the unit cell were relaxed using the
calculated FLAPW atomic forces.

} 3. RESULTS AND DISCUSSION
The calculated second- and third-order elastic constants are listed in table 1 and

table 2 respectively. We ® nd excellent agreement between theory and experiments
(Nakamura et al. 1990 ; Chu et al. 1999) in the second-order elastic constants for
MoSi2 and Mo5Si3. The measured second-order elastic constants are C11 ˆ 446 GPa,
C12 ˆ 174 GPa, C33 ˆ 390 GPa, C13 ˆ 140 GPa, C44 ˆ 110 GPa and C66 ˆ 140 GPa
for Mo5Si3, and C11 ˆ 417 GPa, C12 ˆ 104:2 GPa, C33 ˆ 514:5 GPa,
C13 ˆ 83:8 GPa, C44 ˆ 204:2 GPa and C66 ˆ 193:6 GPa for MoSi2. However, we
are not aware of any measurement of higher-order terms. For Mo5SiB2, there is
no experimental measurement to compare with, since single-crystal T2 phase is not
currently available.

To examine the validity of our theory, we ® rst consider MoSi2. It has the simplest
structure studied here. There are two interesting features in the elastic properties of
MoSi2.

(1) C11 ‡ C12 º C33 (i.e. the same degree of elastic rigidity in the basal plane and
along the c-axis).
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Table 1. Theoretical second-order elastic constants of MoSi2, Mo5Si3
and Mo5SiB2.

C11 C12 C33 C13 C44 C66
(GPa) (GPa) (GPa) (GPa) (GPa) (GPa)

MoSi2
a 404 109 508 87 198 195

Mo5Si3
a 438 162 371 136 106 143

Mo5SiB2 483 154 419 188 179 127
a At experimental lattice parameters.

Table 2. Theoretical third-order elastic constants of MoSi2 , Mo5Si3 and Mo5SiB2. Here
C111 ‡3C112 and C113 ‡C123 measure the `softening rate’ of the tensile modulus
C11 ‡C12 with [100] and [001] expansions respectively.

C111 ‡3C112 C113 ‡C123 C333 C133 C144 C344 C166 C366
(GPa) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa) (GPa)

MoSi2 ¡4700 ¡1450 ¡4560 ¡950 ¡700 ¡600 ¡900 ¡750
Mo5Si3 ¡6520 ¡1540 ¡2830 ¡780 ¡370 ¡665 ¡820 ¡370
Mo5SiB2 ¡5700 ¡600 ¡2600 ¡200 ¡600 ¡770 ¡650 ¡200



(2) C166 º C366 and C144 º C344 (i.e. the response of shear elastic constants with
respect to lattice expansions in different directions are approximately equal),
indicating a small difference between the lattice anharmonicities in the [100]
and [001] directions.

Indeed, the calculated CTEs of MoSi2 shown in ® gure 2 (a) are nearly isotropic
with magnitudes of about 8± 10 ppm K¡1 at high temperatures. The calculated CTEs
are in good agreement with experiment (Thomas et al. 1985). The measured CTEs
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Figure 2. The calculated CTEs in the [100] and [001] directions for (a) MoSi2, (b) Mo5Si3 and
(c) Mo5SiB2 .



are 8.2 and 9.4 ppm K¡1 in the [100] and [001] directions respectively. This good
agreement con® rms that our model is valid for these strong covalent Mo± Si systems.
In the following, we report our theoretical predictions for the 5± 3 Mo± Si com-
pounds.

The calculation for the CTE of Mo5Si3 becomes far more demanding owing to
the complexity of its structure. The bonding in Mo5Si3 is shown to have pronounced
multicentred covalent components (Fu et al. 1999), characterized by the planar Mo±
Si± Mo bonding units in the basal plane and by the unusually short Mo± Mo bonds
along the c axis (shorter by about 10% relative to the MoÐ Mo distance in the basal
plane). While the basal plane is found to be elastically more rigid than the c axis
(C11 ‡C12 > C33 ), the Mo± Mo bonds along the c axis will be shown to play a more
important role in determining the anisotropy of lattice anharmonicity. Anisotropy is
found in the elastic response to lattice expansions, which is evidenced in the marked
di� erence in the magnitudes of calculated third-order terms: C344 > C144 and
C366 < C166 for [100](001) and [100](010) shears respectively.

The anharmonicity can be described by examining the volume dependence of
Debye temperature ³D, that is the GruÈ neisen constant …® ˆ ¡@…ln ³D†=@…ln V )). We
® nd that ® is higher for the lattice expanded in the [001] direction (®‰001Š ˆ 2:55) than
in the [100] direction (®‰100Š ˆ 2:17). In other words, the lattice vibration energy
decreases more rapidly by [001] expansions than by [100] expansions. The calculated
CTEs of Mo5Si3 shown in ® gure 2 (b) are consistent with the experimental measure-
ment by Chu et al. (1999) . The CTE along the [001] direction is about twice that in
the [100] direction. The measurements were made in the range from 300 to 700 K
with ® tted CTEs of 5.2 and 11.5 ppm K¡1 in the [100] and [001] directions respec-
tively. It should be noted, however, that the calculated CTEs still increase linearly
with increasing temperature at higher temperatures (in particular, in the [001] direc-
tion).

An examination of the third-order elastic constants of MoSi2 and Mo5Si3 shows
the di� erence between their elastic responses to lattice expansions. In MoSi2, the
response of either C44 or C66 to lattice expansions is nearly isotropic. By contrast, the
corresponding shear elastic response in Mo5Si3 is anisotropic. Because of a planar
covalent bonding in the basal plane in Mo5Si3, the ® nding that C366 < C166 for (001)
intralayer shear is not entirely surprising (i.e. C66 decreases more rapidly by [100]
expansions than by [001] expansions). The large di� erence (by a factor of two)
between C344 and C144 for (001) interlayer shear, however, is unexpected, since an
increase in lattice spacing in either the [001] or the [100] direction has the same e� ect
to decrease the [100](001) shear elastic strength.

Analysis shows that, as the lattice spacing is varied, the change in Debye tem-
perature (i.e. lattice anharmonicity) is particularly sensitive to the variation in shear
elastic constants. In the case of Mo5Si3, the major contribution to the anisotropy in
anharmonicity comes from the anisotropy in C344 and C144 (i.e. C44 decreases more
rapidly by [001] expansions than by [100] expansions). (Note that the response of
[100](001) shear (i.e. C44 ) is about twice as important as the response of [100](010)
shear (i.e. C66 ), since C44 and C55 are degenerate for tetragonal systems. ) The
physical origin for this anisotropy lies in the dominant role of the unusually short
Mo± Mo [001] covalent bonds in coupling the (001) layers. These covalent Mo± Mo
bonds, which characterize the [100](001) shear, are weakened more by [001]
expansions than by [100] expansions. Increasing the [001] spacing reduces the
Mo± Mo [001] bond strength and decreases the lattice vibrational energy (giving
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higher lattice anharmonicity) more rapidly than in-plane expansions. This direc-
tional dependence of the Mo± Mo bond strength (in coupling the (001) layers) con-
tributes signi® cantly to the di� erence in the softening behaviour of the [100](001)
shear characteristics.

Thus, for Mo5Si3, there are two physical sources contributing to a higher CTE
along the [001] direction than along the [100] direction : a stronger bonding in the
basal plane …C11 ‡C12 > C33† and a higher lattice anharmonicity along the c axis
(dominated by C344 > C144 ). Both of these physical mechanisms can be understood
in terms of electronic structure : the existence of planar multicentred Mo± Si± Mo
covalent bonds in the basal plane, and the dominant role of directional Mo± Mo
bonds along the c axis in the (001) interlayer coupling. In fact, we believe that the
same mechanisms are also responsible for the observed CTE anisotropy in other 5± 3
transition-metal silicides. For example, although Ti5Si3 has a di� erent crystal struc-
ture (hexagonal D88 structure) from the tetragonal D8m structure discussed above,
the interlayer coupling between basal planes is still dominated by atomic chains
along the c axis with unusually short interatomic distance. As a result, the calculated
CTEs of Ti5Si3 are also highly anisotropic. It follows that it is possible to reduce the
CTE anisotropy if the interlayer coupling between basal planes is no longer domi-
nated solely by the [001] bonding component. This can probably be achieved either
by interstitial alloying additions (to modify bonding direction) or by alloying sub-
stitutions (to increase the interatomic distance along the chains). These suggestions
are currently examined by experiments.

The substitution of boron in Mo± Si changes the crystal structure from D8m (T1
phase) to D8l (T2 phase). One notable feature of the T2 phase is the absence of
transition-metal atomic chains along the c axis in this structure. The calculated
lattice parameters are 6.027 and 10.97 A

¯
for a and c respectively.

For Mo5SiB2, the averaged elastic moduli are higher than those of Mo5Si3. This
increase is partly attributed to the formation of Mo± B covalent bonds. While the
calculated second-order elastic constants for the T2 phase still indicate that the basal
plane is elastically more rigid than the c axis (C11 ‡C12 > C33†, the e� ect of this
di� erence on the CTE is balanced by a substantial increase in the elastic coupling
(C13 ) between the basal plane and c axis, presumably owing to the e� ect of boron at
interstitial sites (cf. ® gure 1). Most signi® cantly, the lattice anharmonicity for the T2
phase is found to be nearly isotropic in the [100] and [001] directions (with GruÈ neisen
constants of 2.05 and 1.98 respectively). We identify this near isotropy in lattice anhar-
monicity as being due to the absence of a directionally bonded [001] chain structure
characteristic of the T1 phase. Indeed, in this case, the di� erence between C344 and C144
becomes smaller and is balanced by a relatively larger di� erence between C166 and C366 .

As a result of decreased anisotropy in both the elastic (static) contribution
and the lattice anharmonicity compared with the T1 phase, the CTEs for the T2
phase become nearly isotropic in [100] and [001] directions with the CTE in the
[100] direction being slightly higher. The calculated CTEs for the T2 phase are
presented in ® gure 2 (c). Experimentally, it was observed that, in the processing of
these alloys, grain-boundary cracking problems (characteristic of the T1 phase)
are virtually eliminated in the T2 phase, indicating that the CTE anisotropy in
the T2 phase is much less than that of the T1 phase, in agreement with theo-
retical prediction.

More recently, the CTEs of Mo5SiB2 were measured by neutron powder di� rac-
tion (Rawn et al. 2000) and by synchrotron X-ray di� raction (Kramer 2000) from
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room temperature to 14008C. The experiments con® rm the theoretical prediction not
only of the CTE values but also of a nearly isotropic CTE for Mo5SiB2.

In summary, we have shown that the CTEs of complex systems can be predicted
by ® rst-principles calculation. The high CTE anisotropy in 5± 3 silicides is under-
stood in terms of the anisotropy in lattice anharmonicity. The removal of atom
chains (characteristic of the T1 phase) along the c axis by boron substitutions sub-
stantially decreases the CTE anisotropy in the T2 phase.
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ABSTRACT
The stacking fault and twin boundary energies of C15 Cr2Nb are calculated

by the ® rst-principles local-density-functional approach. It is found that the
intrinsic and extrinsic stacking fault energies are 116 and 94 mJm¡2 ,
respectively, and the twin boundary energy is 39 mJ m¡2. The lower extrinsic
stacking fault energy is consistent with the fact that the C36 structure has a
lower energy than the C14 structure. The calculated stacking fault energies at
0 K are larger than the experimental values available in the literature. The
equilibrium separations between Shockley partials based on the calculated
elastic constants and stacking fault energies are also calculated.

} 1. INTRODUCTION
For a wide variety of structural applications, Laves phases have some unique

properties such as high melting temperature, low density, and high oxidation resis-
tance. Unfortunately, this potential has not been well exploited, largely because of
low temperature brittleness due to the lack of plastic deformation. Cr2Nb, one of the
most studied Laves phase compounds, has either the cubic C15 or hexagonal C14 (or
C36) structure, which is topologically akin to the face-centred cubic (fcc) (A1) or the
hexagonal close-packed (hcp) (A3) structure, or any one of the polytypic phases. The
topologically close-packed (TCP) plane of the C15 structure is of the f111g type, and
the potential modes of plastic deformation in Cr2Nb are twelve f111gh110i slip
systems and twelve f111gh112i twin systems. Since each of the TCP units consists
of the quadruple atomic layers, the slip, twinning, or stress-induced polytypic trans-
formation will require a coordinated process of atomic motions, such as
synchroshear, in order to e� ect the motion of Shockley partial dislocations.

Among other quantities, the knowledge of stacking fault energy (SFE) , ®SF , is
necessary to understand the deformation mechanism, since SFE will play an impor-
tant role in processes such as dislocation dissociation, cross-slip and twinning. First-
principles calculations are useful to estimate the energetics of stacking faults (SFs)
and understand the interaction between Shockley partials.

Using the linear mu� n-tin orbital (LMTO) method, Chu et al. (1995a) estimated
the intrinsic stacking fault energy of Cr2Nb from the structural energy di� erence
between the C15 and C14 structures, and obtained ®SF ˆ 90 mJm¡2. On the other
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hand, Yoshida et al. (1995) obtained a value of 8 mJm¡2 for SFE from transmission
electron microscopy (TEM) observations of extended dislocation nodes at 1623¯C.
More recently, Kazantzis et al. (1996) obtained a value of 25 mJm¡2 from TEM
observations of extended nodes in Cr2Nb at 1400 and 1500¯C.

In a previous paper (Hong and Fu 1999) , we investigated the phase stability of
three Laves phases (C15, C14 and C36) of Cr2Nb. It was found that the C15 phase is
the ground-state structure with the lowest energy and the C36 phase is an inter-
mediate state between C15 and C14. These three phases, however, are very close in
energy, i.e. within a range of about 60 meV/formula unit (Hong and Fu 1999) indi-
cating the possibility of low stacking fault energies in this system. In this paper, we
report the calculation of SFE using supercell geometry, and an evaluation of
the equilibrium separation between Shockley partials using the anisotropic elastic
theory.

} 2. LAVES STRUCTURES
In describing the structures of Laves phases and their stacking faults and twin

boundary, we follow the notations of Hazzledine (1994).
Laves phases have ideal chemical compositions S2L; they contain smaller atoms

S and larger atoms L in alternate sheets parallel to the TCP planes (i.e. (111) plane
for the C15 structure and (0001) plane for the C14 and C36 structures). The main
geometric characteristic of Laves phases S2L is that they consist of two types of
atomic stacking sequence, aAa (bBb and gCg) and acb (bag and gba). Here, the
Greek letters (a, b, g) denote the L atoms, while lower case Latin letters (a;b;c) and
capital letters (A ;B;C) denote the type-1 and type-2 S atoms, respectively. Note that
the acb-type stackings are more closely spaced (in terms of the interlayer spacings).
For Cr2Nb, Latin and Greek letters represent Cr and Nb, respectively.

Figure 1 represents an atomic layer of A atoms based on the hexagonal unit cell
on the TCP plane (a Kagome net) which is determined by two lattice vectors
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Figure 1. The hexagonal unit cell on the basal planes which is determined by two lattice
vectors a1 and a2. See the text for details.



a1 ˆ 1
2 ‰0-11Š and a2 ˆ 1

2 ‰ -110Š. The vectors b1 , b2 and b3 are Shockley partial Burgers
vectors of the type 1

6 h112i(b1 ‡ b2 ‡ b3 ˆ 0). The dotted circles in ® gure 1 denote A
atoms, one of the type-2 S atoms, projected on the (111) plane. Let the centres of
hexagonal rings consisting of A atoms be denoted by A¤ , and thus the A atoms are
placed midway between the lattice points A¤. Similarly, the lattice points B¤ and C¤ ,
which determine B and C atoms respectively, can be obtained by the displacement of
A¤ by b1 and ¡b1 , respectively, on higher or lower planes. Also, we denote the
projected points of B¤ and C¤onto the plane given in ® gure 1 as B‡ and C‡ , respec-
tively, which are the saddle points for larger a atoms. Then, the projected atomic
positions of a (or a) onto the given plane are at the sites of A¤ in ® gure 1, and the
projected positions of b (or b) and g (or c) are at those of B‡ and C‡ , respectively.
Consequently, the TCP C15 structure is de® ned by repeated XYZ stacking:

C15 : ¢ ¢ ¢ Aacb
z‚‚}|‚‚{X

Bbag
z‚‚}|‚‚{Y

Cgba
z‚‚}|‚‚{Z

¢ ¢ ¢ ; …1†

where the TCP plane unit X (Y or Z) consists of one single layer of A (B or C) atoms
and one triple layer of acb (bag or gba). A synchroshear mechanism was ® rst
introduced by Kronberg (1957) , and was used to explain the deformation twinning
process by several groups (Livingston and Hall 1990, Chu and Pope 1993,
Hazzledine 1994). Synchroshearing of the X unit (Aacb) creates the X0 unit
(Aabg) , and similarly for the Y0 (Bbca) and Z0 (Cgab) units. The C14 and C36
Laves phases have repeated X0Z and XYZ0Y0 stackings, respectively, as follows:

C14 : ¢ ¢ ¢ Aabg
z‚‚}|‚‚{X0

Cgba
z‚‚}|‚‚{Z

¢ ¢ ¢ ; …2†

C36 : ¢ ¢ ¢ Aacb
z‚‚}|‚‚{X

Bbag
z‚‚}|‚‚{Y

Cgab
z‚‚}|‚‚{Z0

Bbca
z‚}|‚{Y0

¢ ¢ ¢ : …3†

It can be seen that the primed X0 , Y0 , Z0 units are introduced by synchroshear in
order to make sure that TCP structure is maintained in C14 and C36. For example, c
and b of the X unit in C15 are synchrosheared by ¡b2 and ¡b1 , respectively, to
become b and g of X0 unit. This displacement preserves a close packing between X
and Z units in C14.

The stacking sequences for an intrinsic stacking fault (ISF) and an extrinsic
stacking fault (ESF) and a twin boundary are given in table 1 in terms of X, Y, Z
units. Note that the ISF contains a local C14-like structure in C15, while the ESF
contains a local C36-like structure in C15. Figure 2 shows schematic illustrations of
an ISF and an ESF obtained from C15 through the synchroshear mechanism: (a)
C15 ! ISF, and (b) C15 ! ESF. The C15 stacking has a repeated XYZ sequence (no
stacking fault). For the ISF, one unit, namely Y, is missing from the C15 XYZ
sequence, and X becomes X0 by synchroshear (shifts by ¡b2 and ¡b1 shown in
® gure 2 (a)) , while for an ESF a unit Y0 is added into the original C15 sequence.
For the ESF, two successive synchroshears (two synchro-shifts shown in ® gure 2 (b))
are operative in the acb type to maintain a TCP structure by introducing two primed
units, Z0 and Y0. Twinned structure is equivalent to a mirror re¯ ection about the X0

unit (see table 1).
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} 3. STACKING FAULT AND TWIN BOUNDARY ENERGIES
Total-energy calculations for the stacking fault energies of C15 Cr2Nb are per-

formed using the full-potential linearized augmented plane-wave (FLAPW) method
(Wimmer et al. 1981) within the local-density approximation. The FLAPW method
solves the local-density-functional equations without any shape approximation to
the potential or charge density. The atomic positions are relaxed by calculating
Hellmann± Feynman forces acting on the atoms.

The supercell geometry is used to obtain the energies of ISF, ESF and twin
boundary. In the supercell calculation, we use the experimental lattice constant
(6.991 A

¯
) of C15 Cr2Nb and spacings along a3 axis corresponding to the ideal hcp

c=a ratio, which gives ¹4. 04 A
¯

for the thickness of each X, Y, Z unit. We consider a
supercell containing XYZX0Z for an ISF and XYZXYZ0Y0 for an ESF. In these
supercells, the separations between ISF and ESF planes are about 20 A

¯
and 28 A

¯
,
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Figure 2. Schematic illustrations of an ISF and an ESF obtained from C15 through the
synchroshear mechanism: (a) C15 ! ISF, and (b) C15 ! ESF.

Table 1. Stacking sequences of the C15 structure (no stacking fault),
intrinsic stacking fault, extrinsic stacking fault, and twin
(C15 ‡ C15T† structure.

Sequence of faults

C15 ¢ ¢ ¢ XYZXYZXYZ¢ ¢ ¢
Intrinsic stacking fault ¢ ¢ ¢ XYZX 0ZXYZ¢ ¢ ¢
Extrinsic stacking fault ¢ ¢ ¢ XYZXYZ 0Y 0XYZ¢ ¢ ¢
Twin (C15 ‡ C15T† ¢ ¢ ¢ XYZX 0Z 0Y 0X 0Z 0Y 0¢ ¢ ¢



respectively. Also, a supercell containing XYZX0Z0Y0 (¹24 A
¯

) is considered for twin
boundary. The supercell for twinning contains two twin boundaries in it, thus the
separation between twin boundaries is about 12 A

¯
.

The internal coordinates of each structure are fully relaxed from the ideal posi-
tions (de® ned by the atomic positions of the C15 lattice) by calculating Hellmann±
Feynman forces acting on the atoms. The relaxation energies of ISF, ESF, and twin
boundary are 41, 20, and 17 mJm¡2 , respectively.

The results for the stacking fault and twin boundary energies are given in table 2.
It is found that the fault energies are ® ISF= 116 and ®ESF= 94 mJm¡2 for ISF and
ESF, respectively, and the twin boundary energy is ®T = 39 mJ m¡2. Since ESFs and
ISFs contain local C36-like and C14-like structures, respectively, a lower ESF energy
(®ESF) compared to the ISF energy (® ISF) is consistent with the fact that the C36
structure has a lower energy than the C14 structure (Hong and Fu 1999).

For comparison, we also calculated the stacking fault and twin boundary
energies using the theoretical lattice constant (6.822 A

¯
). The relaxation energies of

ISF, ESF, and twin boundary are 48, 40, and 21 mJm¡2 , respectively. It is also found
that the fault energies are 140 and 108 mJm¡2 for ISF and ESF, respectively, and the
twin boundary energy is 52 mJm¡2. The results using the theoretical lattice constant
are slightly larger than those using the experimental one.

Although the intrinsic faults are expected to prevail in fcc crystals rather than the
extrinsic faults (Hirth and Lothe 1982) , extrinsic stacking faults were observed to be
dominant in Laves phase Co2Ti (Allen et al. 1972) , and Nb-doped HfV2 (Chu et al.
1998). Since the calculated ®ESF is smaller than ®ISF , it is likely that the observed SFs
in Cr2Nb are also of extrinsic type.

We compare our results with others. Chu et al. (1995a) obtained ® ISF= 90 mJm¡2

by an estimation from the structural energy di� erence between the bulk C14 and C15
structures. This value is close to our value of 116 mJm¡2. On the other hand,
Yoshida et al. (1995) observed extended dislocation nodes in C15 Cr2Nb deformed
at 1623 K, in which the SFs are bounded by three Shockley partials (of the type
1
6
h112i) with a radius of curvature of R. They obtained a smaller value of 8mJ m¡2.

Note that Chu et al. (1995a) re-estimated SFE from the data of Yoshida et al. (1995)
to obtain ®SF ˆ 15± 60mJm¡2. More recently, Kazantzis et al. (1996) obtained a
value of 25 mJm¡2 from TEM observations of extended triple-junction nodes in
Cr2Nb at 1400 and 1500¯C. These results are tabulated in table 2.

Our results for SFEs are higher than the experimental results. Certainly, SFE
obtained at high temperatures can be expected to be lower than the calculated value
at 0 K, which has also been suggested by Kazantzis et al. (1996). The unknown image
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Table 2. Stacking fault and twin boundary energies for C15 Cr2Nb, using the experimental
lattice constant.

Method ®SF …mJm¡2) ®T (mJm¡2)

This work 116 (intrinsic) 94 (extrinsic) 39
LMTOa 90 (intrinsic) Ð
Expb 25 Ð
Expc >8 Ð

a Chu et al. (1995a): estimated from energy di� erence between C14 and C15.
b Kazantzis et al. (1996): estimated from dislocation triple-junction.
c Yoshida et al. (1995): estimated from dislocation triple-junction.



shift of Shockley partial dislocations can also give an uncertainty in the SFE deter-
mination ; for example, for SFE in silicon, ®SF ˆ 30 erg cm¡2 has an uncertainty in
the range 15 < ®SF < 75 erg cm¡2 , after taking into account the image shift (Aerts et
al. 1962). From these points of view, the temperature and image shift e� ects may
be responsible for the di� erence between our calculated value and experimental
results.

Our theoretical calculations on Cr2Nb were performed for the stoichiometric
composition. In experiments, however, some localized variations in chemical com-
position are possible in polycrystalline compounds. For instance, the two Cr2Nb
alloys investigated by Yoshida et al. (1995) were Cr± 32. 2% Nb and Cr-34. 0% Nb,
in which the second phase particles observed are Cr solid solution in the former and
Nb solid solution in the latter. Also, polycrystals used in experiments may have
compositions that deviate from the ideal stoichiometry ratio, since the phase
region of the C15 Cr2Nb is relatively large. For example, as mentioned by Hong
and Fu (1999) , the calculated elastic moduli for the stoichiometry alloy at
the experimental lattice constant are very di� erent from the experimental values
(Chu et al. 1995b) obtained from polycrystals. Therefore, this composition
e� ect can also be partially responsible for the discrepancy between theory and
experiment.

The calculated twin boundary energy, ®T ˆ 39 mJm¡2 , at the experimental
lattice constant for Cr2Nb is relatively low, for instance, in comparison to
®T= 60 mJm¡2 for TiAl of the Ll0 structure (Fu and Yoo 1990). In view of the
energetics of twin nucleation, such a low twin boundary energy suggests a high
propensity of twinning in Cr2Nb. This is consistent with the experimental observa-
tions of twinned microstructures in Cr2Nb, formed due to plastic deformation at
elevated temperatures (Yoshida et al. 1995) and to the internal stresses resulting from
the C14± C15 transformation as well as the thermal contraction di� erences between
Cr solid solution and Cr2Nb in the two-phase alloy (Kumar and Liu 1997).
However, the absence of deformation twinning in Cr2Nb at low temperatures is
not understood. Kinetic aspects of the motion of synchro-Shockley partials need
to be elucidated in order to better understand twin formation in the C15 Laves
phase.

} 4. INTERACTION BETWEEN SHOCKLEY PARTIALS
From the anisotropic elasticity theory (Stroh 1958, Hirth and Lothe 1982) we

calculate the equilibrium separation between Shockley partials, using the calculated
elastic constants (Hong and Fu 1999) and stacking fault energies.

First, we consider the following case for the ISF:

1
2

‰1-10Š ! 1
6

‰1-21Š ‡ ISF ‡ 1
6

‰2-1-1Š; …4†

where B ˆ 1
2 ‰1-10Š, b…1† ˆ 1

6 ‰1-21Š and b…2† ˆ 1
6 ‰2-1-1Š correspond to ¡a2 , b3 , and ¡b1 in

® gure 1, respectively. This expression for the formation of an ISF is approximate
since the Shockley partial b3 ˆ 1

6 ‰1-21Š is the sum of two synchro-Shockley partial
vectors ¡b2 and ¡b1 , lying in the two successive atomic planes, shown in ® gure 2 (a).
The equilibrium separation between Shockley partials can be obtained through the
balance of the attractive force (the surface tension due to the ISF) and the repulsive
force (due to elastic interaction between the partials).
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The radial and tangential components of the interaction force (per unit length)
between two parallel dislocations can be calculated by

Fr ˆ fr=…2ºr† ; …5†

F³ ˆ f³=…2ºr†: …6†

Here, r is the separation between the two partials of Burgers vectors b…1† and b…2† ,
and fr and f³ are the radial (in the f111g plane) and tangential (out-of-the plane)
components of the interaction force constants, which are determined from the
anisotropic elasticity theory of dislocations (Stroh 1958). For the dissociation of
equation (4) , the interaction force constants fr and f³ are obtained numerically
(Yoo 1987) , by (i) letting b…1† ˆ 1

6 ‰1-21Š and b…2† ˆ 1
6 ‰2-1-1Š , (ii) using the experimental

lattice constant a0 ˆ 6:991 A
¯

for C15, and (iii) the calculated elastic constants and
®ISF at experimental lattice constant.

As shown in ® gure 3, the radial component fr increases monotonically from
¿ ˆ 0 (screw) to ¿= 90¯ (edge) , where ¿ is the angle between a dislocation line
and the Burgers vector B. The tangential component f³ is maximum in magnitude
at ¿= 31¯and zero at the edge orientation. At ¿ ¹ 30¯ , the two parallel Shockley
partials are inclined at about 60¯and 0¯ to their respective Burgers vectors. This
implies that while the repulsive Fr balances the surface tension ®SF (see
equation (7) below) , the out-of-plane force (F³ ˆ 0:5Fr at ¿ ˆ 30¯ ) promotes
cross-slip of the screw Shockley partial and climb of the 60¯ Shockley partial,
most likely onto the ( -101) plane. This Shockley partial dissociation con® guration
of the cross-slip and climb combination may lead to a possible mechanism for the
thickening process of a twin embryo originating from a mixed (¿ ˆ 30¯ ) 1

2 ‰1-10Š
dislocation.
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Figure 3. Orientation dependence of the interaction force constants in Cr2Nb for the ISF-
type dissociation, using the results obtained at the experimental lattice constant. ¿ is
an angle between a dislocation line and the Burgers vector 1

2 ‰1-10Š.



The width of the equilibrium separation, w, can be obtained from

®SF ˆ Fr ˆ fr=…2ºw†; …7†

w ˆ fr=…2º®SF†: …8†

The separation is ws ˆ 17:6 A
¯

for the B ˆ 1
2 ‰1-10Š screw dislocation, and we ˆ 54:7 A

¯

for the edge dislocation. These results are shown in table 3, together with those in the
isotropic case (discussed below). Also, the results using ®ESF and the experimental
result are tabulated.

For the isotropic case, the equilibrium separation w is given by a simple formula
(Hirth and Lothe 1982):

w ˆ Gb2

8º®SF

2 ¡ ¸

1 ¡ ¸
1 ¡

2¸ cos 2¿

2 ¡ ¸
… †: …9†

Here, b ˆ jb…1†j ˆ jb…2†j ˆ a0=61=2. The Hill’ s average values of shear modulus and
the Poisson’ s ratio are G ˆ 50:0 GPa and ¸ ˆ 0:383, respectively. Using ® ISF , it is
found that ws ˆ 19:3 A

¯
and we ˆ 53:9 A

¯
. As given in table 3, the results in

anisotropic and isotropic cases are rather close, because the shear anisotropy of
C15 Cr2Nb is moderate, A ˆ 1:45 (Hong and Fu 1999) , compared to the isotropic
case (A ˆ 1).

The radial component fr of the isotropic case is very close to that of the aniso-
tropic one, whereas its tangential component f³ is exactly zero (® gure 3). While the
anisotropic corrections to fr and hence to w in equation (9) are very small, the
anisotropic tangential component of the elastic interaction force is quite large ; for
instance, f³=fr ¹ 0:7 at ¿ ˆ 0. This indicates that cross-slip of 1

2 ‰1-10Š dislocation is
di� cult in Cr2Nb because of a large constriction energy for the Shockley partials
that include the non-radial component of the interaction energy.

Next, let us consider the ESF case:

1
2

‰1-10Š ! 1
6

‰1-21Š ‡ 1
6

‰11 -2Š ‡ ESF ‡ 1
6

‰2-1-1Š ‡ 1
6

‰ -1-12Š …10†

º
1
6

‰2-1-1Š ‡ ESF ‡
1
6

‰1-21Š : …11†

To calculate the width of the ESF, we approximate two Shockley partials on two
successive TCP units on either side of the ESF by a single Shockley partial (as in the
ISF case) , and use the same formulas for the ISF. In other words, the only di� erence
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Table 3. Equilibrium separation between Shockley particles bounding an ISF and an ESF,
using the results obtained at experimental lattice constant. ws and we are the width for
screw and edge dislocations, respectively. The numbers are in angstroms.

ws (screw) we (edge)

ISF ESF ISF ESF

Theory …T ˆ 0 K† Anisotropic 18 22 55 68
Isotropic 19 24 54 67

Expa (T ˆ 14008C† 99 Ð
a Kazantzis et al. (1996): measured from the ribbon after the correction for image shift and

projection e� ects.



between ISF and ESF in the calculation of separation w is that the stacking fault
energy used in the formulas is of intrinsic or extrinsic type. Using ®ESF , it is found
that ws ˆ 21:7 A

¯
and we ˆ 67:5 A

¯
for the anisotropic case (table 3). For the isotro-

pic case, they are ws ˆ 24:4 and we ˆ 66:5 A
¯

. As mentioned, the results of both
anisotropic and isotropic cases are very close. Since ®ESF is not much di� erent
from ®ISF , the force constants fr and f³ using ®ESF are expected to be similar to
those in ® gure 3 using ®ISF .

On the other hand, we consider the separation between partials by using the
theoretical lattice constant. For the ISF, the separation is ws ˆ 17:1 A

¯
and

we ˆ 53:5 A
¯

for the anisotropic case, while ws ˆ 18:7 A
¯

and we ˆ 52:8 A
¯

for the
isotropic case. For the ESF, the separation is ws ˆ 22:2 A

¯
and we ˆ 69:4 A

¯
for the

anisotropic case, while ws ˆ 24:2A
¯

and we ˆ 68:4 A
¯

for the isotropic case. It can be
seen that the separations are very close when using both experimental and theoretical
lattice constants.

Kazantzis et al. (1996) measured, at T ˆ 1400¯C, the width of the ribbon
(separation between two parallel partial dislocations) as 99 A

¯
after correction for

image shift and projection e� ects. Note that they also obtained a di� erent value of
ws ˆ 82 A

¯
for the width using equation (9) with ®SF ˆ 25 mJm¡2 , which was

estimated from the measured curvature of R in extended dislocation nodes and
the temperature-corrected shear modulus. Compared with the experimental result
at high temperatures, our results for the separation between partials are very small.

} 5. SUMMARY
We performed ® rst-principles total-energy calculations to obtain stacking fault

and twin boundary energies. The intrinsic and extrinsic stacking fault energies were
calculated to be 116 and 94 mJm¡2 , respectively, and the twin boundary energy was
39 mJm¡2. The calculated stacking fault energies are larger than the available
experimental data, measured at high temperatures. We also calculated the
equilibrium separations between Shockley partials using the calculated elastic
constants and stacking fault energies. Our results of the equilibrium separations
are very small compared with the experimental results reported at high temperatures.
This discrepancy may be due to temperature and/or composition and image shift
e� ects.
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The effect of Ta on the magnetic thickness of permalloy „Ni81Fe19… films
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Commonwealth Scientific Corporation, 500 Pendleton Street, Alexandria, Virginia 22314

The effect of Ta and Ta/Cu seed layers, and Ta and Cu cap layers on the effective magnetic
thickness of ultrathin permalloy (Ni81Fe19) was investigated for MRAM applications. The films
were deposited by Ion Beam Deposition. The magnetic moment of each as-deposited permalloy film
was measured using a B-H looper and a SQUID magnetometer. The films were further annealed at
either 525 K for 1/2 h or 600 K for 1 h tostudy the effect of thermally driven interdiffusion on the
magnetic moment of the permalloy film. Our theoretical calculations showed that the presence of
12% intermixing at the interface reduces the Ni moments to zero. Experimentally, it was shown that
the tantalum rather than the copper interfaces are primarily responsible for the magnetically dead
layers. The Ta seed layer interface produces a loss of moment equivalent to a magnetically dead
layer of thickness 0.660.2 nm. The Ta metal in the cap layer results in a loss of moment equivalent
to a dead layer of thickness 1.060.2 nm. Upon annealing, thermally driven interdiffusion is
concluded to have a strong effect on the Ta~seed!/ Ni81Fe19 as-deposited interface, based on the
doubling of the magnetically dead layer to 1.260.2 nm. The Ni81Fe19/Ta~cap! as-deposited interface
slightly increases its equivalent magnetically dead layer upon annealing to 1.260.2 nm.
As-deposited interfaces of Ta~seed!/permalloy and permalloy/Ta~cap! are not chemically equivalent
and result in different magnetically dead layers, whereas after annealing to 600 K both interfaces
attain comparable intermixing and magnetically dead layers. It was also shown that a half-hour
anneal at the lower 525 K annealing temperature, which is closer to the actual processing
temperature, results in only slight increase of the magnetically dead layer at both
interfaces. ©2000 American Institute of Physics.@S0021-8979~00!73808-4#
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In this work, the effect of tantalum seed and cap lay
on the magnetic thickness of permalloy is investigated
detail for MRAM ~Magnetic Random Access Memory! ap-
plications. The MRAMs employ a PSV~Pseudo-Spin-Valve!
structure which consists of two magnetic layers of uneq
thickness separated by a nonmagnetic spacer. PSVs ex
the well known GMR ~Giant Magneto-Resistance! effect:
The resistance across the trilayer film depends on the rela
orientation of the top and bottom magnetic films. The effe
tive magnetic thickness of the bottom~storage! and top
~read! magnetic layers determines the switching fields of
read and write events. Thinner permalloy layers are desir
to lower switching fields and therefore currents needed
address a particular bit for reading or writing. Both the st
age and the read layers typically have permalloy (Ni81Fe19)
in direct contact with tantalum. Therefore, it is of technolo
cal interest to study the effects of Ta seed layers and Ta
layers on the effective magnetic thickness of ultrathin p
malloy (Ni81Fe19).

Experiments were designed to study the effect of the
seed and cap layers separately, as shown in Fig. 1. The
were deposited using a Commonwealth Scientific Ion Be
Deposition system, and the following structures, with p
malloy thickness ranging fromd52 to 10 nm, were grown:
5730021-8979/2000/87(9)/5732/3/$17.00
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~i! 5 nm Ta~seed!/d nm Ni81Fe19/10 nm Ta~cap! and
~ii ! 5 nm Ta/5 nm Cu/d nm Ni81Fe19/10 nm Cu to sepa-

rate the influence of Ta and Cu layers on the permalloy
to exclude any possible effects of the permalloy/Cu and
permalloy interfaces, and both

~iii ! 10 nm Ta~seed!/d nm Ni81Fe19/10 nm Cu, to study
the influence of the Ta seed layer;

~iv! 10 nm Ta~seed!/5 nm Cu/d nm Ni81Fe19/10 nm
Ta~cap! to study the influence of the Ta cap layer.

Physical thicknesses were calibrated based on depos
rates. The magnetic moment of each permalloy film w
measured using SHB109 B-H looper on a whole 6 in. wa
The magnetic moments for films in series~iii ! and~iv! were
also measured on a Quantum Design SQUID magnetom
for 5 mm by 6 mm pieces cut from the same wafers. Th
films were further annealed at 600 K for 1 h to study the
effect of thermally driven interdiffusion on the magnetic m
ment of the permalloy film.

As shown in Fig. 2, our theoretical studies of the ma
netic structure of Ni-rich Ni-Ta alloys using the KKR-CP
method1,2 show that, in the ideal random alloy limit, the av
erage magnetic moment vanishes at 12% Ta concentra
Experimentally, as shown in Fig. 3~a! and 3~b!, by compar-
ing series~i! and ~ii !, it is evident that the Ta interfaces ar
2 © 2000 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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primarily responsible for the magnetically dead layers. T
amount of missing moment in terms of equivalent magn
cally dead layer was obtained from the horizontal axis int
cept of the straight line dependence of magnetization a
function of the permalloy thickness. Permalloy layers s
rounded by copper films exhibit virtually no loss of magne
moment within the experimental error of 0.2 nm, where
permalloy layers surrounded by tantalum films exhibit a
60.2 nm magnetically dead layer. Series~ii ! clearly shows
that the moment of Ni81Fe19 is minimally reduced due to the

FIG. 1. Design of experiments to investigate separate effects of tanta
seed and cap layers on the magnetic moment of permalloy films used i
PSV. There are two types of Ta/permalloy interfaces: the bottom perma
layer is deposited on top of a Ta seed layer~denoted as Ta/Ni81Fe19),
whereas the top permalloy layer is covered by a deposited Ta cap
~denoted as Ni81Fe19/Ta!.

FIG. 2. Spin moment versus tantalum concentration in Ni-Ta alloy. Ca
lations were done atl max53 using scalar relativistic KKR-CPA and th
atomic sphere approximation~ASA! method. Solid line represents alloy’
average moment. The dashed and dotted lines show magnetic moment
and Ta sites, respectively. The average moment in the alloy vanishes at
Ta concentration.
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interfaces with Cu and therefore there is no significant pa
magnetic alloy at those interfaces.

Further, as shown in Fig. 4~a!, by studying the as-
deposited films in series~i!, it was found that the Ta see
layer interface with the Ni81Fe19 produces a 0.660.2 nm
thick magnetic dead layer. The Ta metal in the cap series~ii !,
on the other hand, intermixes more readily in the a
deposited films, producing a 1.060.2 nm thick magnetic
dead layer, see Fig. 4~b!. Since Ta surface free energy~3.15
J/m2) is higher than that of Ni~2.45 J/m3),3 it is not surpris-
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FIG. 3. ~a! Total magnetic moment of Ni81Fe19 films surrounded by 5 nm Ta
seed and 10 nm Ta cap layers~denoted as Ta/Ni81Fe19/Ta! as a function of
the permalloy thickness. Measurements were performed on a whole
wafer using a B-H looper for~I! as-deposited films and~II ! the same films
annealed at 525 K for 1/2 h. 525 K temperature for this set of films w
chosen to investigate the annealing temperatures close to actual proce
temperatures. The data were fitted with a linear dependence. If there we
losses of moment at the interfaces, the linear dependence of the mome
a function of thickness would start at the origin~0,0! of the graph. From an
intercept of the straight line with the thickness axis, the loss of moment
be expressed in terms of an equivalent magnetic dead layer of thickne~I!
1.560.2 nm for as-deposited and~II ! 1.760.2 nm for annealed films. Notice
that upon annealing at 525 K the moment decreases by approximate
mWb which corresponds to a 0.2 nm increase in terms of a magnetic d
layer. Both Ta interfaces contribute to the magnetic dead layer, see tex~b!
The total magnetic moment of Ni81Fe19 film surrounded by 5 nm Ta/5 nm
Cu seed and 10 nm Cu cap layers~denoted as Ta/Cu/Ni81Fe19/Cu! as a
function of the permalloy thickness measured on whole 6 in. wafers usi
B-H looper. Ta is still used as a seed layer, but the permalloy is surroun
by Cu only. The 0.2 nm shift of the linear dependence measured along
thickness axis is within the measurement error. Error bars in magnetic
ment are smaller than symbols.
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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ing that the Ta atoms in the cap layer interdiffuse into
permalloy during deposition more easily and create lar
magnetically dead layer than Ta atoms which are in the s
layer. Ni atoms deposited on the seed layer do not inter

FIG. 4. ~a! The total magnetic moment of Ni81Fe19 film surrounded by 10
nm Ta seed and 10 nm Cu cap layers~denoted as Ta/Ni81Fe19/Cu! as a
function of the permalloy thickness measured on a 5 mm by 6 mmpiece of
a wafer using a SQUID magnetometer for~I! as-deposited films and~II ! the
same films annealed at 600 K for 1 h. The data were fitted with a lin
dependence. The loss of moment can be expressed in terms of an equi
magnetically dead layer of thickness~I! 0.660.2 nm for as-deposited an
~II ! 1.260.2 nm for annealed films. Upon annealing to 600 K the mom
decreases by approximately 11memu which corresponds to a 0.6 nm in
crease of a magnetically dead layer. Only the Ta seed layer interface
tributes significantly to the magnetically dead layer.~b! The total magnetic
moment of Ni81Fe19 film surrounded by 10 nm Ta/5 nm Cu seed and 10 n
Ta cap layers~denoted as Ta/Cu/Ni81Fe19/Ta! as a function of the permalloy
thickness measured on a 5 mm by 6 mmpiece of a wafer using a SQUID
magnetometer for~I! as-deposited films and~II ! the same films annealed a
600 K for 1 h. The data were fitted with a linear dependence. The los
moment can be expressed in terms of an equivalent magnetically dead
of ~I! 1.060.2 nm for as-deposited and~II ! 1.260.2 nm for annealed films.
Notice that upon annealing to 600 K the moment decreases by app
mately 3.3memu which corresponds to 0.2 nm increase in terms of a m
netic dead layer. Only the Ta cap layer interface contributes significant
the magnetic dead layer. Error bars in magnetic moment are smaller
symbols.
Downloaded 09 Feb 2001  to 128.219.47.178.  Redistribution subject t
e
r
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as readily with Ta atoms of higher surface free ener
Therefore the two interfaces, Ta/permalloy, with 0.6 n
dead layer, and permalloy/Ta, with 1.0 nm dead layer,
not equivalent in as-deposited films. Note that, as expec
the 1.660.2 nm total sum of thickness from series~iii ! and
~iv! agrees well within experimental error with the magne
dead layer thickness for Ta/permalloy/Ta structures of se
~i! of 1.560.2 nm for as-deposited films.

Our results for as-deposited films agree very well w
the previously published studies of magnetically dead lay
at the permalloy interfaces with Cu~0.460.016 nm for both
interfaces in Cu/NiFe/Cu structure4!, Ta ~1.2860.2 nm for
both interfaces in Ta/NiFe/Ta and 0.7860.2 nm for Ta/
NiFe/Cu structures4! in sputtered films. However, the autho
in that paper were not able to differentiate between the
fects of bottom and top permalloy interfaces on the magn
cally dead layers.

As shown in Fig. 4~a!, upon annealing to 600 K, ther
mally driven interdiffusion has a much stronger effect on t
originally chemically smooth Ta~seed!/ Ni81Fe19 as-
deposited interface than on chemically rou
Ni81Fe19/Ta~cap! as-deposited interface, and produces a d
bling of the magnetically dead layer to 1.260.2 nm. As
shown in Fig. 4~b!, the chemically rougher Ni81Fe19/Ta~cap!
as-deposited interface only slightly increases its magn
dead layer thickness upon annealing to 1.260.2 nm. There-
fore, the chemically and magnetically different as-deposi
interfaces of Ta~seed!/permalloy and permalloy/Ta~cap!
reach comparable intermixing and magnetic dead lay
upon annealing to 600 K.

Furthermore, series~i! was annealed for 1/2 h at 525 K
to study the effect of a more realistic processing tempera
on the Ta/permalloy and permalloy/Ta interfaces. As sho
in Fig. 3~a!, it was found that intermixing increases slight
from 1.5 to 1.760.2 nm for both the seed and the cap T
interfaces. Therefore, it is concluded that up to 525 K a
nealing temperature the two interfaces still maintain th
difference in the level of chemical intermixing.
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Abstract. In the familiar Korringa–Kohn–Rostoker (KKR) or Green function method, wave
propagation between scattering sites is described by the so-called structure constants of the lattice
(KKR structure constants), where these quantities are treated as having infinite spatial extent. In
a recent development, it has been shown that the KKR method can be formulated in terms of
screened structure constants that are of finite range (the screened KKR method). Here, we present
an alternative formulation of the screened KKR method that is derived from simple manipulations
of the multiple-scattering equations. We carry out density-of-states and total-energy calculations
for spin-polarized and non-spin-polarized materials using the method. We point out possible
unphysical features of the method.

1. Introduction

The Korringa–Kohn–Rostoker (KKR) or, as it is alternatively referred to, the Green function
method has been used extensively in the study of materials properties connected to the electronic
structure. Among its most notable successes, the calculation of the electronic structure
of ordered elemental solids (the standard KKR method) [1, 2], substitutionally disordered
alloys, the KKR coherent potential approximation (KKR-CPA) [3, 4], and impurities [5]
can be mentioned. Based on the multiple-scattering theory (MST) [6], the KKR method
calculates the system Green function which leads directly to the calculation of observable
quantities such as the electron density and the ground-state energy of the system. Application
of MST relies heavily on the construction of the structure constants which describe free-particle
propagation between scattering sites. Even though these structure constants can be calculated
straightforwardly using Ewald’s method [7], they remain computationally cumbersome.

Therefore, it is sensible to search for the development of MST within a framework
that would keep intact its advantages while also reducing the difficulties associated with
the infinite extent of the structure constants of the lattice. Such a framework has been
proposed recently based on ideas originally put forth by Braspenning and Lodder [8, 9] for
developing multiple-scattering theory in the presence of a reference medium rather than free
space (see [10,11] and references therein). The formalism leads to the construction of screened
structure constants whose extent often does not reach beyond a few nearest neighbours (nn)
in a lattice. This formalism has been successfully applied not only to bulk materials but to
surfaces as well [10,12].

In this paper, we present an alternative formulation of the screened KKR method that is
more transparent than previous ones. We use the method to calculate self-consistently the
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electronic structure and the density of states (DOS) for the ordered paramagnetic materials,
fcc copper and bcc molybdenum, and the ferromagnetic bcc iron and fcc nickel. We compare
results with those obtained from the standard (k-space) Green function method and with
calculations from reference [12]. We also point out unphysical behaviour that may arise in
such calculations. The remainder of the paper takes the following form. In section 2, we
present the derivation of the screened KKR equations. In section 3, we illustrate the formal
expressions derived in section 2 by means of numerical examples. Spin-polarized calculations
are presented in section 4. A final discussion containing our conclusions is given in section 5.

2. Formulation of the screened KKR method

The formal equations leading to effective, short-ranged structure constants for use within the
Green function method can be derived from simple manipulations of the multiple-scattering
equations.

The site-diagonal elements of the Green function can be written as [13]

G(r, r′) =
∑
L,L′

ZnL(r)τ
nn
LL′Z

n
L′(r

′)−
∑

ZnL′(r)J
n
L′(r

′) (1)

where the functionsZnL(r) andJ nL(r) are solutions of the Schrödinger equation in thenth
Wigner–Seitz cell. The pointsr andr′ are in that cell. The superscripts on the elements of
the scattering path operator [14],τ ijLL′ , refer to the cells centred at the lattice sitesRi andRj ,
and the subscripts are the angular momentum indices. Theτ

ij

LL′ depend on the energy, and are
obtained from the inverse of the matrix

M = m − g. (2)

The non-zero elements ofm are blocksmi corresponding toi = j . The matrixmi is the
inverse of the scatteringt-matrix for the atom on sitei, and, for the special case of muffin-tin
potentials, is given by

miLL′ = (t iLL′)−1 = (−κ cotηil + iκ)δLL′ (3)

whereκ = √ε and theηil are the scattering phase shifts. The elements ofg are the propagators
for electrons in free space, which are

g
ij

LL′ = −4πκ i l−l
′+1
∑

i l
′′
CL

′′
LL′h

+(κ|Rij |)YL′′(Rij ) (4)

whereRij = Rj −Ri , and theCL
′′

LL′ are Gaunt factors. Note that the matrix elementsg
ij

LL′ are
defined to be zero fori = j . It is standard to truncate the angular momentum expansions at some
lmax . If there areN atoms in the crystal, the dimensions ofM areN(lmax + 1)2×N(lmax + 1)2.
The matrix elementsτ ijLL′ are theij, LL′ elements ofM−1, i.e., τ = M−1. Since the number
of atoms in the crystal is infinite,M is an infinite matrix and taking the inverse is not a well-
defined operation.

For the special case in which all of the atoms are the same,m has a set of identical
(lmax +1)2× (lmax +1)2 scattering matrices on the diagonal. Using the matrixU, with elements

U
ij

LL′ = (1/
√
N) exp(−iRi · kj )δLL′ (5)

g can be transformed into block-diagonal form:

[U†gU]ijLL′ = gLL′(k)δij =
N∑
j=1

exp(ik ·R0j )g
0j
LL′ (6)
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which defines the(lmax + 1)2 × (lmax + 1)2 matricesg(k). It is easy to take the inverse of the
transformed matrix one block at a time, and the result, after allowingN to approach infinity,
is the standard one [13]:

τ ij = �

(2π)3

∫
exp(−ik ·Rij )[m − g(k)]−1 dk (7)

where� is the volume of the unit cell.
When the atoms in the crystal are not all the same, the block matrices on the diagonal of

m,mi , are different and findingM−1 is not as straightforward. A method for dealing with this
problem is to write

m = ms + (m −ms). (8)

The matrixms is chosen to have identical blocks on the diagonal, as was the case with the
ordered crystal. It follows that

τ = τ s − τ s(m −ms)τ = [1 + τ s(m −ms)]−1τ s (9)

with

τ s = [Ms ]−1 = (ms − g)−1. (10)

One way to calculateτ s,ij is to use (7) withms replacingm.
This method for calculating the scattering path operator has been used frequently in

multiple-scattering theory. For one impurity atom embedded in a perfect lattice, the blocks
ms describe the scattering from the host atoms,m −ms has only one non-zero block, and (9)
leads to a simple formula forτ ij . For a cluster ofn impurities,n of the blocks inm −ms are
non-zero, and it is only slightly more complicated to calculateτ ij [15].

For an arbitrary collection of atoms in the crystal, it is useful to define the scattering
matricesms such that the scattering path operatorsτ s,ij are essentially zero when|Rj −Ri | >
Rmax . For instance, calculating theτ nn needed for the evaluation of the Green’s function in
(1), truncated matricesτ s ,m, andms are obtained from the ones defined above by setting the
blocks corresponding to sites for which|Rj −Ri | > Rmax equal to zero. Thenτ nn is the nn
block of the finite matrix

τ = [1 + τ s(m −ms)]−1τ s. (11)

Note that the advantage in transforming the scattering path operator matrix instead of the
structure constants, as stated in equation (9) in reference [11], is that the present derivation leads
directly to the scattering path operator of the real system from which the physical properties
are calculated as will be shown in the next section. Furthermore, it is easy to fitτ s as a function
of energy as opposed to the screened structure constants in reference [11].

The experience gained in the research on the screened structure constants described in
references [10–12] suggests a convenient scattering potential to use in the calculation of the
ms . The potential is a positive constantvs within the muffin-tin sphere of each cell in the
crystal, and zero in the interstitial region. The phase shifts can be calculated quite easily
for this potential, andms is obtained from (3). The matrixτ s is calculated from a truncated
version of the matrix defined in (10), rather than using thek-space formula in (7). A complete
real-space calculation of the total energy can be carried out using theτ nn from (11). The
ramifications of this approach will be considered elsewhere. In the present paper, we calculate
the scattering path operatorτ s in real space and then use it to obtain the total energy and DOS
from k-space integration. The details of these calculations are given in the next section.
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3. Calculations

We perform total-energy and DOS calculations for real materials employing the screened KKR
method. We compare results of these calculations with those that are obtained using the usual
KKR method in which the KKR structure constants are obtained using the Ewald procedure [7].
For the screened KKR method we calculate the screened scattering path matrix(τ s) in real
space, whilst calculation of the scattering path matrix for the system is carried out ink-space.

The screening medium is constructed by placing the same constant repulsive muffin-tin
potential of heightvs on all of the sites of the underlying lattice. AnN -site cluster, comprised
of the central site (denoted by 0) and itsN − 1 neighbouring sites, is used to approximate
scattering processes within this medium. The calculation ofτ s is performed by inverting the
matrix Ms for the cluster using (10), wherems is the inverse of thet-matrix corresponding to
the screening potentialvs .

Theτ 00 block of the scattering path matrix for the system is obtained using

τ 00(ε) = (1/�BZ)
∫
�BZ

[1 + τ s(k)(m −ms)]−1τ s(k) dk (12)

and the Green function is obtained using (1).
In (12),τ s(k) is the lattice Fourier transform ofτ s,ij and is given by

τ s(k) =
N∑
j=0

exp(ik ·R0j )τ
s,0j . (13)

It should be noted that, unlike the corresponding equations for the free-particle propagator (6),
this lattice Fourier transform contains a contribution from the origin sinceτ s,00 6= 0.

Because we have obtained the elementsτ s,ij using a finite cluster in real space, we must
choose the ones to use in the lattice Fourier transform (13). The point is that the use of a finite
cluster breaks the translational invariance that exists between elementsτ s,ij andτ s,mn when
the pair of sitesi, j andm, n have the same positional relationship to one another. We use
the matrix elementsτ s,0j (j = 1, N) connecting the central site to its neighbours on the basis
that they are better approximation to those of the infinite array ofvss than are general matrix
elementsτ s,ij (i 6= 0) connecting sites on the periphery of the cluster.

Once the Green function is determined, the charge density,ρ(r), and the DOS,n(r), are
calculated using

ρ(r) = −(1/π) Im
∫ εF

−∞
G(r, r, ε) dε (14)

and

n(ε) = −(1/π) Im
∫
�ws

G(r, r, ε) dr (15)

respectively. In the above,εF is the Fermi energy.
It should be apparent that the parameters controlling the convergence of the screened KKR

method are the usual truncation of the angular momentum atlmax used to calculate the Green
function from (1), the number of sites in the clusterN , the angular momentum cut-off,lscr
(lmax 6 lscr ), retained in the cluster used to calculateτ s,ij , and the height of the screening
potential,vs .

In carrying out calculations, we make extensive use of the complex-energy plane. When
performing total-energy calculations, integrations over energy are carried out in the complex-
energy plane using a semi-circular contour. In calculations of the density of states, used for
display purposes, the energy contour is parallel to the real-energy axis with a small imaginary
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part (typically Imε ∼ 0.001 Ryd). The self-consistent-field (SCF) total-energy calculations
use the local density approximation for the exchange–correlation potential and are carried out at
zero temperature. We use the muffin-tin approximation for magnetic Fe and Ni, and the atomic
sphere approximation for Cu and Mo. This is to test the method for the most commonly used
approximations for the atomic potentials. The BZ integration required in (12) is performed
using the direction (prism) method [16].

In figure 1 we show the DOS obtained with the screened KKR for fcc Cu with lattice
parametera = 6.83 Bohr radii. The dashed curve corresponds to SCF potentials obtained
using the screened KKR, and the solid curve to the standard KKR method. Figure 1 also
shows the error in the DOS (in Ryd) that is obtained by taking the difference between the DOS
calculated at each energy point using the two methods. Figure 2 shows similar results obtained
for bcc Mo with lattice constanta = 5.80 Bohr radii.
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Figure 1. Comparison of KKR (solid curve) and screened KKR (dashed curve) DOS for fcc Cu.
The error in the DOS with respect to the standard KKR is also shown.

It can be seen from figures 1 and 2 that for both Cu and Mo the densities of states obtained
using the different techniques are essentially identical. The corresponding total energies differ
by 0.03 and 0.006 mRyd respectively. In the calculation of the screened structure constants,
we usedlscr = 3 andvs = 4.0 Ryd for both structures. For the fcc structure we usedN = 87
(six nn shells), while for bcc we usedN = 89 (seven nn shells). In both cases,lmax = 3 was
used in the KKR calculations. Clearly, for these parameters the screened structure constants
are converged.
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Figure 2. A comparison of the DOS of bcc Mo. The KKR DOS is represented by the solid curve
and the screened KKR DOS is shown by the dashed curve. The error in the DOS with respect to
the standard KKR is also shown.

In table 1 we show the effect of truncation of the cluster size on the total energy. The
screened structure constants were calculated with fixed values oflscr = 3 andvs = 4.0 Ryd.
Again, lmax = 3 was used in the KKR calculations. Columns 2 and 3 show the errors in
the total energy using the screened KKR method with clusters containing various numbers of

Table 1. Calculated errors in total energy at different numbers of nn shells used in the calculation
of the screened structure constants. The table is for fcc Cu and bcc Mo at the respective lattice
parametersa = 6.83,a = 5.80 Bohr radii,lscr = lmax = 3, andvs = 4.0 Ryd.

Cu Mo
error in error in
energy (mRyd) energy (mRyd)

1 nn shell −2.95 *
2 nn shells 0.75 *
3 nn shells 0.26 −0.400
4 nn shells −0.02 *
5 nn shells 0.03 −0.100
6 nn shells 0.03 −0.002
7 nn shells −0.006
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nearest-neighbour shells. The errors are measured with respect to total energies obtained using
the standard KKR method. For Cu, an accuracy of∼0.03 mRyd is obtained for five nn shells.
For bcc Mo, an accuracy of 0.002 is attained for six nn shells. An asterisk in the table indicates
that no SCF solution was obtained using the above parameters. Adjusting the height of the
screened potential tovs = 1.0 Ryd, we were able to obtain a SCF total energy for Mo with
one nn shell that differs from the KKR result by 8 mRyd. For two nn shells, adjustment of the
screening potential tovs = 8.0 Ryd resulted in a SCF total energy with an error of 0.5 mRyd.
Adjustment of thevs did not yield a SCF total energy in the case of four nn shells. It is not
clear why, in some instances, adjustment of the height ofvs led to self-consistency and in other
instances it did not. It is not surprising that an approximation to the Green function using
screened structure constants that are not fully converged may result in a non-analytic Green
function.

There are differences between the calculations in this paper and those reported by Zeller
in reference [12]. For example, he uses direct sampling for the BZ integrations, the exchange–
correlation potential of Alder and Ceperley, and the full-potential MST. The calculated errors
in the total energy for fcc Cu listed in table 1 above show the same trend as those listed in
table I of reference [12]. The reason is that the differences in the total energies cancel out.
The primary difference between the calculations described here and those in reference [12] is
that Zeller calculates the total energy and the DOS at finite electron temperature. This enables
him to avoid problems that arise in zero-temperature calculations, which will be discussed.

Next, we show the effect that the height of the screened potentialvs has on the total energy
as a function of the number of shells used in the calculation of the screened structure constants.
In figure 3, we plot the error in total energy of fcc Cu with lattice parametera = 6.83 versus
the number of nearest-neighbour shells. The screened KKR calculations were done at two
different screening potentialsvs = 4 and 8 Ryd, withlscr = lmax = 3.
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Figure 3. The errors in total energy calculated at two values ofvs are plotted as functions of
the number of nearest-neighbour shells used to calculate the screened structure constants. The
calculations were done atlscr = lmax = 3.
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From figure 3, it is evident that for four and more nn shells, the strength of the screened
potential has essentially no effect on the total energy. Empty-lattice DOS calculations using
the screened KKR method are reported in reference [12]. These, however, do not address the
problems that arise in DOS calculations for real materials.

In figure 4 we show the calculated DOS of Cu atlscr = lmax = 2 andvs = 2.0 Ryd where
only one nn shell has been used in the calculation of the screened structure constants.
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Figure 4. The screened KKR DOS for fcc Cu for one nn shell. The calculations were done at
lscr = lmax = 2, andvs = 2.0 Ryd. The solid curve is the DOS calculated along a contour parallel
to the real axis that is 0.001 Ryd off in the complex plane. The dashed curve represents the DOS
calculated along a similar contour 0.005 Ryd off in the complex plane.

It can be seen that, for the above parameters, the DOS (solid curve) is negative in the
middle of the d bands. This is indicative of a non-analytic Green function. Recall that when
we perform SCF calculations we determineεF and calculate the charge density by integrating
over a contour in the complex-energy plane. Thus, any non-analytic behaviour in the Green
function will give rise to spurious results. The solid curve represents the DOS calculated along
a contour parallel to the real axis that is 0.001 Ryd off in the complex plane (Imε = 0.001 Ryd).
The negative DOS are indicative of a spurious pole (or cut) in the Green function that is further
off in the complex plane than this. The density of states calculated along a contour for which
Im ε = 0.005 Ryd (dashed curve) does not exhibit unphysical behaviour. Thus the effect of
this non-analytic behaviour will not be seen if calculations are performed at finite electron
temperature,T > 700 K.

From the above studies it is clear that the screened KKR produces results that are essentially
identical to the standard KKR ones if six (seven) nn shells are used for fcc (bcc) structures, but
truncation of the inversion to include64 nn shells may lead to unreliable DOS, and, in some
instances, can lead to non-analytic behaviour.
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4. Spin-polarized calculations

It is interesting to apply the screened KKR method to magnetic materials and investigate the
validity of the method in such calculations. We present total-energy calculations for bcc Fe
and fcc Ni in the ferromagnetic state using the screened KKR method. In the standard KKR
calculations used as a reference, the structure constants are obtained from a polynomial fit rather
than the Ewald method. In these calculations, we obtain the screened structure constants at
lscr = 3 andvs = 4.0 Ryd. As before, the KKR calculations were done withlmax = 3. Figures
5 and 6 show total energies as functions of lattice parameters. The screened KKR calculations
for Ni were done withN = 13 (one nn shell), and those for Fe withN = 27 (three nn shells).
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Figure 5. The total energy of fcc Ni as a function of the lattice parameter is shown. The solid
curve represents the standard KKR and the dashed curve the screened KKR total energies. The
calculations were done atlscr = lmax = 3, andvs = 4.0 Ryd. Only one nn shell was included in
the cluster to calculate the screened structure constants.

The total energies were fitted to a third-degree polynomial to obtain the equilibrium lattice
constanta0, total energyE0, and bulk modulusB0. Table 2 shows the results.

Table 2. The equilibrium lattice constanta0, total energyE0, and bulk modulusB0 were obtained
for nickel and iron atlscr = lmax = 3 andvs = 4.0 Ryd.N = 13 for nickel and 27 for iron. The
corresponding standard KKR values are also listed. The zero of energy for Ni is−3011 and that
of Fe is−2522 Ryd.

fcc Ni bcc Fe

Standard Screened Standard Screened
KKR KKR KKR KKR

(N = 13) (N = 27)

a0 (Bohr radii) 6.572 6.573 5.281 5.280
E0 (Ryd) −0.64803 −0.64307 −0.82884 −0.82924
B0 (Mbar) 2.20 2.29 2.21 2.16
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Figure 6. The total energy of bcc Fe is shown for five lattice parameters. The screened KKR
calculations were done atN = 27, lscr = lmax = 3, andvs = 4.0 Ryd.

From table 2, the equilibrium lattice constants and bulk moduli agree well with the
corresponding KKR values. The equilibrium total energies differ from the standard KKR
values by about−5.0 mRyd for Ni and 0.4 mRyd for Fe. Also, magnetic moments calculated
for the two systems using the screened KKR method yield values that are different from those
obtained from the standard KKR calculations by−0.002 Bohr magneton (µB) for Ni and
0.005µB for Fe. Errors in the total energy and magnetic moment reduce considerably when
the number of sitesN used in the calculation of the screened structure constants is increased.
For nickel ata = 6.65 Bohr radii,N = 55 (four nn shells for fcc structure) and iron ata = 5.27
Bohr radii,N = 65 (six nn shells for bcc structure), the errors in the total energy are about
0.004 and 0.03 mRyd respectively. The corresponding errors in the magnetic moment are
−0.0003 and 0.000 07µB.

5. Conclusions

We have presented an alternative formulation of the screened KKR method that is derived
from simple manipulations of the multiple-scattering equations. The derivation focuses
on transformation of the scatteringτ -matrix rather than the Green function, and leads to
an expression for theτ -matrix for the system that is more transparent than previous ones.
To illustrate how the formalism works in practice, we performed total-energy and DOS
calculations for copper and nickel in fcc phases and molybdenum and iron in bcc phases.
It was found that the method yields total energies that are within tens ofµRyd of the standard
KKR results. The high degree of accuracy is obtained only when the screened structure
constants are calculated with>5 nearest-neighbour shells of repulsive scatterers. The effect
of the height of the repulsive potentials on the total energy was shown to be minimal using
converged screened structure constants. However, when the screened structure constants are
not converged, the total energy is more sensitive to variations in the strength of the screening
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potential. We have demonstrated unphysical features (negative DOS) that may arise in the
calculations when the maximum angular momentum, the number of neighbouring shells, and
the height of repulsive potentials are not chosen properly. The negative DOS, we believe, are
mainly due to spurious poles in the Green function. The poles appear at energies close to the
real axis (Imε ∼ 0.001 Ryd), when the system’s Green function is obtained from the screened
structure constants that are not converged. We also pointed out that non-analytic behaviour is
not seen when calculations are done at finite electron temperature,T > 700 K.

The equilibrium total energies calculated for Fe and Ni with63 nn shells were shown to
be in reasonable agreement with their standard KKR counterparts (a few mRyd). For these
systems the magnetic moments differ by only a few thousandths ofµB from the standard KKR
results. We pointed out that the total energy and the magnetic moment improve considerably as
more sites are used in the calculation of the screened structure constants. The method may be
used for tight-binding and near-tight-binding purposes to obtain accurate magnetic moments,
and good equilibrium lattice constants and bulk moduli.
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Abstract. We performed local density calculations of the electronic and positron states for a
300-atom model of bulk amorphous Ni0.4Pd0.4P0.2. The procedure for constructing the model and
the resulting distribution of bond angles and free volume are described. Comparisons are made to
experiment and to models of amorphous Ni0.8P0.2.

0. Introduction

Bulk amorphous metals are an interesting class of new materials possessing unique properties
that offer exciting possibilities for applications to a broad range of technologies. In contrast
to the previous generation of amorphous metals, bulk amorphous metals can be produced
in bulk form at cooling rates as low as ∼1 K s−1. The understanding of their structure, is
important to the explanation of their low cooling rate. One of the simplest and most studied
bulk amorphous metal is Ni0.4Pd0.4P0.2 [1]. We can benefit from the earlier work of Weber and
Stillinger [2] who developed interatomic potentials for the conventional metallic glass Ni0.8P0.2

that were constructed specifically to reproduce the measured partial pair distribution functions
(PDFs) [3]. Structures generated using these potentials have been used as the basis for density
functional calculations of the electronic conductivity, density of electronic states, atomic
density, and optical reflectivity [4]. The agreement of these calculations with experiment
validates the atomic models and the interatomic potentials used in their construction. Recent
measurements of the PDF and the Pd distribution function of Ni0.4Pd0.4P0.2 [5] provide a
very useful guide for extending the potentials of Weber and Stillinger [2] to the ternary alloy
Ni0.4Pd0.4P0.2. We describe the use of these potentials to generate a 300-atom unit cell model
of amorphous Ni0.4Pd0.4P0.2. We have confidence in our model because it reproduces the
measured partial distribution functions, and electronic and positron states calculated with this
model agree with photo-emission and positron lifetime measurements. The calculations of the
electron and positron states were performed using the first-principles, order-N , locally self-
consistent multiple scattering (LSMS) method [6]. We analysed the structure to determine the
distribution of bonds, free volume, electronic states, and positron states. Comparisons were
made to models of the conventional amorphous metal, Ni0.8P0.2. The most striking contrast
is in the amount and distribution of free volume. Because free volume is so closely related to
diffusion and the kinetics of glass stability it may be the key to the glass forming ability of
Ni0.4Pd0.4P0.2.

0965-0393/00/030261+08$30.00 © 2000 IOP Publishing Ltd 261
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1. Computational technique: the LSMS method

The electronic structure of systems with a number of atoms, N in the unit cell as large as 300
cannot be obtained by conventional band structure methods. The LSMS method is an O(N)

multiple scattering method that is specifically designed for massive parallel processors [6].
It relies on several stationary properties of density functional theory to ensure accurate free
energy determination based on an electron density that is determined self-consistently at each
site [7]. The LSMS method makes the simplifying assumption that, for the purpose of solving
the Schrödinger equation, the effective potential beyond a cluster of neighbouring atoms (the
local interaction zone (LIZ)) surrounding each atom can be approximated by a constant. Each
atom is then taken to be at the centre of its own LIZ. In the calculations presented here the
atomic potentials are taken to be spherical and are obtained self-consistently within the atomic-
sphere-muffin-tin approximation [8]. The LIZ is taken to be a sphere of radius 10 Bohr radii.

2. Atomic model

The calculations were performed for a periodically reproduced cubic box containing an
amorphous network consisting of 300 atoms for which the atomic positions had first been
relaxed to a local energy minimum via two-body interactions [4].

The starting point for generating the amorphous configurations was a previously published
[4] structure for amorphous Ni0.8P0.2. This configuration was generated by random packing,
followed by interchanges to eliminate P–P neighbours, and finally relaxation via the pair
potentials of Weber and Stillinger. The Ni0.8P0.2 model structure has PDFs that agree well
with experiment. We have considerable confidence in this structure because it has been used
as the basis for many calculations that agree with experiment. However the algorithm that
eliminated P–P nearest neighbours only frees the sample of P–P pairs that are closer than the
smallest Ni–Ni distance. To remedy this weakness, without completely abandoning this model
that has served us well, we scaled ‘r’ by a factor of 0.5 in the P–P potential in order to force
greater P–P separation. We also made a very small adjustment to the Ni–P potential. This
left the model substantially intact, but pushed those few closely-spaced phosphorus pairs to
positions clearly identifiable as second nearest neighbours. The Pd-containing structure was
then generated by randomly replacing half of the Ni by Pd. We then relaxed the structure using
Ni–Pd, Pd–Pd, and Pd–P potentials introduced to augment the already defined Ni–Ni, Ni–P,
and P–P potentials. The newly-introduced potentials were adjusted to optimize agreement
with the measured partial distribution functions. The potentials are of the form

Vij (R) = Cij e(αij R−1.652 194)−1
[(αijR)−12 − 1)�(1.652 194 − αijR) (1)

with the parameters as given in table 1. �(x) is the heaviside function. The PDFs from the
model are compared to the measured values [5] in figure 1.

Table 1. Parameters for potentials. Units: α is in units of inverse fcc Ni–Ni distance of 2.49 Å and
C is in 10−12 ergs.

Ni–Ni Ni–Pd Ni–P Pd–Pd Pd–P P–P

Cij 1.134 1.172 1.701 1.211 1.7011 0.567
αij 1.000 0.900 1.080 0.850 0.950 0.755
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Figure 1. Comparison of model (full curves) amorphous pair distribution functions to
measurements by Egami et al [5] (broken curves).

3. Stability and diffusion

Like many metallic glasses (NixPd1−x)0.8P0.2 alloys are associated with a deep eutectic. A
reasonable assumption is that at compositions where the liquid state is stable at unusually
low temperatures the amorphous phase, which is essentially a frozen liquid, has a free energy
competitive with alternative crystalline phases. If long diffusion paths are required to reach
energetically-favoured crystalline structures, or if diffusion barriers are high, the conditions
for glass formation are enhanced.

In crystals, the diffusion rate is controlled by the density of vacancies and the hopping
time. The hopping time depends on the height of the barrier to vacancy hopping. In glasses
the definition of a vacancy is not clear cut. Sietsma and Thijsse [9] have made progress
toward a workable definition of a vacancy in glass. They characterize the unoccupied regions
in the glass system according to their volumes and number of surrounding atoms. They
observe that annealing eliminates large, local, free-volume elements that have greater than
nine surrounding atoms. These large volumes, which tend to anneal out, are considered to
play the role of vacancies, while those that remain are thought to be similar to interstitial sites
or constitutional vacancies in crystals. The large and small volumes are referred to as holes and
voids, respectively. The distribution of free volume, because it dominates diffusion is likely
to play an important role in the kinetic stability of the glass.

We attempt to extend the understanding of the free volume in two ways. First, because
our model is based on matching the measured PDFs, there is the hope that it also reproduces
characteristics of the distribution of free volume found in the experimental sample. Hence,
we study the distribution of free volume in our model. Although the PDFs do not uniquely
determine the atomic arrangement, they do constrain it considerably and the distribution of
free volume in our model may be indicative of its distribution in a real sample. Second,
we study positron wavefunctions. Because positrons are repelled by the nuclei, injected
positrons spend most of their time meandering through the interstitial regions and vacancies
until they annihilate. If defects that trap the positrons are plentiful, the majority of positrons
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will diffuse through the system for only a short time before being trapped. Once trapped they
find themselves in a region of low electron density and have an extended lifetime characteristic
of the type of defect (i.e. in a crystal typical traps would be monovacancies and divacancies).
We take the initial steps necessary for interpreting the information available in the annihilation
photons; we calculate the positron density and lifetime.

4. Atomic structure

We can further analyse the structure by tabulating distributions of bond angles. We find that the
distribution of angles (figure 2) in Ni0.4Pd0.4P0.2 is very similar to the distribution in Ni0.8P0.2.
They both peak near θ = 60◦ and 108◦ characteristic of icosahedral packing and differ only
in small details. Fcc packing would have had peaks at 60◦, 90◦, and 120◦. The population of
bond angle can be subdivided according to whether the vertex atom is phosphorus or transition
metal and the number of phosphorus atoms among the remaining two atoms that form the
angle. The angle populations involving only transition metal atoms at the two compositions
are very similar and are very icosahedral in nature. The angles with a P vertex have very similar
distributions at the two compositions; the angles are predominately around 70◦, consistent with
a lower coordination around P. The case of a transition metal vertex and a P and transition metal
atom completing the angle shows the greatest change with composition. This change is because
Pd and Ni sit at different distances from the phosphorus due to their different sizes. The angles
formed by a transition metal atom at the vertex and two phosphorus atoms are distributed in a
broad peak (not shown) centred at 100◦ with no angles below about 80◦ because there are no
P–P nearest neighbours.

Another way of describing the bonds is to look at the atoms surrounding each bond. In a
perfectly icosahedral system each bond would have five surrounding atoms that are common
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Figure 2. The distribution of bond angles: the curves denote results for Ni0.8P0.2; the solid curve
is for all bond angles, the long-dash curve is for the P-vertex bonding to two Ni, the short-dash
curve is for the Ni-vertex bonding to a P and a Ni, the dotted curve is for all Ni. The symbols apply
to Ni0.4Pd0.4P0.2 and are labelled in the key, T stands for Ni or Pd. For example, P–TT stands for
a phosphorus-vertex bonding with two transition metal atoms.
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nearest neighbours to the two atoms that form the bond. Fcc would have four bond neighbours.
In our models we find that the most commonly occurring number of bond neighbours is five.
About half the bonds have five bond neighbours, with the remaining bonds having numbers of
neighbours predominately in the ranging from four to seven. For transition metal bonds about
four of the surrounding atoms are transition metal atoms and one is P. The bonds with more than
five neighbours usually have an additional P. Again, there is no clear-cut distinction between
the two systems. From the point of view of bonds the structure behaves substitutionally, with
local dilation to account for the larger size of Pd, but on average preserving the bond angles.
This is consistent with the observation made by Egami et al [5]: that the PDFs are roughly
concentration independent; and the observation of Alamgir et al [10]: that the core levels are
roughly concentration independent. It is doubtful that these small differences in bond statistics
can be held accountable for the much greater glass forming ability of Ni0.4Pd0.4P0.2.

Another way to characterize the atomic structure is to look where the atoms are not. We
construct Voronoi polyhedra [11] according to the radical plane construction [12] using the
radii 2.293, 2.66, and 1.963 au for Ni, Pd and P, respectively. We then shift our attention to
the points farthest from the atoms, the vertices of the Voronoi polyhedra. These are the points
associated with the free volume [9]. For each vertex we find the largest sphere that does not
overlap any atomic sphere. We then group those vertex-centred spheres that overlap each other.
The space defined by the overlapping, vertex-centred spheres defines a cell of free volume. The
distribution of the volumes of these cells is shown in figure 3. The figure shows the integrated
free volume (i.e. the sum of all free volume below a limiting void or hole size). There are
two major differences between the two compositions. The Pd-containing composition has less
free volume and less of the free volume is associated with large-volume cells. This could be
a manifestation of the higher packing fraction possible with a distribution of atomic sizes.

In bulk amorphous alloys, as proposed by Sietsma and Thijsse, diffusion is probably
controlled by the large free volumes, holes, that are smaller than vacancies but larger than the
interstitial volumes in ordered materials. Reduction of the number of these holes may be the
mechanism by which bulk amorphous alloys are prohibited from diffusive transformation to
the crystalline ground state even when cooled slowly. It would be valuable to have measured
values for the positron lifetimes at these two compositions. The validity of our model free-
volume distributions would be supported if the lifetime was longer for Ni0.8P0.2, indicating
that the more plentiful holes trapped the positrons.
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5. Positron states

Positrons are trapped by defects, particularly vacancies. When they annihilate they provide
information about the electron density at the defect as well as the atomic species of surrounding
atoms. In a simple system, such as well annealed Cu with a few well dispersed monovacancies,
two lifetimes are observed. One is a short lifetime associated with itinerant positrons in the
bulk, and the other is a longer lifetime associated with positrons trapped at the vacancies. The
density of vacancies and the electron density at the vacancy site can be determined. In more
complex systems there may be one lifetime, or several lifetimes. For example, amorphous
metals typically have one broadened lifetime, the interpretation of which is not clear. It is still
debatable whether all annihilation is of the bulk type or from defects. In these more complex
systems models are needed to extract useful information from the positron experiments.

The two photons created when a positron annihilates with an electron carry away the
momentum and energy of the pair. Because the positrons have (shortly after injection) only
thermal energies, a high-momentum photon pair indicates annihilation with a high-momentum
core electron, rather than a low-momentum valence electron. The high momentum part of the
core annihilation profile as a function of momentum is characteristic of the element and can
be obtained by experiments on the pure element and by calculation [13]. In multicomponent
systems, the high momentum profile of positrons trapped in vacancies can be compared to
profiles from the pure elements to indicate the atomic number of the atom whose core electron
participated in the annihilation [13]. The simplest assumption is that the atoms participating
in the annihilation are nearest neighbours of the trapping defect.

At this stage we can calculate the positron wavefunctions and determine which nuclei
have the greatest overlap with the positron density. We did this by calculating the
electrostatic potential of our self-consistent electron density. The local approximation to the
electron–positron correlation potential [14] was added to the electrostatic part to provide a one-
particle Schrödinger equation for the positrons. We used the LSMS to solve for the positron
wavefunctions. The site decomposed density of states shows that the low-energy positrons
are predominately on P sites. The product of the electron and positron densities adjusted for
correlation and multiplied by the annihilation cross section gives the positron annihilation rate
[14]. We have not yet incorporated the matrix elements that couple the positron wavefunctions
to the electronic core levels. Therefore, we cannot predict the characteristic patterns that will
be seen in high-momentum positron annihilation experiments on Ni0.4Pd0.4P0.2 when they are
carried out. We have observed that the positrons have their greatest overlap with the phosphorus
core so we can anticipate that the high-momentum annihilation will indicate annihilation at
phosphorus cores.

We can compare our calculated positron lifetime to some interesting preliminary
measurements by Somieski [15] of the positron lifetime in Ni0.4Pd0.4P0.2. Their measurements
give lifetimes in an as-quenched specimen distributed in the range 140–180 ps [15]. After
annealing for 24 h at 200 ◦C a second group of lifetimes appears in the range 100–120 ps.
Our calculated average lifetime for the lowest eight positron states is 114 ps. One possible
explanation of these results is that the as-quenched sample has large defects similar to quenched-
in thermal vacancies in rapidly-cooled crystals. These defects in the amorphous structure may
have long lifetimes in the 140–180 ps range. These defects could have large trapping cross
sections that could account for nearly all annihilation events. In the computer-generated model
these large vacancies are probably precluded by the model construction procedure. When the
experimental sample is annealed, the number of large vacancies is reduced and eventually
the smaller-free-volume cells similar to those seen in the model begin to trap positrons with
sufficient probability to be observed in the experiments in the range 100–120 ps.
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6. Electronic states

The electronic density of states is modified considerably by the addition of Pd (figure 4).
Substitution of Pd for Ni greatly increases the overall d-band width of Ni0.4Pd0.4P0.2 relative
to Ni0.8P0.2 [4]. This occurs because of the broader d-band width of elemental Pd and because
the centres of the Ni and Pd d-bands are displaced from each other. The Ni states occupy
the upper part of the band and the Pd states dominate in the lower part of the band. This
separation is seen in the behaviour of the x-ray photo-emission spectrum (XPS) as a function
of Pd concentration [10].
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Figure 4. Density of states as function of electron energy for amorphous Ni0.4Pd0.4P0.2; the zero
of the energy scale is the Fermi energy. The dash–dot curve is the XPS calculated using a rough
approximation to the inclusion of matrix elements (arbitrary units).

There is a long tail of states below the d-band that are contributed equally from Ni, Pd,
and P states. From our experience with Ni–P we speculate that these tail states are somewhat
localized due to the disorder. The fact that all species contribute equally to these tails would
tend to make them independent of composition. This can be seen in the lack of composition
dependence of the XPS data between 5 and 8 eV.

We find low-lying phosphorus states split-off from the d-bands. These states may be
responsible for the barely perceptible bulge in the XPS data at a binding energy of 12.5 eV.

Our calculated density of states at the Fermi energy is higher than that seen in the XPS.
Furthermore, we did not see a minimum in the density of states near the Fermi energy that,
if present, would have indicated the effects of the stabilizing mechanism suggested by Nagel
and Tauc [16]. Our density of states has a dip at 4.5 eV that is not seen in the XPS. A
further difference between the density of states and the XPS is that the XPS d-band is almost
symmetric about the band centre, while the calculation shows a strong Ni peak at the upper
d-band edge. In order to show how inclusion of matrix elements affect the agreement, we
plotted the weighted sum of the Ni and Pd densities of states. We weighted the Pd states by a
factor of four relative to the Ni states. This is based on the statement of Almagir et al [10] that
the P matrix element is very small and the matrix element for Pd is four times as large as for
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Ni. This rough approximation to a true calculation [17] of the XPS gives excellent agreement
with the measured spectrum.

7. Conclusions

We have used the PDFs recently measured by Egami et al [5] to develop interatomic potentials
suitable for Ni–Pd–P amorphous alloys. We do not make any claim for the usefulness of the
energy comparisons based on these potentials. Combined with the procedure of randomly
packing hard spheres they should be viewed as part of an interpolation or extrapolation
procedure that can use the PDFs of Ni0.8P0.2 and Ni0.4Pd0.4P0.2 to construct models at other
compositions. The geometric properties of the model are discussed along with the resulting
electron and positron states. The comparisons of the electronic density of states and positron
lifetimes with measurements are promising. These comparisons are not straight forward and
there are additional questions to be addressed; still, it is fair to say at this stage that there are
no contradictions that discredit the validity of our model structure.
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Disorder dependence of the magnetic moment of the half-metallic
ferromagnet NiMnSb from first principles

D. Orgassaa) and H. Fujiwara
Center for Materials for Information Technology (MINT), The University of Alabama,
Tuscaloosa, Alabama 35487-0209

T. C. Schulthess and W. H. Butler
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831-6114

Using half-metallic ferromagnets in spin-dependent devices, like spin valves and ferromagnetic
tunnel junctions, is expected to increase the device performance. However, using the half-metallic
ferromagnet NiMnSb in such devices led to much less than ideal results. One of the possible sources
for this behavior is atomic disorder. First-principles calculations of the influence of atomic disorder
on the electronic structure of NiMnSb underline the sensitivity of half-metallic properties in
NiMnSb to atomic disorder. In this article, we report on the disorder dependence of the total
magnetic moment calculated by applying the layer Korringa–Kohn–Rostoker method in
conjunction with the coherent potential approximation. We consider the following types of disorder:
~1! intermixing of Ni and Mn,~2! partial occupancy of a normally vacant lattice site by Ni and Mn,
and ~3! partial occupancy of this site by Mn and Sb. In all cases the composition is kept
stoichiometric. All three types of disorder decrease the moment monotonically with increasing
disorder levels. For the experimentally seen disorder of 5% Mn and 5% Sb on the normally vacant
lattice site, the total moment is decreased by 4.1%. The results suggest that precise measurement of
the saturation magnetization of NiMnSb thin films can give information on the disorder. ©2000
American Institute of Physics.@S0021-8979~00!50008-5#
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INTRODUCTION

Spin-dependent devices increasingly gain importanc
many applications. Spin valves are being used in hard-d
read heads and in many sensors. Both spin valves and f
magnetic tunnel junctions are considered as building blo
for nonvolatile memory devices. Spin-dependent devi
gain efficiency if the spin polarization in their ferromagne
thin films is increased. An ideal 100% spin polarization
the Fermi energy is found in half-metallic ferromagnets. T
semi-Heusler alloy NiMnSb is such a ferromagnet1,2 and it
has been attempted to use NiMnSb in spin-depend
devices.3–6 However, the results are not consistent with
high spin polarization. It has been pointed out that atom
disorder in the related half-metallic ferromagnet PtMnSb c
significantly influence the half-metallic property of th
material.7 First-principles electronic structure calculatio
for NiMnSb show indeed that a disorder level of only a fe
percent is sufficient to create minority-spin states at
Fermi energy and significantly reduce the spin polarizatio8

Such disorder levels are realistic in thin films9 and thus in-
deed could be the explanations for the present failure to
duce half-metallic NiMnSb films in spin-dependent devic
In this article we will show that a second consequence
atomic disorder is the reduction of the magnetic momen
NiMnSb.

a!Electronic mail: dorgassa@mint.ua.edu.
5870021-8979/2000/87(9)/5870/2/$17.00
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CALCULATION

NiMnSb crystallizes in the C1b structure. It consists of
four interpenetrating fcc lattices labeled A, B, C, and
Sites A, B, and D are occupied by Ni, Mn, and Sb, resp
tively, while site C is unoccupied. We apply the lay
Korringa–Kohn–Rostoker method in conjunction with th
coherent potential approximation~LKKR–CPA!10 to calcu-
late the total magnetic moment of NiMnSb with atomic d
order. The types of disorder we consider are summarize
Table I. Type A–B has intermixing of Ni and Mn. In th
case of disorder type C (C8) the normally empty site C is
occupied by Ni and Mn~Mn and Sb!. In all cases the com-
position is kept stoichiometric. X-ray diffraction measur
ments by Kautzkyet al.11 are consistent with disorder typ
C8 and a disorder level of 5%. The experimental latti
constant12 of 5.927 Å is used throughout. We use the atom
sphere approximation with an empty sphere for unoccup
sites. In our calculations we use the layer doubli
algorithm,10 repeating~111! layers with four sites in the laye

TABLE I. Types of disorder considered in this article. The second colu
shows the sites with interchange of atoms~or vacancies!. Occupancies of the
four lattice sites are shown for the three types of disorder.

Disorder Occupancies

Type Scheme Site A Site B Site C Site D

A–B A↔B Ni12xMnx NixMn12x ••• Sb
C AB↔C Ni12x Mn12x NixMnx Sb
C8 BD↔C Ni Mn12x MnxSbx Sb12x
0 © 2000 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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unit cell. All numerical results are based on fully se
consistent calculations performed with a basis set that
cludess, p, d, and f partial waves on each site and 75 tw
dimensional plane waves. The Brillouin zone sums
performed over 64 specialkW i-points in the Brillouin zone.
For the energy integrals we use 16 points on a semicircl
the complex plane.

RESULTS

We find a total magnetic moment of 3.94mB for ordered
NiMnSb. The small deviation from the expected~integer!
value of 4.00mB is related to approximations made in dete
mining charge densities and moments in the calculation13

For all three types of disorder the total moment decrea
monotonically with an increasing level of disorder. This d
order dependence is shown in Fig. 1. Also indicated are c
with minority-spin states at the Fermi energy, i.e., cases w
a spin polarization smaller than 100%, as reported in Re
In these cases, the moment is always smaller than 3.8mB ~a
reduction by 3.6%!, while the half-metallic cases have a m
ment above this value. For the experimentally observe11

disorder of type C8 at a disorder level of 5% the calculate
moment is 3.78mB or a reduction by 4.1%.

DISCUSSION AND CONCLUSION

The reduction of the moment is caused by disord
induced minority-spin states which also cause the reduc
of the spin polarization for disorder levels above 1%. If w
scale our calculated moments by the accepted momen
4.00mB for ordered NiMnSb we obtain a moment of 3.86mB

below which the spin-polarization is smaller than 100%.
Experimental data for bulk NiMnSb is very well i

agreement with a moment of 4.00mB or only slightly higher.
Hordequinet al.14 measure 4.036 0.02 and 4.0256 0.02
mB in different directions of single-crystal samples and 4.

FIG. 1. Calculated total magnetic moment as a function of the disorder l
for A–B-type disorder~squares!, C-type disorder~up triangles!, andC8-type
disorder~down triangles!. The dotted line shows the moment calculated
ordered NiMnSb. Open symbols indicate a spin polarization below 10
The lines between the data points are to guide the eyes.
Downloaded 09 Feb 2001  to 128.219.47.178.  Redistribution subject t
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6 0.02mB in a polycrystalline sample. Kabaniet al.3 report
a moment of 3.976 0.08mB for single-crystal material. The
same group reports a moment of 3.96 0.2 mB for thin-film
samples obtained by coevaporation of Ni, Mn, and Sb. In t
case, the samples were annealed at 500 °C for 2 h. The
parent reduction of the moment should be more pronoun
for NiMnSb thin films used in spin valves and tunnel jun
tions which require lower annealing temperatures and t
higher levels of disorder can be expected.

In order to better understand the effect of disorder on
half-metallic property of NiMnSb and the implication fo
spin-dependent devices it will be helpful to obtain prec
structural and magnetic measurements on thin-film samp
A precise measurement of the magnetization in thin films
which both the atomic disorder and the spin-polarizations
known would in our opinion lead to an independent check
predicted changes of the electronic structure due to ato
disorder and thus help validate the argument that failure
produce half-metallic NiMnSb films is due to atomic disorde

In conclusion, we reported on the dependence of
total magnetic moment of NiMnSb on atomic disorder. T
moment decreases with increasing disorder. A calcula
moment below 3.8mB was seen in those cases with minorit
spin states at the Fermi energy. While more data on ato
disorder in NiMnSb thin films is needed it will also be inte
esting to precisely measure the low-temperature satura
magnetization.
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Abstract. The use of the relativistic and spin-polarized real-space Korringa–Kohn–Rostoker
(KKR) method is limited to small systems (less than 100 atoms). This is due to the prohibitively
large CPU times needed for the inversion of the KKR matrix. To study systems of more than a
thousand atoms, we have implemented the concept of a screened reference medium, within the
fully relativistic spin-polarized version of the real-space locally self-consistent multiple-scattering
method (LSMS). The LSMS method makes use of a local interaction zone (LIZ) for solving the
quantum mechanical problem, while the Poisson equation is solved in the whole space. The
screened reference medium gives rise to sparse KKR matrices and using state-of-the-art sparse
matrix technology a substantial reduction in the CPU times is obtained, enabling applications
of the method to systems whose LIZ consists of more than a thousand atoms. The method is
benchmarked by application to the elemental transition metals, the fcc (face-centred-cubic) Co
and Ni, and the bcc (body-centred cubic) Fe, and compared to the results of the conventional k-
space methods. The convergence in real space of the magnetic moments, the magnetocrystalline
anisotropy energy and the orbital moment anisotropy is discussed in detail.

1. Introduction

First-principles quantum mechanical calculations of the magnetic properties of periodic solids
are usually performed by means of k-space methods. However, not for all problems of interest
can one exploit translational invariance. These include compositional inhomogeneities and
strains at surfaces, interfaces and grain boundaries, nanostructures such as nanowires and
nanoclusters with potential applications as giant-magnetoresistance (GMR) systems [1, 2].
Very often, the lowering or loss of symmetry determines the technological importance of
materials. The magnetocrystalline anisotropy energy (MAE), for example, tends to be much
larger at the surface than in the bulk, and its direction in thin films is determined by the deposited
material and the layer thickness [3, 4].

In k-space, surfaces can be treated as layered structures with the two-dimensional
periodicity in the plane, and one real-space dimension in the perpendicular direction. If
planar disorder occurs, one uses large two-dimensional unit cells, which are periodically
repeated. Inside these cells, the real-space problem has to be addressed. At interfaces and
grain boundaries, the periodicity is eventually completely lost and the problem needs to be
treated entirely in real space.

0953-8984/00/398439+16$30.00 © 2000 IOP Publishing Ltd 8439
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In this paper, we present the screened real-space fully relativistic spin-polarized Korringa–
Kohn–Rostoker (KKR) method. Here real space is implemented along the lines of the locally
self-consistent multiple-scattering (LSMS) formalism [5,6], where it is assumed, for each site
of the solid, that the quantum mechanics is determined by the surrounding atoms, while the
Poisson equation is solved in the whole space. Thus, each site is considered as the centre of a
local interaction zone (LIZ), and the electron density on this site is calculated by considering
only the multiple-scattering processes from the neighbouring sites in the LIZ.

Incorporating relativistic effects in the unscreened version of the LSMS method, Beiden
et al [7, 8] have explored the convergence, as a function of the LIZ’s size, of the spin and
orbital magnetic moments and the magnetocrystalline anisotropy energy of elemental transition
metals. Fast convergence in real space has been observed for the bcc Fe and the fcc Co. For the
fcc Ni, for less than four shells of atoms in the LIZ, no magnetic moment has been obtained.
Moreover, no convergence for the magnetic moment and the MAE has been observed within
the LIZs of up to 135 atoms (seven shells).

In the unscreened formalism, it is very difficult to deal with the LIZs of more than a hundred
atoms, because the inversion of the KKR matrices scales as O((2× (lmax + 1)2 ×M)3) with the
number M of atoms in the LIZ. Here lmax defines the angular momentum cut-off, and the over-
all multiplication by 2 is due to the relativistic quantum mechanics. The required CPU times
become quickly prohibitive. However, on introducing the screened reference medium [9], a
concept originating from Andersen’s tight-binding formalism [10,11], and implemented in the
KKR method by Zeller et al [12], the structure constant matrices become sparse and, as has
been previously shown [13], the matrix inversion times can be substantially reduced by using
state-of-the-art sparse matrix technology. Consequently, as will be demonstrated in the present
paper, much larger LIZs become accessible to numerical investigation.

The screening technique has so far been applied to situations where real space enters
either as zero or one dimension. It is either used as a means to generate k-dependent structure
constants by a lattice Fourier transform, without the need to use the Ewald summation [14],
or in applications to layered systems where a two-dimensional Fourier transform over the
layer is performed whilst the remaining dimension is dealt with in real space [16]. Here we
present a study with screening without any lattice Fourier transform. Such a study has not
been done before and the motivation was to determine the convergence of the method and
the usefulness of this approach for calculating the magnetocrystalline anisotropy energy for
complex systems. An important aspect of our approach is the use of state-of-the-art sparse
matrix technology [17] to push our method to the largest possible system sizes with the present
generation of workstations. The physics being targeted by this methodology is the study of
the MAE and the orbital moment anisotropy in circumstances of low symmetry which occur
at relaxed surfaces and interfaces, steps at surfaces, impurities and surface alloying. These are
situations that cannot easily be studied by k-space methods.

The remainder of the paper is organized as follows. In the next section, we present the
formalism of the screened real-space KKR method, and discuss difficulties associated with
the non-periodic reference medium. In section 3, we describe how to construct the screened
structure constant matrix, and introduce the approximations enabling us to study systems with
significantly more than a thousand atoms. Here, to benchmark the present method against the
existing k-space methods, all calculations have been performed for the elemental fcc Co and
Ni, and the elemental bcc Fe. In section 4, we concentrate on the convergence of the magnetic
moments, and discuss the validity and accuracy of the approximations employed. We compare
the present results for the spin and orbital moments, and the MAE and the orbital moment
anisotropy (OMA), for Fe, Co and Ni, to those obtained with the standard k-space methods.
Finally, in section 5, we draw our conclusions.
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2. Theory

For the sake of clarity and comparison with the k-space methods, in this paper we concentrate
on bulk materials, with all atoms equivalent. In the LSMS formalism such systems are
approximated by a single LIZ consisting of M atoms of the material: LIZ = {p} where
the sites p are such that |Rp − R0| < RLIZ , i.e. the atoms are contained within a sphere
of radius RLIZ around the central site R0. Beyond the RLIZ , the boundary of the LIZ, the
potential is set to zero, i.e. the muffin-tin zero. The Poisson equation is solved for the infinite
real system, whereas for the quantum mechanical problem the LIZ is used. The scattering-path
matrix for the cluster of M atoms is obtained as

τ̃M(E) = [t̃−1
M (E) − G̃0

M ]−1. (1)

The LIZ t-matrix, t̃M , has M non-zero sub-blocks on the diagonal, each corresponding
to a specific single-site scattering matrix tj , where j is one of the M atoms in the local
interaction zone. The free-space structure constant matrix, G̃0, consists of the site- and angular-
momentum-decomposed matrix elements of the free-space propagator:

G̃0
M = {G̃0;pn(E)} G̃0;pn(E) = {G0;pn

LL′ (E)} (2)

where p and n run over all the sites in the LIZ.
The electronic and magnetic properties are derived from the multiple-scattering Green’s

function, G(r, r′;E), of the system. In the vicinity of the central site R0, it can be written
as [18, 19]

G(r, r′;E) =
∑
�,�′

Z�(r0)τ
00
��′(E)Z

×
�′(r

′
0) −

∑
�

Z�(r<)J
×
� (r>). (3)

Here, r0 = r − R0 and r′
0 = r′ − R0, and r< (r>) means the smaller (bigger) of (r, r′). The

relativistic Green’s function, G(r, r′;E), is a 4 × 4 matrix, � stands for the pair of relativistic
quantum numbers (κ, µ), and Z� and J� represent respectively the normalized regular and
irregular scattering solutions to the single-site Dirac equation. × refers to taking the complex
conjugate of only the spherical harmonic, and not the radial part of these solutions. The site-
diagonal matrix elements of the scattering-path operator, τ 00

�,�′ , give the scattered wave at site
0, due to an incident wave at 0, taking into account all possible scattering processes in between.
It is obtained as the 00 site-diagonal sub-block of τ̃M of equation (1) and is actually the only
part of τ̃M which is needed for the Green’s function of equation (3).

In the KKR method, knowledge of the Green’s function, G(r, r′;E), allows one to calc-
ulate such quantities as the charge density ρ(r), spin magnetic moment mspin and orbital
magnetic moment morb.

The force theorem [20], which follows from the variational character of the total energy,
defines the change in the total energy between two states with similar charge densities to
be equal to the change in the sum of the one-electron energies Esum. Consequently, the
magnetocrystalline anisotropy energy, being the difference in the total energies corresponding
to two different magnetization directions, is defined as

EMCA =
occ∑
i

E
[M̂1]
i −

occ∑
i

E
[M̂2]
i =

∫ EF1

dE n[M̂1](E)E −
∫ EF2

dE n[M̂2](E)E (4)

where n[M̂1](E) and n[M̂2](E) are the single-particle densities of states when the magnetization

is in the directions [M̂1] and [M̂2], respectively. Here EF1 and EF2 are the Fermi energies
corresponding to the single-particle densities of states n[M̂1](E) and n[M̂2](E).

The major computational effort of the real-space method is associated with the
determination of τ 00

�,�′ through the matrix inversion in equation (1). The free-space structure
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constants are long ranged, i.e., all the sites in the LIZ are connected to all the other sites in the
LIZ, and the matrix inversion times scale as O(N3) with the matrix dimension N . Following
Andersen et al [10, 11], Zeller et al [12] have proposed a new reference medium where the
structure constants decay exponentially in real space. This reference medium consists of
spherically symmetric constant repulsive potentials at the non-overlapping muffin-tin sites. In
the interstitial space, the potential remains zero. The exponential decay of the corresponding
so-called ‘screened’ structure constants is due to the fact that, in the energy range of the valence
bands, and with repulsive potentials in excess of 2 Ryd, there exist no eigensolutions for the
new reference system.

The scattering with respect to the new reference medium is described by the scattering
matrix

&tj = tj − t scj (5)

where tj and t scj are respectively the t-matrices of the muffin-tin potential and the repulsive
potential. The structural Green’s function for the screened reference medium is obtained from
the Dyson equation

G̃sc
M = G̃0

M(Ĩ − t̃ scM G̃
0
M)

−1. (6)

Similarly to equation (3), the Green’s function for the LIZ can be written in terms of the new
scattering-path operator:

τ̃&,M(E) = [(&t̃)−1
M (E) − G̃sc

M ]−1 (7)

and the single-site solutions are now defined with respect to the difference scattering potential.
The change of reference medium is a purely mathematical concept, and completely

identical Green’s functions are obtained when the matrices in equation (6) involve the entire
LIZ. However, it has been shown by Zeller [14] that, because of the exponential decay in
real space, the screened structure constants connecting sites at Rn and Rp, can be ignored
if |Rn − Rp| > Rsc, and that only those with |Rn − Rp| < Rsc need be considered.
Here Rsc denotes a certain distance, called the screening radius, beyond which the screened
structure constants are essentially zero. Consequently, the screened structure constants are
still calculated through the Dyson equation (6), but by inverting clusters of much smaller size
than the LIZ.

In periodic systems, all the sites of the infinite reference medium are equivalent, and
the k-space screened structure constants, Gsc

LL′(k, E), can be calculated by lattice Fourier
transformation. Because of the exponential decay, the summation converges fast and does
not require the Ewald procedure [14]. When applied to layered systems, the screening leads
to band diagonal matrices [15, 16]. In real space, the important feature associated with the
new reference medium is the sparsity of the screened structure constants, which results from
the exponential decay of its matrix elements in real space. In fact, as has been shown in
reference [13], by applying a specific sparse matrix solver [17], and depending on the degree
of sparsity, the inversion scales essentially as O(N) with matrix dimension N . This means
that we can expect considerable gains in the execution times of our code when exploiting the
freedom of choice of the reference medium.

There is however a drawback. The structure constants for the free-space reference
medium are known analytically, whereas the screened structure constants have to be calculated
numerically (equation (6)). As can be seen from figure 1, our reference system for the LIZ
is not translationally invariant. The repulsive potentials are placed only on those sites that
correspond to atoms in the LIZ. Outside this zone, the reference medium is the free space.
Therefore, every site is surrounded by a different scattering neighbourhood, and the screened
structure constant matrix for the LIZ cannot be reconstructed by translations of the screened
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Figure 1. The reference medium for the screened real-space method. In the area covered by the
LIZ, constant repulsive potentials at the muffin-tin sites are used (dark spheres). Outside this area
the reference medium is free space (white spheres).

structure constants, calculated for one limited small cluster contained within a screening radius.
To find the screened structure constant matrix we can either invert the matrix for the entire
LIZ, which is clearly not an economical solution, or we can calculate the screened structure
constants for each site of the LIZ by inverting a small matrix corresponding to the sites within
its screening radius. This means that some of the gain in CPU time that results from dealing
with sparse matrices will be lost in the construction of these matrices.

The speeding up in the matrix inversions, with respect to ordinary LU decomposition,
allows one to study much larger cluster sizes than was previously possible. In the next section
we will discuss how this gain in the CPU time can be maximized, and what approximations
can be used to further increase the size of the LIZs.

3. Matrix construction and approximations

The execution time of the sparse matrix inversion is to a large extent determined by the degree
of sparsity, i.e., the number of matrix elements that are zero. Therefore, the aim is to make the
screened structure constants as short ranged as possible. However, a cutting off of the screened
structure constants after only a few shells, for example a screening radius of one or two shells,
can only be justified if the height of the repulsive potentials causes the screened structure
constants to decay quickly enough that they can be neglected beyond that distance. Moreover,
the height of the repulsive potentials has to be chosen according to the energy window of
applicability. It has been previously noted [14] that the energy range of applicability of the
screened KKR method is larger for higher potentials, and that accurate densities of states
(DOS) for energies of up to 3 Ryd can be obtained with a repulsive potential of 8 Ryd. In the
present work we have used a screening potential of 4 Ryd to reproduce reliably the DOS at the
energies corresponding to the valence bands and the angular momenta up to lmax = 3.

Concerning the screening radius, we find that three shells of screening are sufficient to
reproduce the DOS of bcc Fe. For Co and Ni, which crystallize in the more close packed fcc
structure, two shells of screening are sufficient. Compared to the unscreened results, for these
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respective screening radii, the total energies are reproduced with the precision of 10−3 Ryd,
whereas the spin magnetic moments have been calculated with the accuracy of 10−1 µB . A
larger screening radius implies more accurate computed values, meaning that for example
the spin magnetic moment of Fe can be determined with the accuracy of 10−3 µB , when a
screening radius of five shells is used. However, in this case, the sparsity of the screened
structure constant matrix is considerably reduced, and the matrix inversion time increases
accordingly.

In the absence of structural disorder in the cluster, in the central region of the cluster
the translational invariance is fulfilled, and only the sites at the surface are surrounded by a
different number of sites within the screening radius. Moving to ever-increasing cluster sizes,
the relative importance of the surface with respect to the central area decreases. Therefore, one
might expect that for large LIZs, it would be a good approximation to assume translationally
invariant structure constants on all the sites. We have tested this assumption by calculating
the spin magnetic moment on the central site of the Co cluster as a function of the number of
shells in the LIZ. As can be seen in figure 2, even with 29 shells (1055 atoms) in the LIZ, the
magnetic moment shows no sign of convergence. Since, however, it has been shown in the
unscreened calculations [7] that the magnetic moment has been converged for smaller LIZs,
we have to conclude that the use of the translationally invariant screened structure constants is
not justified. Assuming translationally invariant screened structure constants is equivalent to
having a reference medium with the repulsive potentials both inside and outside the LIZ. The
physical picture that it corresponds to is that of a muffin-tin potential within the LIZ, embedded
in a repulsive potential, giving rise to a quantum well with standing waves inside the chosen
cluster [21]. In calculations for layered systems, with only one real-space dimension, this
problem, though noticeable, is less serious [16].
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Figure 2. The magnetic moment of Co as a function of the number of shells in the LIZ. The
reference medium is assumed to be translationally invariant.

The matrix dimension N is determined by the size of the LIZ, and the angular momentum
expansion of the structure constants, i.e., N = 2(lmax + 1)2 × M , where lmax is a maximum
value of the on-site angular momentum cut-off. It has been suggested earlier [7] that it is
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sufficient to use large values for lmax only on the first few shells of the cluster, and to reduce
lmax on more distant shells of the LIZ cluster. This of course reduces the matrix dimension
considerably, as we now have

N =
M∑
i=1

2(lmax,i + 1)2

with i the atom index for theM-atom LIZ. In a tight-binding picture of the electronic structure,
this approximation can be justified by noting the fact that for example the d electrons are more
localized than the s electrons, and therefore the d levels on a remote atom will only have a
negligible effect on the electronic properties of the central site. If this approximation were
justified, it would be sufficient to use only lmax = 0 on all the outer sites of the cluster. This
would imply further that one could consider extremely large LIZ sizes, and at the same time
reduce the time needed for the reconstruction of the screened structure constant matrix. We
shall explore this possibility further in the next section.

4. Results and discussion

In comparison with the standard KKR k-space calculations, the present method relies on three
major approximations: the size of the LIZ, the angular momentum cut-off and the screening
radius. In this section we shall discuss our results for the convergence of the magnetic properties
on the central site of the LIZ as a function of the number of shells in the LIZ. Furthermore, we
shall analyse the dependence of the results on the angular momentum cut-off, i.e., the second
approximation. The third approximation, associated with the value of the screening radius, is
considered when comparing our results to those of the equivalent k-space methods.

4.1. Convergence

In figure 3 we show the convergence of the spin and orbital magnetic moments in Co, as a
function of the number of shells in the LIZ. The angular momentum configuration in the LIZ
used in these calculations is referred to as lmax = 33261n, meaning that on the central site
and the nearest- and second-nearest-neighbour shells we have included angular momenta up
to lmax = 3, then on the atoms belonging to the six subsequent shells we have set lmax = 2 and
for the rest of the sites we have used lmax = 1. For Fe, shown in figure 4, additionally to the
angular configuration used for Co, we have also performed calculations for the lmax = 332m

configuration and the corresponding results are plotted in the relevant panel for comparison.
As can be seen in figure 5, the latter configuration has also been studied for Ni, but instead of
the lmax = 33261n angular momentum configuration, we have performed calculations for the
lmax = 33260n configuration. Our test studies have shown that, although the converged value
depends on the choice of the screening radius, the convergence pattern is independent of it.
As a consequence, the observed convergence behaviour has been obtained by using screening
radii of respectively one shell for Co and Ni, and two shells for Fe.

As can be seen in figure 3, in the case of Co for LIZs larger than 17 shells, i.e., 459 atoms,
all the calculated properties for the central site are converged. The magnetic moments of Fe
are seen to converge at around 17 shells in the LIZ. The converged value is 2.05 µB . This
value differs by approximately 0.05 µB from the result obtained with three shells of screening,
i.e., a change of 2.5%. The results obtained with three shells of screening are generally in
better agreement with the results obtained with the free-space reference medium.

For Ni the situation is different. It has been noticed in the unscreened calculations that
one has to include at least five shells in the LIZ to obtain a magnetic moment at all [7], and that
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Figure 3. Convergence of the spin and orbital magnetic moments of fcc Co as a function of shells in
the LIZ. The angular momentum configuration used is lmax = 33261n (dotted line). The screening
radius consists of one shell. The dashed line corresponds to the KKR k-space result [24].

the moments showed no sign of convergence even for seven shells in the LIZ. Larger cluster
sizes could not be investigated with the unscreened real-space code, as the CPU times became
prohibitive. With the screened version of the method one can explore much larger cluster sizes,
and we find that the magnetic moments only start to converge for LIZs containing more than
1200 atoms, i.e., at least 32 shells. For the LIZ of 1253 atoms (33 shells, lmax = 3326025),
we find the converged value of the spin magnetic moment to be 0.598 µB . Note that in our
calculations, lmax = 3 has been implemented only on the central site and the two surrounding
shells. Including also the l = 3 contributions from further shells changes the moments on
the central site only marginally. Equivalently, the inclusion of the l = 1 scattering channel
from all the sites in the LIZ leads only to minor changes in the moments, which is why the
l = 1 contributions beyond the eight shells are ignored in the case of Ni, where we have to
investigate very large cluster sizes. The fact that the l = 3 and l = 1 contributions do not
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Figure 4. Convergence of the spin and orbital magnetic moments of bcc Fe as a function of
the number of shells in the LIZ. The angular momentum configurations used are lmax = 33261n

(dotted line) and lmax = 332m (solid line). A screening radius of two shells is used. The dashed
and dashed–dotted lines correspond to the KKR k-space results given by Strange et al [25] and
Ebert et al [24].

significantly influence the convergence of the magnetic moments might, in the tight-binding
picture, be understood as being related to the fact that f or p electrons of these constituent
atoms hardly contribute to the valence band on the central site.

The execution times of the self-consistency cycles increase significantly as a function of
the number of sites with lmax = 2. Therefore in the case of Ni for example, when going beyond
the eighth shell, both the l = 2 and l = 1 scattering channels are no longer included, which
means that in the present approximation (dotted line in figure 5), the p, d and f contributions
from sites beyond the central area have been removed. The substantial long-range effects that
we see in Ni, implying that the multiple scattering from sites situated on shells far away still
influences the electronic structure on the central site, seem to originate from the s scattering
channel. Similarly for Fe and Co, those sites situated beyond the eighth shell are assumed to
contribute only to the s and p scattering.
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Figure 5. Convergence of the spin and orbital magnetic moments of fcc Ni as a function of the
number of shells in the LIZ. The angular momentum configurations used are lmax = 33260n (dotted
line) and lmax = 332m (solid line). A screening radius of one shell is used. The dashed and dashed–
dotted lines correspond to the KKR k-space results given by Strange et al [25] and Ebert et al [24].

In the tight-binding picture, the l = 2 contributions are due to the overlap of the atomic
d levels. The solid line in figure 4 shows the convergence of the magnetic moment of Fe, and
for the angular momentum configurations lmax = 332m, i.e. the l = 2 contribution from all the
sites in the LIZ are taken into account here. It can be seen that, although there are considerable
differences for small LIZs, the converged value seems less dependent on whether the l = 2
scattering channel is included. This implies that it is mainly the itinerant s contribution,
through s–d hybridization, that determines the magnetic moment on the central site of the LIZ.
As expected, the orbital moment is more sensitive to the angular momentum convergence. In
particular, we note from figure 4 a 20% variation in the orbital moment between the angular
momentum configuration lmax = 332m and lmax = 33261n.

A similar picture emerges for Ni (figure 5), although we have not been able to investigate
the convergence for LIZs larger than 19 shells, i.e. lmax = 33217. The results seem to
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indicate that the converged magnetic moment will not differ considerably from the value
obtained with the configuration lmax = 3326025. The values for the spin and orbital magnetic
moments that are given in table 1 correspond to the largest possible LIZ that we were able to
investigate, i.e. 1253 atoms with the angular momentum configurations lmax = 33215016 and
lmax = 33211016 for respectively one and two shells of screening. For small LIZs, as can be
seen from figure 5, the variation in the magnetic moment is much less pronounced. This might
be due to the fact that for close-packed fcc Ni the d contributions are screened out faster than
in the more open bcc structure (compare to the result for Fe). Thus, the angular momentum
cut-off, justified for p and f contributions, needs to be employed with care when dealing with
the d contributions.

Table 1. Screened real-space results for the spin and orbital moment of Fe, Co and Ni, compared
to corresponding results obtained by the k-space KKR method and the unscreened LSMS method.

Fe (bcc) Co (fcc) Ni (fcc)

Method ms (µB) mo(µB) ms (µB) mo(µB) ms (µB) mo(µB)

This work
Two-shell screened (LIZ = 609 atoms) 2.057 0.033
Three-shell screened (LIZ = 531 atoms) 2.109 0.035
One-shell screened (LIZ = 555 atoms) 1.58 0.074
One-shell screened (LIZ = 1253 atoms) 0.62 0.044
Two-shell screened (LIZ = 1253 atoms) 0.60 0.045

SPR-LSMS [7]
(LIZ = 65 atoms) 2.08 0.041
(LIZ = 87 atoms) 1.59 0.074
(LIZ = 135 atoms) 0.546 0.044

KKR [23] 2.15 1.56 0.59
SPRKKR [24] 2.08 0.056 1.51 0.069 0.60 0.046
SPRKKR [25] 2.13 0.06 0.60 0.05
Experiment [22] 2.13 0.09 0.57 0.05

4.2. Real space versus k-space

In the limit of the ‘exact’ real-space implementation, i.e. for large screening radii and large LIZs,
our results should converge to the ‘exact’ k-space KKR results. In table 1, we compare our
results for the spin and orbital magnetic moments to the experiment [22] and results obtained
with the unscreened real-space method and the k-space techniques [23–25]. The results given
by Moruzzi et al [23] are non-relativistic, which explains why there is no value for the orbital
moment. The first fully relativistic KKR calculations, with spin polarization and spin–orbit
coupling being treated on an equal footing, are those given by Ebert et al [24] and Strange
et al [25], marked respectively by the dashed–dotted and dashed lines in figures 4 and 5.

For Fe, we see that we have very good agreement for the spin magnetic moment with both
the k-space KKR method and the experiment. For the orbital moment of Fe the agreement is not
as satisfactory as for the spin moment. However, the orbital moment is not well reproduced
by any band-structure method, except maybe for the calculation by Trygg et al [26], who
used the full-potential LMTO, both with and without orbital polarization (OP), finding a
much improved agreement with experiment when the orbital polarization has been taken into
account. The spin moments are insensitive to whether OP is included or not. This may
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indicate the importance of going beyond the local spin density (LSD) and considering the
effect of orbital currents.

The screened real-space results for Ni were obtained by using a LIZ of 1253 atoms
(33 shells) and the respective angular momentum configurations were lmax = 33211020 with
two shells of screening and lmax = 33215016 with one shell of screening. Again the agreement
with the k-space methods has been very good, in particular as regards the value for the orbital
moment. These results show that our real-space approach has converged for the magnetic
moment within the accuracy of the present state-of-the-art calculations. The spin magnetic
moment is in general a more robust quantity to converge whilst the orbital magnetic moment
is sensitive to the angular momentum cut-off in real space.

4.3. Magnetocrystalline anisotropy energy

In table 2, we compare our results for the magnetocrystalline anisotropy energy for the transition
metals, as a function of the LIZ size and screening radius, to the results of the k-space
methods [27, 28]. For the bulk, these energies are extremely small, i.e. of the order of µeV.
Therefore, to get meaningful results, the band energies had to be converged to the accuracy of at
least 10−8 eV. To accomplish this, up to a hundred iterations in the self-consistency cycle have
been needed for the modest sizes of the LIZs and screening radii. Note that thek-space methods,
which we compare our results to, also suffer due to the latter and additionally have problems
with the Brillouin zone integrations, where huge numbers of k-points are needed to determine
the tiny MAEs. Here the MAE is calculated as the one-electron sum energy difference for the
magnetizations pointing along the [001] and [111] directions, i.e. MAE = E[001]

sum − E[111]
sum .

Table 2. Results for the magnetocrystalline anisotropy energy, E[001]
sum − E

[111]
sum , for fcc Co, fcc Ni

and bcc Fe. The screened real-space method results are compared to the unscreened real-space
method and the k-space method.

MAE MAE MAE
(µeV/atom) (µeV/atom) (µeV/atom)

Method fcc Co fcc Ni bcc Fe

This work
One-shell screened (LIZ = 555 atoms) 0.544
One-shell screened (LIZ = 135 atoms) 1.8
One-shell screened (LIZ = 1175 atoms) 2.2
Two-shell screened (LIZ = 135 atoms) −0.31
Two-shell screened (LIZ = 1175 atoms) −0.34
Two-shell screened (LIZ = 65 atoms) −0.73
Two-shell screened (LIZ = 339 atoms) −0.66

SPR-LSMS [7]
(LIZ = 87 atoms) 1.050
(LIZ = 135 atoms) −0.434
(LIZ = 65 atoms) −0.78

SPRKKR [27] 10.5 ± 7.0
SPRKKR [28] 0.86 0.11 −0.95
Experiment [22] 1.52 2.7 −1.3

For Co and Fe, the correct easy axis of the magnetization is found, i.e., the sign agrees
with the one observed experimentally. When compared to experiment, our values for the MAE
are too small by a factor of 3 for Co and a factor of 2 for Fe, but fit well within the rather broad
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range of values found by k-space KKR and LMTO [26] calculations. Our results are smaller
than the corresponding KKR k-space values and the unscreened real-space values. The reason
for this is most probably insufficient convergence with respect to the screening radius.

For Ni, we find the wrong easy axis of magnetization. This result is in agreement with
the LMTO calculations [26,29,30], whereas Razee et al [28], using the k-space KKR method,
have obtained a positive value. In Ni, d electrons are slightly more localized, which is indicated
by a narrower d band, and one may expect the orbital moment to play a more prominent role in
this system. Trygg et al [26] have taken this into account by including the orbital polarization
effects within the full-potential LMTO method (FP-LMTO-OP). Whereas this usually gives
a better agreement with experimental results as regards the magnitude, it does not have any
effect on the sign of the magnetic anisotropy, i.e., they also find the wrong easy axis for Ni. In
their calculations the MAE has been obtained from the total energies, i.e., the force theorem
has not been used. Since the LSD has been the only approximation used in their calculation,
one is inclined to conclude that the LSD cannot describe Ni, because the orbital motion of the
electrons cannot be well represented by the free-electron gas [31].

Further to our results, we should mention that although the MAE is rather insensitive to
the size of the LIZ, it is very dependent on the size of the screening radius, which needs to be
large enough for good convergence. Also, as can be seen in table 2, the sign of the magnetic
anisotropy energy of Ni can change when a screening radius of two shells is used instead of
the screening radius of only one shell.

What we have not been able to investigate in this paper with respect to the MAE, because
of the huge matrix sizes it gives rise to, is the influence of the angular momentum cut-off,
when going beyond the eighth shell in the LIZ. We have seen that the magnetic moment has
been very sensitive to this, and it would have been interesting to see the effect, if any, on the
MAE. Since it is possible to approximately determine the MAE using relatively small clusters,
it seems that one is dealing here with a phenomenon that is rather localized in space. Overall,
our results have been quite satisfactory, indicating that within the validity of the LSD, the MAE
can be calculated in real space to an acceptable degree of accuracy.

4.4. Orbital moment anisotropy

In transition metals, both the MAE and the orbital moment are due to the spin–orbit coupling
[32]. It has been shown by Bruno [33], when treating the spin–orbit interaction in first-order
perturbation theory and assuming the band splitting to be much larger than the crystal-field
splitting, that the magnetocrystalline anisotropy energy, with respect to the magnetization
directions M̂1 and M̂2, is related to the corresponding anisotropy in the orbital moment
through

E[M̂1]
sum − E[M̂2]

sum = ξ

4µB

(m
[M̂2]
orb − m

[M̂1]
orb ) (8)

where ξ is the spin–orbit coupling parameter. From this equation it follows that it should be
possible to identify the easy axis from the magnetization direction which has the largest orbital
moment [3,4]. If the magnetization lies along the hard axis, the spin–orbit coupling will force
the orbital moment away from its preferred direction, giving rise to a small component of the
orbital moment along the hard axis.

For all systems studied, we have calculated the components of the orbital moment for
the magnetization along both the [001] and the [111] directions. Defining the anisotropy in
the orbital moment as OMA = L[001]

z − L[111]
z , we have found for Co and Ni, respectively,

the values of −52 × 10−6 µB and 78 × 10−6 µB . Since for the fcc structure the easy axis is
along the [111] direction, one can see that our real-space calculations (based on formula (8))
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give the wrong easy axis of magnetization for Ni, but the correct easy axis is obtained for Co,
where the orbital moment is largest for the magnetization along [111].

The value of the orbital moment is very sensitive to the assumed angular momentum
configuration in the LIZ. It has been noticed in the case of the bcc Fe that the LIZs of the
same size, but with a different number of shells with the lmax = 2 configuration on the sites,
can actually lead to different signs for the OMA. Namely, for the LIZ of 339 atoms, and the
angular momentum configurations of respectively lmax = 332608 and lmax = 332707, we have
calculated the OMAs to be −2.98 × 10−6 µB and 28 × 10−6 µB whilst the sign of the MAE
remains unaltered. The force theorem has been used to derive both the MAEs and the OMAs.
Although there is no proof for the variational nature of the OMA, it has been reassuring that
a fully self-consistent calculation for both magnetization directions for the lmax = 332608

configuration has also given OMA = −2.98 × 10−6 µB , thus justifying the use of the force
theorem.

The easy axis for bcc Fe is along [001], and our results show that to get the correct
easy axis, the l = 2 contributions are of paramount importance. Thus, the MAE is less
sensitive to the l = 2 contributions than the OMA, which might be due to the fact that the
orbital moment points along a specific direction and its calculation requires a higher angular
momentum expansion. Note also that for 65 atoms in the LIZ, and with all the sites having
at least lmax = 2, the OMA is 17.3 × 10−6 µB , i.e. it has the correct sign. The actual
angular momentum configuration for this cluster is lmax = 3323, i.e. there are fewer shells
with lmax = 2 than in either of the two configurations for the cluster of 339 atoms, discussed
above. What these results seem to imply is that as long as the convergence with respect to the
l = 2 contributions has not been reached, including as many outer shells as possible with the
lmax = 0 configuration gives worse accuracy than when simply restricting the size of the LIZ
cluster, but having the lmax = 2 configuration on all the sites.

5. Conclusions

We have shown that the screened relativistic and spin-polarized real-space KKR band-structure
method can be useful for studying magnetic properties of solids. Owing to the exponentially
decaying screened structure constants and the use of the sparse matrix techniques, the inversion
of the corresponding KKR matrix scales nearly as O(N). The subsequent gains in the execution
times allow one to study systems with local interaction zones of more than a thousand atoms.
However, it is important to find the right balance between the size of the LIZ and the angular
momentum configuration. The magnetic moments on the central site can be obtained to a good
accuracy with restricted angular momentum configurations, but may need substantial LIZs as
we demonstrated for Ni. On the other hand, directional properties, such as the MAE and the
OMA, require the inclusion of the lmax = 2 configuration on all the sites of the LIZ. In this case
the size of the LIZ is not so much the determining quantity. Of course, a drawback of the method
is that the screened structure constants need to be calculated numerically. Since the dimension
of the screened structure constant matrix and its sparsity are the determining factors in the
matrix inversion, approximations with respect to the screening radius and the on-site angular
momentum configuration have to be implemented. Their implications have been thoroughly
examined, and it has been found out that the d scattering channel has been most sensitive to
those approximations. The present application to the elemental transition metals, the fcc Co
and Ni, and the bcc Fe, to study their magnetic properties, has been motivated by the need for
benchmarking the method. While the spin and orbital magnetic moments of Fe and Co have
turned out to converge fast in real space, the LIZs of about 1200 atoms have been necessary
to reach convergence for Ni. It has been encouraging, however, that the converged values for
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these quantities compare well with the results of the corresponding k-space methods. The
fact that we have succeeded in calculating the magnetic moments and the magnetocrystalline
anisotropy energies within a real-space approach proves that these properties are determined
by the local environment, and that the method can provide new insight into the physics at
the origin of magnetism in these materials. Unfortunately, the computational effort, for very
large LIZs, can be quite substantial. The specific two-shell screening result for Ni in table 1
took a week to complete on a 500 MHz DEC-Alpha workstation, whereas the same result
could be easily obtained in minutes with the k-space KKR. However, it is not the elemental
transition metals that the method is aimed at. For periodic systems, where k-space methods
can be applied, the present real-space method is uncompetitive, but not many real systems
are periodic. At interfaces and grain boundaries, for steps on surfaces and for nanowires, for
example, the k-space methods can no longer be applied, and it is here that the advantage of the
present method can be appreciated and moreover can be implemented with varying degrees of
accuracy depending on the amount of computational effort one wishes to use.
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Magnetostatic coupling in spin valves: Revisiting Ne ´el’s formula
T. C. Schulthessa) and W. H. Butler
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831-6114

We use a numerical, atomistic approach to calculate the magnetostatic coupling in spin valves. In
addition to the numerical treatment, the coupling energy is evaluated analytically and it is shown
that Néel’s formula is accurate to first order in the ratio of roughness amplitude to grain size. We
also generalize the formula so that it can be applied to systems such as Py/Co/Cu/Co/Py spin valves
that have complex ferromagnetic layers. ©2000 American Institute of Physics.
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I. INTRODUCTION

The two ferromagnetic~FM! layers in spin valve type
trilayers ~magnetic heterostructures consisting of two fer
magnetic films separated by a nonmagnetic spacer! tend to
couple ferromagnetically. In many cases this coupling is
tributed to the roughness of the interfaces on both side
the nonmagnetic spacer and the magnetic charges that
as a consequence of this roughness.1–3 Since this roughnes
is often correlated, especially when film growth is by colu
nar grain growth of the spin valve stack~Fig. 1!, the magne-
tostatic interactions between the charges favor parallel al
ment of the respective magnetizations of the two FM laye
This coupling is known as orange peel coupling~OPC! or
Néel coupling. In the early 1960s Ne´el,4 following a sugges-
tion by Metfessel,5 calculated the magnetostatic energy
two semi-infinite ferromagnetic layersA and A8 that sepa-
rated by a vacuum regionB such that the interfacesA–B and
B–A8 are assumed to have a two dimensional wavines
the form

z~x,y!52h sin
2px

l
sin

2py

l
. ~1!

In his calculation, Ne´el projected the magnetic charge dist
bution that results from the waviness onto thexy plane and
solved for the magnetostatic energy~per unit area! of two
FM layers with charged interface planes. For the case
which the magnetization in both FM layers is rigid,6 the so-
lution for parallel alignment of the FM layers is

E↑↑5
p2

&
MsMs8hh8e22pd&/l, ~2!

whereMs andMs8 represent the saturation magnetizations
the FM layersA and A8, respectively. The magnetostat
energy for antiparallel alignment of the FM layers isE↑↓5
2E↑↑ .

The assumption that the FM magnetization is rigid
justified since the grain sizes in typical spin valves are
much larger than the exchange length of the FM mater
involved. However, it is not clear how valid the assumpti
is of a flat distribution of charges for the case in which t
amplitude of the roughnessh is of the same order of magn

a!Author to whom correspondence should be addressed; electronic
schulthesstc@ornl.gov
5750021-8979/2000/87(9)/5759/3/$17.00
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tude as the thicknessd of the nonmagnetic spacer~typical
values in spin valve applicationsh50.5– 1 nm andd
52 nm!.

In the present work we take an atomistic approach
calculate the OPC which does not make any assump
about the topology of the interfacial charge distribution. W
derive expressions for the magnetostatic energy that ca
evaluated numerically and we use an approximate ana
evaluation of these expressions to derive Ne´el’s formula. The
direct comparison of numerical and analytical results give
clear understanding of the range of validity of Ne´el’s for-
mula and indicates how OPC can be included in microm
netic models of spin valves. This last point is particula
important because present micromagnetics models neg
interfacial roughness even though the OPC related coup
field can be as large as 10 Oe,1,2 which is comparable to
other characteristic fields that appear in spin valves.7

II. NUMERICAL APPROACH

For the numerical treatment we assume that the FM
composed of localized atomic momentsmi that are situated
on atomic sitesi with position vectorsRi . Furthermore we
choose models for the interface roughness in such a way
the film is two dimensional~2D! periodic in thexy plane.
The magnetization can thus be written as

M ~r !5(
i

mi

Vi
(
R

d@r2~Ri2R!#, ~3!

whereR are the 2D lattice vectors,Vi represents the volume
of the i th atomic cell, and thei summation runs over all site
in the unit cell. The magnetostatic energy per unit area
then given by

E52
1

2V (
iÞ j

miDi j mj , ~4!

il:FIG. 1. Schematic of two FM layers with correlated wavy surfaces. Arro
indicate positions of atomic moments.
9 © 2000 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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whereV is the area of the unit cell, and the dipolar intera
tion matrix is given by

~Di j !mn5(
R

3~ n̂i !m~ n̂j !n2dmn

uRi2Rj2Ru3
~5!

with n̂i5Ri /uRi u andm(n) labeling Cartesian coordinates.
The OPC is usually extracted from a positive offset,Ho

in the magnetization loop of the free layerf of the spin
valve.1 In our atomistic approach, when all moments in
layer are parallel,

Ho5
J

S (
i P f

mi

Vi
D t f

, ~6!

wheret f is the thickness of the free layer and

J5~E↑↓2E↑↑! ~7!

is the coupling energy between the layers. Since the sum
Eq. ~5! is conditionally convergent a few more transform
tions are required before Eqs.~4!, ~5!, and~7! can be evalu-
ated numerically.

In the present work we assume thatd.2h so thatuRi

2Rj uÞ0, when the sitesi andj are not in the same FM layer
Since, in the case for which the magnetization of an in
vidual layer FM is rigid, the only contributions to the ma
netostatic energy@Eq. ~4!# that do not cancel in Eq.~7! are
those for whichi and j are in different layers, we can calcu
late the sums in Eq.~5! with Fourier transforms. Assuming
that the magnetization points along thex axis we get

J5
1

V (
i PA, j PA8

mi~Di j !xxmj , ~8!

where

~Di j !xx52
2p

V (
GÞ0

e2GuRi ,z2Rj ,zu
Gx

2

G
cos@G~Ri2Rj !#.

~9!

Evidently, this last expression converges wheneveruRi ,z

2Rj ,zu.0. For the case of a distribution of moments on
square lattice, the reader can verify that this expression
duces to the result obtained by Tsymbal.8

III. APPROXIMATE ANALYTIC TREATMENT

To derive Néel’s OPC result from the expressions give
in Sec. II, we begin by calculating the field at some siter
~with r z.h! due to magnetic moments which are situat
below the surface

z~x,y!5hS sin2
px

L
cos2

py

L
2cos2

px

L
sin2

py

L D . ~10!

Note that Eqs.~1! and~10! are equivalent whenl5&L. In
accordance with the assumptions that lead to Eq.~2!, we can
assume here that all the moments vectors are identical
point along thex axis, i.e.,mi5mx̂ and Ms5m/V. Using
Eq. ~9! we have for thex component of the magnetostat
field
Downloaded 09 Feb 2001  to 128.219.47.178.  Redistribution subject t
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Hx52
2p

V
Ms (

GÞ0

Gx
2

G (
i

e2Gur z2Ri ,zu cos@G~r2Ri !#.

~11!

The first approximation we make is to retain only th
first shell in the reciprocal lattice sum and replace the su
mation over sites by integrals. This converts Eq.~11! to

Hx52
8p2e2r z2p/L

VL
MsE

0

L

dx dycosS 2p

L
~r x2x! D

3E
2h

z~x,y!

dz8ez82p/L. ~12!

The z integral yields an exponential function which w
evaluate only to first order in (h/L), i.e.,

E
2h

z~x,y!

dz8ez82p/L5
L

2p
~ez~x,y!2p/L2e2h2p/L!

5@z~x,y!1h#1o~h/L !2. ~13!

Note that this is the second approximation which we ma
The remaining integrals in Eq.~12! are now straightforward
to evaluated and we find

Hx52p2Ms

h

L
cos

2pRx

L
e2Rz2p/L. ~14!

An analogous expression can be obtained for the field
site with Rz,d2h due to moments situated on sites abo
z(x,y)1d.

Using this last result to calculate the magnetostatic s
energyE521/(2V)*MHd3r ~where we again replace th
summation over moment by an integral! for the parallel and
antiparallel states of the spin valve, we get, after exploit
all possible symmetries,

J5
4p2

V
Ms

2 h

L E
0

L

dx dycos
2px

L E
d1z~x,y!

`

dz e2z2p/L

1o~h/L !2. ~15!

Repeating the steps which lead from Eq.~12! to Eq. ~14!
yields the final result for the coupling energy

J5&p2Ms
2 h2

l
e22p&d/l1o~h/l!2, ~16!

where we have replacedL by l5L/&. This formula is
equivalent to the combination of Ne´el’s formula, Eq.~2!, and
Eq. ~4!.9

IV. DISCUSSION

The results of Eqs.~8! and ~16! are compared in Fig. 2
For the numerical treatment we have assumed two 8
thick Permalloy films for which, for simplicity, we assum
that atomic moments of 1mB occupy a simple cubic lattice
with lattice constanta52.25 Å and that interface planes a
parallel to~001!. The interfaces with the spacer layer have
sinusoidal waviness of the from discussed in Sec. II and
outer surfaces are flat. This is a very accurate model of
semi-infinite FM slabs, because the contributions of perf
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.



th

f

f
e
liz
M
ns
an
er
n

lay
ve
m
te
c
b
r
s

thus
of

e

atic
nu-
ric

as
PC
as

rch

.

. F.

ayer
re.
.

ntal
ood

es

5761J. Appl. Phys., Vol. 87, No. 9, 1 May 2000 T. C. Schulthess and W. H. Butler
layers to the energy fall off with a factor22puzu/a instead
of 22puzu/L in the exponential of Eq.~9!. The results in
Fig. 2 confirm our expectations from the derivation of Ne´els
formula in Sec. III: Independent of the spacer thickness,
agreement is best for the smallest values ofh but the devia-
tions are still small for valuesh.1 nm since the error is o
order (h/L)2.

The formulas of Sec. II are valid for any distribution o
magnetic moments in the unit cell and are thus applicabl
inhomogeneous films. It is also straightforward to genera
the analytic derivation of Sec. III to the case of multiple F
layers. For the important case of spin-valve applicatio
where Co is introduced as a diffusion barrier between Py
the Cu on both sides of the spacer, one has to consid
Py/Co/Cu/Co/Py multilayer. For this case the coupling e
ergy is ~to first order inh/L!

J5
p2

L
h2e2~2pd/L !~MPy!

2H S MCo

MPy
D 2

@12e2~2p/L !t2

2e2~2p/L !t31e2~2p/L !~ t21t3!#1
MCo

MPy
e2~2p/L !t2

3@12e2~2p/L !t12e2~2p/L !t31e2~2p/L !~ t11t3!#

1
MCo

MPy
e2~2p/L !t3@12e2~2p/L !t22e2~2p/L !t4

1e2~2p/L !~ t21t4!#1e2~2p/L !~ t21t3!@12e2~2p/L !t1

2e2~2p/L !t41e2~2p/L !~ t11t4!#J ,

wheret i represent the respective thicknesses of the FM
ers in the stack Py/Co/Cu/Co/Py. For simplicity we ha
assumed that all interfaces have the same roughness a
tude. Results for the corresponding offset field are illustra
in Fig. 3, from which one concludes that, in order to redu
the OPC related offset, the Co diffusion barrier should
kept as thin as possible. This is because the magnetic cha
at the Co/Py interfaces are anticorrelated with the charge

FIG. 2. Numerical evaluation of coupling energy~symbols! compared with
results of Eq.~16! as a function of spacer thickness for different roughn
amplitudes. Results are forL5l/&57.875 nm.
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the Co/Cu interface on the other side of the spacer and
cancel the OPC. A similar result was found for the case
very thin homogeneous FM layers by Zhang and Whit10

numerically and by Koolset al.11 in terms of Néel’s model.
In summary, we have investigated the magnetost

coupling due to correlated roughness in spin valves both
merically and analytically. The derivation and the nume
examples show that Ne´el’s formula is correct to first order in
h/l. A generalization for Py/Co/Cu/Co/Py spin valves h
been given, which shows that in order to reduce the O
offset field, the Co diffusion barrier should be kept a thin
possible.
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The formulas for calculating properties of an alloy such as the density of states, the charge density, and the
Bloch spectral density function are derived from multiple-scattering theory for the polymorphous coherent-
potential approximation~PCPA!. The chemical shifts obtained for three alloy systems using the PCPA, the
Korringa-Kohn-Rostoker CPA, and the locally self-consistent multiple-scattering method are compared with
experiment. A significant improvement in the treatment of Coulomb effects is achieved using the PCPA with
only a little more computational effort than for the older isomorphous CPA’s.
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I. INTRODUCTION

The one-electron method based on the density-functio
theory and the local-density approximation1 ~DFT-LDA! is
used routinely to calculate the energetics of ordered crys
line solids. These band-theory methods cannot be use
treat disordered solids, even such conceptually simple o
as substitutional solid-solution alloys, because of the lack
long-range order. Faced with this situation, many researc
turn to completely different approaches in their quest to
plain the properties of alloy systems. Some introduce heu
tic models with parameters that are obtained from fitting
observations.2 Others carry out DFT-LDA calculations o
intermetallic compounds having relatively small numbers
atoms in the unit cells with the purpose of interpolating t
energetics of the infinite disordered system from those of
ordered solids.3 Today, the electronic structure for models
disordered solids can be calculated using supercells that
tain thousands of atoms. This has been made possible b
development of order-N methods based on plane-wav
expansions4 or multiple-scattering theory.5 Still, it is useful
for certain applications, and more satisfying philosophica
to have a simple approximate theory that will describe
important features of the electronic structure of alloys. Ex
calculations on one-dimensional and three-dimensional m
els of alloys, as well as more mathematical consideratio6

convinced theorists that the coherent-poten
approximation7 ~CPA! provides such a simple approxima
theory.

The CPA calculations on solvable models of alloys g
qualitative guidance for the interpretation of experiments
real alloys, but to make the predictions quantitative it w
necessary to merge the CPA with th
Korringa-Kohn-Rostoker8 ~KKR! band theory method.9 The
KKR-CPA was later extended to produce self-consist
PRB 610163-1829/2000/61~18!/12005~12!/$15.00
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one-electron potentials.10 Care was taken to insure that the
satisfy the requirement of the DFT-LDA that they are o
tained as functional derivatives of the potential energy w
respect to the local charge densities. The addition of a s
consistency step, however, brings in an aspect of the C
theory that had never been considered before.

In order to understand the difficulties involved with in
cluding charge self-consistency in a CPA, it is necessary
be aware that all of the model calculations and mathemat
studies of the CPA made use of isomorphous models of
loys. An isomorphous model is one in which, for a bina
alloy, theA atoms are all assumed to have identical cha
densitiesrA(r ) and hence potential functionsnA(r ), and the
B atoms all have identicalrB(r ) and nB(r ). In the CPA, a
scattering matrixt̂A(tc) is calculated for anA atom embed-
ded in a lattice with the effectivet matrix tc on all the other
sites. The scattering matrix for anA atom embedded in a
vacuum, which appears int̂A(tc), is calculated in the usua
way from the potentialnA(r ). The scattering matrixt̂B(tc) is
calculated analogously. The desiredt matrix, tc , is obtained
from the null scattering requirement,cAt̂A(tc)1cBt̂B(tc)
50. The assumption of isomorphous models was so ubiq
tous that theorists made it without thinking.

It is known from band-theory calculations on ordered
termetallic compounds that there is a charge transfer betw
the different species of atoms, and this leads to a Madel
contribution to the self-consistent potentials. The net char
on the A and B sites are qA5*rA(r )dr2ZA and qB
5*rB(r )dr2ZB , where the integrals are over the unit ce
and the Z’s are the atomic numbers. The charge se
consistent KKR-CPA method also predicts nonzero
charges, but it contains a curious inconsistency in that th
is no Madelung potential in it. A careful analysis shows th
the derivation of self-consistent potentials in a disorde
12 005 ©2000 The American Physical Society
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alloy subject to the condition that the resulting model m
be isomorphic leads inevitably to the conclusion that
Madelung potentials must be zero. In addition to the ar
ments in the original derivations,10 a way of understanding
this paradoxical result is to note that any distribution
charged atoms will give a different Madelung potential
each site, irrespective of the kind of atom at the site. T
only way for all theA atoms to have the same potential a
all the B atoms to have another, as required by the isom
phous model, is to approximate the Madelung contributio
with zero. It was understood at the time that the isomorph
picture was only an approximation. However, the technolo
to test such ideas had not yet been developed, and it
hoped that the fluctuations about the average charges w
be small.

The isomorphous KKR-CPA was criticized because
Madelung potentials were set equal to zero,11 and efforts
were made to deal with this criticism. These led to two ve
similar methods, the screened-impurity model12 CPA ~SIM-
CPA! and the screened CPA~S-CPA!.13 Both of these mod-
els are isomorphous, and the Madelung potential is ca
lated by placing a shell of charge around each atom a
radius Reff . The total charge on the shell is equal to t
charge on the atom. Using calculations on the screenin
single impurities in an otherwise perfect crystal as a guid14

the effective radius is usually chosen to be equal to radiu
the nearest-neighbor shellR1 . The resulting self-consisten
potentials contain a Madelung term, and there is a Coulo
contribution to the total energy. The charge transfersqA and
qB predicted by the SIM-CPA and S-CPA are different fro
the ones obtained from the KKR-CPA, and they improve
agreement with many experiments. If one accepts the a
ment that the mathematically correct value for the Madelu
potential in an isomorphous model of an alloy is zero,
derived in Ref. 10, the derivations of the isomorphous SI
CPA and S-CPA must contain inconsistencies. There
sense in which the SIM-CPA and S-CPA can be justifi
and that will be explained below.

The environment for developing theories of allo
changed dramatically with the advent of the order-N calcu-
lations mentioned above.4,5 Using a technique called the lo
cally self-consistent multiple-scattering method~LSMS!,15

first-principles DFT-LDA calculations on models of alloy
using supercells that contain hundreds or even thousand
atoms have been carried out.16–18 Figure 1 of Ref. 18 shows
the distribution of atomic chargesqi for a 50% copper-zinc
alloy on a fcc Bravais lattice calculated with a supercell co
taining 500 atoms. It is seen that there is quite a broad
tribution of charges on the sites, and the numerical out
shows that theqi are different for every sitei. Of course,q
falls within one range of values if there is anA atom on site
i, and another range if there is aB atom there. It follows that
an alloy is more properly described by a polymorpho
model in which the charge densityr i(r ) on every site is
unique. This result was anticipated to some extent in Ref.
although those authors deduced from their calculations
supercells containing 4–12 atoms that the number of p
sible charges that a given kind of atom can have is small
depends only on the occupation of the sites in the near
neighbor shell. It is shown in Fig. 2 of Ref. 17 that th
Madelung potential at any lattice site is not screened at
t
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nearest-neighbor shell radius. Instead, the contributions
this potential from succeeding shells diminish very slowly.
is demonstrated in that same reference that a part of
Coulomb energy has a contributionuC1 that depends only on
the average charge transfer, as would be anticipated from
isomorphous CPA, but it is also demonstrated that there
contributionuC2 that is not determined by the average char
transfer but depends on the distribution of the charges ab
the average.

Isomorphous CPA models have been remarkably succ
ful in explaining many interesting properties of alloys,6 and
some of the reasons for that are given in Ref. 18. Ev
though the Madelung potentials are set equal to zero in
KKR-CPA, that approximation gives surprisingly good va
ues for the free energy of mixing. Another curve in Fig. 2
Ref. 17 shows that the average of the Madelung potent
for all the A sites orB sites in the alloy is short range a
assumed in the SIM-CPA and S-CPA. The parameterReff
turns out to be approximately equal toR1 , and this explains
the successes that these isomorphous CPA’s have had
the other hand, locating the screening charge on a she
clearly an approximation, and definingReff to be R1 makes
the SIM-CPA and S-CPA theories precise but removes
possibility for improving them by treatingReff as an adjust-
able parameter. In addition, it has been shown that the f
for the total Coulomb energy that arises naturally in the m
els is unsatisfactory. In the SIM-CPA, the expression is m
tiplied by an adjustable parameterb that cannot be obtained
from within the theory.19 It is even more disturbing that thi
parameter multiplies the Coulomb energy, but it does
occur in the one-electron potential. This violates the requ
ment of the DFT-LDA that the one-electron potential is t
functional derivative of the energy with respect to the cha
density. The parameterb can be understood as an effort
emulate the contributionuC2 to the Coulomb energy within
the limitations of an isomorphous CPA.20

Because of the theoretical objections to isomorpho
models, it was suggested in Ref. 18 that Coulomb effe
could be included better at the level of the coherent-poten
approximation with a polymorphous CPA~PCPA! than with
any isomorphous CPA. The PCPA will generate charge d
sities rA,i(r ) and rB,i(r ) and hence potential function
nAi(r ) andnBi(r ) that are different for every site in the alloy
as found from the first-principles LSMS calculations. T
theory of the PCPA was deduced from a careful study of
results of order-N calculations, so it is necessary to descri
some of the inner workings of the order-N methods in more
detail.

The LSMS makes use of the principle of near-sightedn
that has been espoused by Kohn21 insofar as the continuity of
the wave functions is concerned. Infinitely many atoms
included in the calculation, with supercells containingN at-
oms being reproduced periodically to fill all space. T
multiple-scattering equations are solved completely for
the atoms in a local interaction zone~LIZ ! surrounding a
given atom. Thet matrices for the sites outside the LIZ a
set equal to zero. This process is repeated for LIZ’s cente
on each atom in the supercell, which makes the calcula
order-N. The principle of near-sightedness is not used in
Coulomb part of the calculation. The Madelung potential
each site is calculated exactly with the contributions from
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full infinity of atomic charges, not just the ones in the LI
being included. It could be said that the multiple-scatter
part of the calculation is order-N, but the Coulomb part is
not. The Madelung potentials for solids with periodic boun
ary conditions are easy to calculate with the Ewald metho22

so that does not slow down the overall procedure.
A locally self-consistent Greens function~LSGF! method

has been suggested,23 which was influenced by the success
the LSMS. In the LSGF, the LIZ’s are made smaller
putting an effective scatterer on the sites outside the L
rather than zero as in the LSMS. A reasonable choice,
though not the only choice, for this scattering matrix is
CPA t matrix tc .24 As is the case in the LSMS the Madelun
potentials are calculated exactly, the sums including the
finity of atomic charges. Placing the effective scatterers
the sites of a Bravais lattice outside the LIZ limits the LSG
to systems for which the atomic sites are periodic, while
LSMS can be applied to systems in which the atoms h
arbitrary atomic positions, such as bulk amorphous solid25

The LSMS must also be used for systems for which a hom
geneous alloy is a poor reference medium, such as mag
multilayers and interfaces,26 and magnetic noncollinearity.27

The LSGF is clearly the best method for the study of dis
dered substitutional alloys, and it predicts the same e
tronic structure as the LSMS if both methods are converg
In particular, the model of an alloy produced by a LSG
calculation is also polymorphous, and this holds for LSG
calculations in which the LIZ is chosen to contain only o
atom. As pointed out in Ref. 18, it is the authors position t
the particular kind of LSGF calculation in which the effe
tive scatterer is determined by the CPA condition and
LIZ contains one atom has the shape that is needed f
PCPA. The originators of the LSGF did not have the co
struction of a PCPA as one of their goals because, am
other things, they are also the originators of t
SIM-CPA.23,24,12

It is reasonable for an expert in the CPA to worry th
while the PCPA should lead to an improved treatment
Coulomb effects and give a physically more correct pict
of the alloy, all of the other desirable features of the CP
that have been so useful in applications over many years
be lost. The main purpose of this paper is to develop a m
ematical formalism which leads to the PCPA and from wh
the site-diagonal and non-site-diagonal average Gre
functions are obtained. These Green’s functions are diffe
from the ones derived for the isomorphous CPA beca
charge correlations are built into them, but they can be u
equally well to calculate the properties of alloys. A rath
subtle point that comes from the formalism is that full p
tentials ~i.e., not muffin-tin! can be used in PCPA calcula
tions, while they cannot in isomorphous CPA calculation

The formulas for calculating properties of an alloy such
the density of states, the charge density, and the Bloch s
tral density function with an isomorphous CPA were deriv
from multiple-scattering theory in a paper that will be r
ferred to as FS.28 In the following section, the analogou
formulas will be derived for the PCPA. The differences b
tween the two sets of formulas for the non-site-diago
Green’s function and the Bloch spectral density funct
AB(E,k) are particularly interesting. It is demonstrated th
the manipulation of the DFT-LDA Green’s function for a
g
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alloy under the class of restrictions that define a CPA le
to the PCPA. If the additional restriction that the resulti
model must be isomorphous is invoked, the result is
KKR-CPA. The S-CPA and SIM-CPA do not fit into thi
chain of approximations, although, as mentioned above, t
are useful approximations.

Calculations of various alloy parameters have been c
ried out with the LSGF within the tight-binding linea
muffin-tin orbital~TB-LMTO! method, and the LIZ was cho
sen to contain one atom in some of these. Calculations ba
on the multiple-scattering theory, which is the natural la
guage of the CPA method, will be shown in this paper. T
use of this method makes it easier to compare with LS
and KKR-CPA results. In Sec. III, some of the details of t
computational methods are described. In a previous pap29

it was shown that the chemical shifts in alloys are a parti
larly sensitive measure of the Coulomb effects. The chem
shifts obtained from the KKR-CPA, PCPA, and LSMS a
compared with experiment in Sec. IV. The atomic charg
predicted by the three theories in real alloy systems are
compared with each other. In the last section, the argume
made that the PCPA gives useful results with only a lit
more effort than the older isomorphous CPA’s, and oth
aspects of the theory are discussed.

II. CALCULATING PROPERTIES WITH THE PCPA

A. The Green’s function for alloys

The DFT-LDA Schro¨dinger equation for a collection ofN
atoms can be written as

F2¹21(
i 51

N

n i~r !Gc~r !5Ec~r !, ~1!

where the one-electron potentials will be assumed to h
the muffin-tin form. Multiple-scattering theory can deal wi
more general potentials, such as atomic-sphere approx
tion ~ASA! potentials or even full potentials, but the notatio
becomes complex. The atomic potentialnn(rn), where rn
5r2Rn , is spherically symmetric whenr is within a sphere
centered on the lattice siteRn , and is zero otherwise. On
way to write the corresponding Green’s function was sho
in FS to be

G~E,r ,r 8!5 (
L,L8

ZL
n~E,rn!tLL8

nn ZL8
n

~E,rn8!

2(
L

ZL
n~E,rn!JL

n~E,rn8!. ~2!

In this equation,ZL
n(E,r ) is the solution of

@2¹21nn~r !2E#ZL
n~r !50, ~3!

that is regular at the origin and equals

ZL
n~E,r !5YL~r ! j l~kr !ml

n~E!2 ikYL~r !hl~kr !, ~4!

whenr is greater than the radius of thenth muffin-tin sphere.
It is assumed in Eq.~2! thatr n8.r n . The matrixmn(E) is the
inverse of thet matrix tn that describes the scattering fro
the potentialnn(r ). Sincetn is diagonal for muffin-tin poten-
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tials, its inverse is as well, andml
n is a diagonal element o

that matrix. The functionsj l(kr ) and hl(kr ) are Bessel
functions, andk is the square root of the energy. Followin
FS, the spherical harmonicsYL(r ) are chosen to be real. Th
functionJL

n(E,r ) is the solution of Eq.~1! that is not regular
at the origin and approachesYL(r ) j l(kr ) when r is greater
than the radius of thenth muffin-tin sphere. The coefficient
tLL8

nm are elements of the scattering-path matrix defined
low. This form of the Green’s function is valid whenr and
r 8 are inside thenth muffin-tin sphere or in the interstitia
region between the muffin-tin spheres, where the potentia
zero.

The same Green’s function can be written in a differe
way whenr is in thenth muffin-tin sphere andr 8 is in the
mth sphere, or they are in the interstitial region. For t
case, the Green’s function is

G~E,r ,r 8!5 (
L,L8

ZL
n~E,rn!tLL8

nm ZL8
m

~E,rm8 !. ~5!

The expressions for the Green’s functions in Eqs.~2! and~5!
have been used in a wide range of calculations, and are
able. Clearly, the convergence of the sums becomes a p
lem if the magnitudes of the position vectors are too larg

The elements of the scattering-path matrix,tLL8
nm (E), are

most easily obtained by taking the inverse of the matrix

MLL8
nm

5ml
ndLL8dnm2gLL8

nm . ~6!

That is to say,

tLL8
nm

5@M21#LL8
nm . ~7!

The functions gLL8
nm are components of the free-electro

Green’s functions that describe propagation from lattice s
Rn to Rm , and are zero whenn5m. The elements of the
inverse of thet matrix on siteRn , ml

n , were defined above

B. The averaging process

A theory of the electronic states in a disordered alloy m
have a statistical as well as a quantum-mechanical as
because the knowledge about the structure of such a sy
will, of necessity, be incomplete. In the ideal random allo
which is considered here, the atoms are distributed on
sites of a Bravais lattice. The probability of anA or B atom
occupying a site iscA or cB . In more realistic models, the
Warren-Cowley short-range order coefficients measure
deviation from a random distribution.

A major difference between the isomorphous CPA a
the PCPA is the nature of the averaging process used in
statistical stage. It was natural in FS to use an ensem
averaging process, the ensemble being the set ofNA
1NB)!/NA!NB! alloys that can be formed by distributin
NAA atoms andNBB atoms on the lattice sites, and the
passing to the limit thatNA andNB approach infinity. In the
PCPA, the average is over the sites of one infinitely la
sample. The reason for this type of averaging is that the o
reliable way to calculate the Madelung potential at a site is
include the contributions from the charges on all the ot
sites. This is the lesson that has been learned from
LSMS, the LSGF, and other order-N techniques, as was de
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scribed in the previous section. This point will be made ev
more clearly in Sec. II D, where the calculation of the se
consistent potential in the PCPA is discussed in more de
The difference between the variousA andB atoms is due to
their spatial correlation with all of the other atoms, and
formation about this spatial correlation is lost in the kind
ensemble-averaging process used in FS. The site-aver
Green’s function will be seen to be periodic, as it should

Since the properties of interest are self-averaging,
ensemble- and site-averaging processes lead to the sam
sults when applied to the same model. The concept of s
averaging is used frequently in modern discussions of sta
tical physics, but it first appeared in alloy theory in th
writings of Lifshitz.30 The argument was made in FS that t
ensemble-averaged quantities should represent the prope
of a single real crystal because of self-averaging. For
PCPA, it is necessary to argue that average values for p
erties can be found from one large sample because
self-averaging.31 It will be shown in the following that for-
mulas derived with the site-averaging process become id
tical to those derived with ensemble averaging when
model is taken to be isomorphous.

C. Averaging the Green’s function for the site-diagonal case

Using the site-averaging process, the average of
Green’s function defined in Eq.~2! over all theN sites in a
volumeV of the large sample is

^G~E,r ,r 8!&5
1

N (
i 51
i ,V

N F (
L,L8

ZL
i ~E,r !tLL8

i i ZL8
i

~E,r 8!

2(
L

ZL
i ~E,r !JL

i ~E,r 8!G . ~8!

In each term in the sum overi, the origin of the coordinate
system is moved to the lattice positionRi . The limit of this
process is reached asN and henceV increase without bound
It should be clear that this averaged Green’s function is
riodic, ^G(E,r ,r 8)&5^G(E,r1Rn ,r 81Rn)&, because the
sum is unchanged.

Approximating this averaged Green’s function using t
philosophy of the coherent-potential approximation enta
simplifying the scattering-path matrix elements in a spec
way. As was discussed in FS, the single-site approxima
to the scattering-path matrix leads to a redefinition of
matrix elementstLL8

i i so that they are given by the inverse
a matrixM c

i whose elements are given by

M c
i ,i i 5mi for n5 i , m5 i ,

M c
i ,nm5mcdnm2gnm for nÞ i , or mÞ i , ~9!

in a block-matrix notation that eliminates the angular m
mentum indices. The matrixmi is the inverse of thet matrix
that defines scattering from the potentialn i(r ), and the ma-
trix mc is the inverse of the effective scatterertc . Another
way to write this scattering-path operator is

t i i →tc
i ,005Ditc

005tc
00D̃i , ~10!

where
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Di5@ I 1tc
00~mn2mc!#21. ~11!

As discussed in Sec. I, the CPA averaged Green’s func
describes a periodic system with the scattering matrixtc on
every site. The matrixtc

nm is the scattering-path matrix fo
this system, and is obtained from the inverse of the ma
M c with elements

M c
nm5mcdnm2gnm for all n and m. ~12!

Since this system is periodic,tc
ii 5tc

j j 5tc
00.

The site-diagonal average Green’s function in the sing
site approximation is then

GSD~E,r ,r 8!5
1

N (
i 51
i ,V

N F (
L,L8

ZL
i ~E,r !tc,LL8

i ,00 ZL8
i

~E,r 8!

2(
L

ZL
i ~E,r !JL

i ~E,r 8!G . ~13!

The average density of states per site for the alloy is
example of a site-diagonal property, and it can be found fr
this Green’s function by

^n~E!&52
1

p
Im E

V
GSD~E,r ,r !dv, ~14!

whereV is the volume of the central unit cell. Clearly, th
density of states associated with any site in the effec
crystal is the average of that quantity for the individual
oms inV

^n~E!&5
1

N (
i 51

N

ni~E!, ~15!

where

ni~E!52
1

p
ImF (

L,L8
E

V
ZL

i ~E,r !ZL8
i

~E,r !drtLL8
i ,00G .

~16!

The charge density on a site in the effective crystal is si
larly

^r~r !&5
1

N (
i 51

N

r i~r !, ~17!

where

r i~r !52
1

p E
2`

EF
ImF (

L,L8
ZL

i ~E,r !ZL8
l

~E,r !tLL8
i ,00

~E!GdE.

~18!

The term in Eq.~13! that includes the singular solutio
JL

i (E,r ) normally does not appear in formulas for propert
because it is real.

As stated above, Eq.~13! should become identical with
the corresponding KKR-CPA equation when it is applied
an isomorphous model. For that case, the functions of p
tion ZL

i (E,r ) andJL
i (E,r ) are allZL

A(E,r ) andJL
A(E,r ) when

there is anA atom on thei th site orZL
B(E,r ) and JL

B(E,r )
when aB atom is there. This is equivalent to the assumpt
n

ix

-

n

e
-

i-

i-

n

that the potentials on all theA or B sites arenA(r ) or nB(r ),
and hence thet matrices aretA or tB. The resulting equation
is

Giso
SD~E,r ,r 8!5 (

L,L8
@cAZL

A~E,r !tLL8
A,00ZL8

A
~E,r 8!

1cBZL
B~E,r !tLL8

B,00ZL8
B

~E,r 8!#

2(
L

@cAZL
A~E,r !JL

A~E,r 8!

1cBZL
B~E,r !JL

B~E,r 8!#, ~19!

which is identical with Eq.~2.33! of FS. The most obvious
difference between the Eqs.~13! and~19! is that in the PCPA
all the atoms are assumed to be unique, and hence their
centrations are just 1/N. The formulas that are the analog o
Eqs.~15! and ~17! are

^n~E!&5cAnA~E!1cBnB~E! ~20!

and

^r~r !&5cArA~r !1cBrB~r !. ~21!

The Green’s functions defined in Eqs.~13! and ~19! are pe-
riodic, as they should be,Giso

SD(E,r ,r 8)5Giso
SD(E,r1Rn ,r 8

1Rn).

D. The PCPA condition and self-consistency

To this point, the single-site approximation has been us
but nothing has been said about the definition of the effec
scattering matrixtc . The relation that definestc in the iso-
morphous CPA appears in Eq.~5.24! of FS as

cAtc
A,001cBtc

B,005tc
00, ~22!

wheretA,00 is obtained from Eqs.~9! by putting the inverse
of the scattering matrix for the potentialnA(r ) on the central
site andtB,00 is obtained similarly. This is just the conve
sion of the original definition of the CPA~Ref. 7! into the
language of the multiple-scattering theory.32 The extension
of this relation that defines the effective scattering matrix
the PCPA is

1

N (
i 51

N

tc
i ,005tc

00, ~23!

where the scattering-path matrices are defined in Eq.~10!.
The information necessary for calculating self-consist

potentials and total energies in the PCPA is contained in
site-diagonal Green’s functions in Eq.~13!. As in any other
system in which there is charge transfer, the local part of
DFT-LDA potentialn i(r ) is calculated from the charge den
sity r i(r ) defined in Eq.~18!. The Madelung contribution is
defined using the net chargesqj5*r j (r )dr2Zj for all j
Þ i , whereZj5ZA if there is an A atom on thej th site, and
Zj5ZB if there is aB atom on the site. This is the same wa
that n i(r ) is calculated in the LSMS or the LSGF.

In practical applications of the PCPA, the charge densi
r i(r ) and potentialsn i(r ) cannot be calculated forN equal to
infinity, so it is necessary to make a supercell approximati
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In this approximation, the configuration of atoms in the ce
tral supercell is reproduced periodically to fill all space. Th
same approximation is made in order-N methods, such as th
LSMS and LSGF. The use of supercells does not interf
with the periodicity of the Green’s functions demonstrated
the previous paragraph. The calculation of the Madelung
tential for all the sites in the supercell takes very little tim
when the Ewald~Ref. 22! method is used. As a practica
matter, calculations of interesting properties using superc
of various sizes have shown that the supercell approxima
is not serious as long as the cells contain some hundred
atoms. One reason for this is that the Madelung sums are
seriously affected if the actual contents of the adjoining
percells in the large sample are replaced with replicas of
central cell. Another is that the properties of interest in
calculations are self-averaging.

It may seem contradictory to talk about an effective cr
tal that is periodic, and at the same time talk about
charges on the sites. A similar contradiction occurs in
isomorphous CPA, because one usesrA(r ) andrB(r ) to cal-
culate the DFT-LDA potential in spite of the fact that th
effective scatterers on all the sites are the same. Ensuring
does not lead to a contradiction is the purpose of the C
condition. The major point of FS is that this is a necess
part of the formalism. A quantity like the total density o
states does not require knowledge of the wave functions
can be calculated from the periodic effective crystal withtc
on every site using Lloyd’s formula.33 Information about in-
dividual sites must be used in the calculation of a prope
that requires wave functions, such as the potentials, bec
there is no average wave function in an alloy, only an av
age Green’s function.

E. Averaging the Green’s function for the non-site-diagonal
case

The most interesting non-site-diagonal properties are
lated to the Bloch spectral density function. The PCPA, l
the isomorphous CPA, leads to an effective Green’s func
that is periodic. This means that Bloch vectorsk should play
a role in the theory, even though they are not good quan
numbers. TheE vs k relation of ordinary band theory i
replaced in alloy theory with the Bloch spectral densi
which is the density of states ink space. The formulas for th
Bloch spectral density function derived in FS and display
in Eqs.~4.8! and ~4.9! of that paper are

AB~E,k!52~1/p!Im G~E,k,k!, ~24!

where

G~E,k,k!5(
n

eik•RnE
V

G~E,r ,r1Rn!dr . ~25!

In Eq. ~25!, the sum is over all Bravais lattice vectorsRn ,
and the integral is over the central unit cell. It should
noted thatG(E,k,k) is not the Fourier transform of th
Green’s function, as is used, e.g., in the analysis of posi
annihilation experiments.

The Green’s function that must be used inAB(E,k) is
obtained from Eq.~5! by means of the site-averaging proce
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^G~E,r ,r1Rn!&5
1

N (
i 51

N

(
L,L8

ZL
i ~r !tLL8

i j ZL8
j

~r !. ~26!

The sum is only over sitei, because the sitej is related to site
i by Rj5Ri1Rn . It is shown in Eq.~2.43! in FS that the
single-site approximation to the scattering-path matrix in t
equation is

t i j 5Ditc
i j D̃j , ~27!

wheretc
i j is the scattering path matrix for a periodic lattic

that has the PCPA scattering matrixtc on every site. This
matrix is found from the inverse of the matrixM c defined in
Eq. ~12!, and depends only on the separation between siti
and j

tc
i j 5tc~Ri j !5@Mc

21# i j . ~28!

The matrix Di is given in Eq. ~11!. Thus, the non-site-
diagonal averaged Green’s function is

GNSD~E,r ,r1Rn!

5
1

N (
i 51

N

(
L1 ,L2

(
L,L8

ZL1

i ~r !DL1L
i tc,LL8

i j D̃L8L2

j ZL2

j ~r !.

~29!

Inserting this in Eq.~25! leads to the expression for the a
eraged Green’s function in thek representation

G~E,k,k!5E
V

GSD~E,r ,r !dr

1 (
n

RnÞ0

eik•Rn(
LL8

FLL8~Rn!tc,LL8~Rn!,

~30!

whereGSD(E,r ,r 8… is defined in Eq.~13!. In Eq. ~30!,

FLL8~Rn!5
1

N (
i 51

N

(
L1 ,L2

E
V

ZL1

i ~r !ZL2

j ~r !drDL1L
i DL2L8

j ,

~31!

which depends onRn becauseRj5Ri1Rn . The matrix
F(Rn) has weight one in the sense that it is the sum ofN
integrals, but divided byN.

Specializing to the isomophous case, for whichZL
i (r )

5ZL
A(r ) with probability cA and ZL

i (r )5ZL
B(r ) with prob-

ability cB ,FLL8 (Rn) becomes

FLL8
cc

5cA
2 (

L1 ,L2

E
V

ZL1

A ~r !ZL2

A ~r !drDL1L
A DL2L8

A

1cAcB (
L1 ,L2

E
V

ZL1

A ~r !ZL2

B ~r !drDL1L
A DL2L8

B

1cBcA (
L1 ,L2

E
V

ZL1

B ~r !ZL2

A ~r !drDL1L
B DL2L8

A

1cB
2 (

L1 ,L2

E
V

ZL1

A ~r !ZL2

B ~r !drDL1L
A DL2L8

B , ~32!
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which does not depend onRn . The resulting formula for
G(E,k,k) is identical to Eq.~4.10! of FS, which means tha
the Bloch spectral densities will be the same.

It is reassuring that the formulas forFLL8
cc and AB(E,k)

obtained with the site-averaging process are identical w
the ones obtained with the ensemble-averaging process w
the former are applied to an isomorphous model. When
semble averaging is used, the sum in Eq.~26! is over sitesi
andj independently. Since the functionFLL8

cc in Eq. ~32! does
not depend onRn , it can be factored out of the integral i
Eq. ~30!. This makes the expression for the Bloch spec
density for the isomorphous case, Eq.~4.15! of FS, consid-
erably easier to deal with computationally.

F. Beyond the PCPA

There are three steps in the derivations given above;
site-averaging process, the single-site approximation, and
fining the effective scattering matrixtc as the one given by
Eq. ~23!. It should be observed that these steps are indep
dent, and that different levels of theory can be obtained
truncating the derivation after step one or making differ
choices in step 3. In particular, after a LSMS calculation
a supercell has been carried out, the results can be ins
into Eqs. ~8! and ~26! to get site-diagonal and non-site
diagonal averaged Green’s functions. These can be use
rectly to obtain such quantities as the Bloch spectral dens
without making a single-site or a CPA approximation. T
process of averaging reduces the amount of information
the LSMS results, but there are situations in which this
desirable. Experience with order-N calculations like the
LSMS has demonstrated that there is frequently too m
information in the results. The averaging process may
helpful in resolving the more important physical effects fro
the mass of computed data. The averaged Green’s func
could also provide a good standard by which approximati
like the PCPA can be tested.

It should also be noted that the site-averaging proc
may be applied to supercells that have short-range orde
displacements of the atoms from their average lattice site
will have to be seen if these capabilities are of any pract
use. LSMS calculations on copper-zinc alloys with sho
range order have been published,5 and it would be interesting
to see the degree to which these could be reproduced w
PCPA that contains such order. There has been a lot o
terest in the inclusion of displacements in alloy theories
cently, and this is a proposal for including them in a CP
level theory.

III. COMPUTATIONAL METHODS

The computer codes used for the PCPA calculations
scribed in this paper are based on the ones that were d
oped for the implementation of the LSMS method.5,15 The
supercell is first generated for the underlying face cente
cubic ~fcc! or body centered cubic~bcc! Bravais lattice. For
bcc alloys, the dimensions of the supercell are normally c
sen to be 53535 lattice spacings, and it contains 250 a
oms. For fcc alloys, the supercell dimensions are typica
43434, and contain 256 atoms. The next step is to ass
atoms to the lattice sites using a random number gener
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with the constraint that the alloy model must have the cho
concentration. The computer code can build in short-ra
order as measured by the Warren-Cowley coefficients,
that capability was not used in the present work.

Ignoring static displacements of the atoms from the s
of the Bravais lattice is an approximation, but there is
reason to expect it to be a serious one for the present c
From the sharpness of the Bragg peaks and the smallne
the static Debye-Waller factors observed in diffraction e
periments on metallic alloys, it is clear that, to a first a
proximation, the atoms fall on the sites of the average latt
This conclusion is corroborated by the most recent exp
mental studies.34 Thermal displacements are also importa
At room temperature, the rms average of the thermal d
placements is 3–4 times larger than the rms average of
static displacements,35 even for alloys with a large size mis
match.

Initial guesses are made for the atomic potentials, and
t matrices are calculated. The PCPA equations in Eq.~23!
are solved iteratively, using a generalization of the progra
that were originally developed for use in KKR-CPA calcul
tions. The new charge densities for each site are found u
Eq. ~18!, and the whole process is repeated until the to
energy and potentials have converged. It has been dem
strated computationally36 that the muffin-tin approximation
introduces no significant error in calculations like the on
discussed here. Even for the most extreme case, the cop
palladium alloy system, the heats of mixing calculated w
muffin-tin and non-muffin-tin methods are not significant
different. That is, calculations on copper-palladium in t
L12 structure with the muffin-tin LSMS method give26.6
mRy, while the non-muffin-tin Viennaab initio simulation
package37 ~VASP! gives 26.8 mRy. It has been reported i
the literature38 that the non-muffin-tin linear augmente
plane-wave method gives26.3 mRy. The advantage in usin
the muffin-tin approximation, as compared with an atom
sphere approximation, is that the multiple-scattering eq
tions are exact. Questions of convergence that must be
dressed when full-potential methods are used are avoide
the present approach, although such methods will be in
porated in later calculations when they are deemed ne
sary. As emphasized earlier, the Madelung contribution
calculated without approximation.

It might be thought that the solution of the equation f
the effective scattering matrixtc for the N-atom PCPA case
Eq. ~23!, would be much more difficult than for the isomo
phous CPA, Eq.~22!. It turns out that, using the standar
method described in Ref. 28, only twice as many iteratio
were needed to solve the equation for the PCPA than for
KKR-CPA. This is due to the fact that, although the charge
different on every atom, the scattering matrices for the ato
of a given species are quite similar. The Brillouin zone in
grations required when calculatingtc

00 were performed using
the prism method39 with 36 directions in the irreducible
wedge of the Brillouin zone, which insures milli-Rydber
accuracy. All the calculations reported here were perform
with the Cray T3E-900 512-processor supercomputer op
ated by the National Energy Research Scientific Compu
Center located at the Lawrence Berkeley National Labo
tory. It is, of course, always desirable to use the most po
erful computing facilities that are available. However, one
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TABLE I. Convergence test of the total energy, Fermi energy, and charge transfer for a 50% copp
alloy.

Supercell size 16 54 128 250

Total energy~Rv! 23 414.465 156 23 414.465 272 23 414.465 129 23 414.465 064
Fermi energy~Rv! 0.660 9 0.660 9 0.660 9 0.660 9
Charge transfer~e! 0.103 26 0.105 36 0.102 64 0.101 43
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the major thrusts of our future program development is
simplify the PCPA calculations so that they can be carr
out on small workstations or microcomputers.

Tests were made on the dependence of the PCPA re
on N, the number of atoms in the supercell. It was found t
surprisingly small samples give quite acceptable predicti
for such self-averaging quantities as the total energy
atom and the charge transfer. This is illustrated by the ca
lations on a bcc 50% CuZn alloy with a lattice constant of
5 Bohr radii that are shown in Table I. The total energ
calculated with supercells containing 16 and 250 atoms
fer by only 92 micro-Rydbergs, and the charge trans
changes by 0.0018 electron charges. All of these super
used in these calculations were generated randomly. Thi
at the same time, a test of the sensitivity of the energy to
arrangement of the atoms in the supercell, since th
samples have nothing in common except for their concen
tion. The Warren-Cowley short-range order paramet
other than the first, are small for these samples, which in
cates that they are random. The distributions of Warr
Cowley parameters for some larger supercells are show
Fig. 15 of Ref. 17. It is expected that unwanted order is m
likely to appear in a randomly generated supercell whenN is
small. Such small supercells will rarely be used beca
PCPA calculations on large supercells are not significa
more time consuming, since the calculation of Madelung
tentials with the Ewald method takes very little time.

IV. ANALYSIS OF CALCULATIONS

In Table II, experimental chemical shifts in coppe
palladium, copper-zinc, and silver-palladium alloys are co
pared with the results of calculations using the LSM
o
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PCPA, and KKR-CPA. The LSMS calculations appeared
a previous publication.29 The charge transfers predicted b
the three theories are also shown. In the following, the r
sons for focusing on chemical shifts rather than the dens
of states that can be measured with ultraviolet photoemis
spectroscopy, as was conventional in earlier evaluation
alloy theories, will be made clear.

The chemical shifts are defined as follows. In the DF
LDA, the binding energy of a core levelEn,l

A,i(c) of an A
atom on sitei in an A-B alloy with a concentrationc is the
negative of the one-electron core-level energy measured
tive to the Fermi energy. The binding energy for theA atoms
En,l

A (c) is the average of theEn,l
A,i(c) over all theA sites. The

binding energy for theB atomsEn,l
B (c) is defined similarly.

The chemical shifts for atoms in an alloy,dEn,l
A (c) or

dEn,l
B (c), are the change in the binding energy relative to

pure A or B metal. It is well understood that there are si
nificant differences between the Koopman approximation
the binding energy and the measured binding energy o
core electron, due to the relaxation of the electrons aro
the core hole.40 It has been proposed that the many-bo
relaxation corrections are approximately independent
concentration,41 so they are not expected to be very impo
tant in measurements of chemical shifts.

The LSMS and PCPA calculations for the CuPd allo
shown in Table II use supercells containing 256 atoms ba
on fcc Bravais lattices, the lattice constant for the 50% al
being 6.9 atomic units~au! and for the 80% alloy being 7.1
a.u. The disordered 50% CuZn alloy is in theb phase~bcc!
with a lattice constant of 5.5 a.u. The supercell used with
LSMS calculations contains 432 atoms, while the one for
PCPA calculations contains 256. The orderedb8 phase of
with the

48

8

TABLE II. Experimental and theoretical values for the chemical shifts in various alloy systems. Net atomic charges calculated
indicated theories.

Alloy

a
alloy

Bohr radii
atom
level

Exp
shift
~eV!

LSMS
shift
~eV!

PCPA
shift
~eV!

KKR-
CPA
shift
~eV!

LSMS
charge
~ueu!

PCPA
charge
~ueu!

KKR-
CPA

charge
~ueu!

50% CuPd 7.1000 2p Cu 20.700 00 20.716 88 20.856 03 20.931 02 20.176 09 20.160 84 20.043 34
3d Pd 0.260 00 0.337 97 0.232 02 20.006 29 0.176 09 0.160 84 0.043 84

80% CuPd 6.9000 2p Cu 20.250 00 20.268 17 20.295 92 20.323 44 20.077 21 20.074 53 20.021 62
3d Pd 0.700 00 0.654 57 0.606 68 0.436 36 0.310 87 0.299 59 0.086

50% CuZn 5.5000 2p Cu 0.339 58 0.225 99 0.189 42 20.100 86 20.101 43 20.075 78
2p Zn 20.008 71 20.133 88 0.046 90 0.100 86 0.101 43 0.075 7

CuZn B2 5.5000 2p Cu 0.350 00 0.568 69 20.125 89
2p Zn 20.200 00 20.285 57 0.125 89

50% AgPd 7.6100 3d Ag 20.500 00 20.477 15 20.573 89 20.535 90 0.049 56 0.048 63 0.057 24
3d Pd 0.000 00 20.101 63 20.193 47 20.376 86 20.049 56 20.048 63 20.057 24
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CuZn is in theB2 ~CsCl! structure with the same lattic
constant as theb phase. The 50% AgPd alloy is modele
with a supercell containing 256 atoms and a fcc Bravais
tice with a lattice constant of 7.61 a.u. in both the LSMS a
PCPA calculations. The same lattice constants are use
the KKR-CPA calculations on all these alloy systems, but
course, supercells are not used in such calculations. The
metals Cu, Pd, Ag, and Zn are all taken to be fcc with latt
constants 6.7677, 7.43, 7.2744, and 7.79 a.u. The experim
tal chemical shifts for CuPd are taken from Ref. 42, those
CuZn are from Ref. 43, and those for AgPd are from Ref.
The choice of core levels listed in Table II is dictated by t
existence of well-defined peaks in the energy range that
be sampled using AlKa or Mg Ka x rays.

The first observation that can be made from Table II
that the chemical shifts calculated with the LSMS agree w
the experimental data to within the accuracy of the exp
ments, as pointed out in Ref. 29. It can be concluded fr
this agreement that the prediction of chemical shifts in allo
is trivial in the sense that an accurate DFT-LDA calculati
will yield them. Overall, the chemical shifts predicted by t
PCPA calculations are very good, particularly when it
taken into account that the computational effort expende
obtaining them is a very small fraction of that required f
the LSMS numbers. The effort required to calculate chem
shifts with the KKR-CPA is even less, but the agreem
with experiment is further reduced.

The agreement between the LSMS calculations and
periment for such a sensitive property as the chemical s
increases the confidence that can be placed in that the
For this reason, it is disturbing that the KKR-CPA pred
tions for the average charges on the constituent ato
shown in Table II, differ considerably from the prediction
of the LSMS. This is particularly noticeable for the CuP
alloys. If one takes the conventional view that chemi
shifts are a measure of charge transfer, it is surprising
the chemical shifts given by the KKR-CPA are as accurate
they are. The PCPA gives values for the average charges
agree with the LSMS to within a few percent. This is e
pected, because the PCPA includes Coulomb effects as
as they can be within the level of a single-site approximati

In Fig. 1, calculations of the density of states for the 50
CuPd alloy are shown. The LSMS curve is obtained by
eraging the densities of states calculated for the 256 site
the supercell. The average density of states given by
KKR-CPA is clearly different from the LSMS prediction, bu
it would be difficult to see differences of this magnitude
experiments. One might have expected that the differe
would have been greater, given the fact that the KKR-C
prediction of the charge transfer is only one fourth of t
LSMS value. There are 10 electrons in thed bands, and the
charge transfer is only 2% of that. Thus, the difference
tween the positions of the Fermi energies does not appe
be very large on the scale of the drawing. This explains
early successes that the KKR-CPA had in predicting the
sults of photoemission spectroscopy experiments, and
the reason that charge transfer and chemical shifts provi
more sensitive test of the ability of an alloy theory to tre
Coulomb effects correctly.

An interesting observation that was made on the basi
data from LSMS calculations16 is that the DFT-LDA predicts
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a linear relation between the Madelung potentials at the s
of an alloyVi and the net charges on the sitesqi . This qV
relation is not trivial because it is only true for the charg
calculated in the final stage of a self-consistent calculati
while such simple conditions as charge neutrality hold
every iteration. It can be seen from Fig. 2 that theVi andqi

from a PCPA calculation on the 50% CuPd alloy fall on lin
that are as straight as the ones determined by the LSMS d
The slopes are not identical. For copper sites, the slope f
the PCPA data is21.3738 Ry/ueu, compared with21.1955
from the LSMS data. For the Pd sites, the slopes
21.2767 and21.1826. Thus, the PCPA not only gives a
accurate value for the average net charge on the atomic s
as can be seen from Table II, but also it gives a very go
description of the distribution of the charges on the sites

Since the computer codes used for the present calculat
are based on the LSMS codes, it is not difficult to exte

FIG. 1. The density of states of a 50% copper-palladium alloy
a function of the energy relative to the Fermi energy. The latt
constant of the fcc Bravais lattice is 6.9 atomic units. The solid l
shows the average of the 256 densities of states calculated with
LSMS. The dotted line shows the density of states calculated w
the standard KKR-CPA.

FIG. 2. The Coulomb potential at the lattice sites as a funct
of the net charge on the lattice sites for a 50% copper-pallad
alloy. The lattice constant of the fcc Bravais lattice is 6.9 atom
units. The straight lines are the result of fits to the data. The s
convention for the charges is opposite to the one used in Table
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them to treat LIZ’s larger than one. Such LSGF calculatio
on the 50% CuPd alloy have been carried out with a L
containing 19 atoms or two nearest-neighbor shells. Th
calculations differ from the ones in Ref. 19 in that th
multiple-scattering method is used. The improvement of
LSGF charges over the PCPA charges is not as grea
might have been expected. The average net charge on th
atoms predicted by the calculations usingNLIZ519 is
20.161 53ueu, only 0.4% larger than the one from the PCP
calculations. TheqV relations for this alloy obtained from
the LSMS and PCPA are shown in Fig. 2. The calculat
usingNLIZ519 gives straight lines like the ones in the figur
The slope of the line for Cu is21.3161 Ry/ueu, and for Pd it
is 21.2420 Ry/ueu. These values are 3–4 % smaller than t
ones predicted by the PCPA, and are about a third of
correction that is needed to obtain values that agree with
LSMS slopes.

V. DISCUSSION

It can be concluded that a CPA level theory that tre
Coulomb effects without significant approximation exis
There are several advantages in the PCPA approach. The
is that it predicts a continuous distribution of charges ab
the mean for theA and B atoms, and this is in accordanc
with reality. The second is that there are no adjustable
rameters in the theory, and this is an improvement over
isomorphous alloy theories that attempt to include nonz
Madelung potentials. The third advantage is that the inc
sion of the exact form for the Madelung potentials is conc
tually simpler than the approximations that have been p
posed, and requires only slightly more computational eff
We emphasize that the changes to the predictions of the e
tronic structure obtained from other self-consistent C
theories are quantitative but not qualitative. Those meth
have had great success in explaining many properties o
loys. In hindsight, it is clear that the derivation of the Mad
lung potential in the KKR-CPA~Ref. 10! is logically and
mathematically sound. The reason it led to a null result w
the belief, generally held at that time, that the isomorph
alloy model is a necessary precondition for such derivatio

Site averaging with only the CPA conditions leads to t
polymorphous PCPA. The addition of the condition that t
potentials and wave functions correspond to the isomorph
model leads to the isomorphous KKR-CPA, in which t
Madelung potential is zero. The isomorphous S-CPA a
SIM-CPA do not fall within the algebraic sequence, althou
they are useful approximations. Of course, the ordeN
LSMS and LSGF theories give more accurate description
the electronic states than any CPA, but many theoret
studies do not require so much detail.

The polymorphous nature of the PCPA leads to some
teresting consequences, not all of which are explored in
s
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paper. Not only does the PCPA give a more accurate desc
tion of the average charge transfer, it also includes fluct
tions about the average. These charge fluctuations modify
density of states and the Bloch spectral density function
particular the effects on the Bloch spectral function have
potential to change the width of peaks and, therefore, to a
electron lifetimes. This will affect calculations of such pro
erties as the residual resistivity45 and ordering temperature
for Fermi surface driven long period ordered structures.46 A
major problem with the isomorphous KKR-CPA is that the
is no clear pathway to make the theory full potential beca
of difficulties with continuity of the charge density at the ce
boundaries, even if one allows nonspherical corrections
the scattering. In the PCPA the fact that the Coulomb effe
are treated using a supercell means that charge densi
well defined throughout all space. Unfortunately, it will n
be precisely continuous at the cell boundary since the m
tiple scattering equations are still solved in a single site
proximation. How severe a restriction this imposes rema
to be investigated numerically.

The development of the PCPA is only beginning, a
there are many extensions that need to be carried ou
comparison of the binding energies of alloys calculated w
the LSMS and KKR-CPA is given in Ref. 18. The PCP
binding energies should be added to this comparison.
formulas forG(E,k,k) and hence the Bloch spectral dens
function AB(E,k) derived in Sec. II E should be utilized fo
calculations on some real alloys as soon as possible.
LSGF with LIZ’s containing more than one atom also lea
to an effective scattering matrix,tc . We do not consider tha
to be a PCPA because it is more difficult to fit it into th
single-site picture, and it presupposes that one is prepare
do more time-consuming calculations. It would be intere
ing to compare the average Green’s functions obtained u
the LSGF and PCPA effective scattering matrices. The
isting programs, which are based on the LSMS codes, sh
be simplified so that PCPA calculations can be carried
with readily available microcomputers and workstations.
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Abstract

The equilibrium structural parameters, enthalpies of formation and partial densities of state for Ti5Si3 and Ti5Si3Z0.5 (Z= B, C,
N or O) were calculated based on ®rst-principle techniques. Enthalpy of formation calculations suggest that of the known structures
for transition metal (TM) silicide compounds containing TM5Si3 (D88, D8l and D8m) the D88 structure is the most stable form of

Ti5Si3, and the stability of the structure increases as Z atoms are added. The theoretically determined structural trends as a function
of interstitial element, Z, agreed well with experimentally determined values. Both indicate bonding between Ti and Z atoms based
on contraction of Ti±Z separations. The calculated partial densities of state suggest that p(Si)±d(Ti) and d(Ti)-d(Ti) interactions are

responsible for most of the bonding in pure Ti5Si3, which agrees with previous studies. As Z atoms are added, p(Z)±d(Ti) interac-
tions become signi®cant at the expense of weakening some of the d(Ti)±d(Ti) interactions. # 2000 Elsevier Science Ltd. All rights
reserved.

Keywords: A. Titanium silicides; B. Crystal chemistry of intermetallics; E. Electronic structure, calculation; F. Di�raction (electron, neutron and X-ray)

1. Introduction

Interest in M5Si3 intermetallics (M= transition metal
of groups III±VI) which began in the 19500s and con-
tinues today is primarily a result of their high melting
points (>2000�C), wide homogeneity ranges and large
alloying potentials. Nowotny and coworkers performed
much of the early characterization of these materials [1±
3]. The crystal structures were determined to be either a
hexagonal Mn5Si3-type (D88, M= Sc, Ti, Mn, Y), tetra-
gonal Cr5B3-type (D8l, M= Cr, Nb, La, Ta) or tetra-
gonal W5Si3-type (D8m, M= V, Mo, W). Additionally,
Nowotny discovered that all of these M5Si3 compounds,
except La5Si3, reverted to the hexagonal form in the pre-
sence of boron, carbon, nitrogen, or oxygen [1]. M5X3

compounds stabilized in the hexagonal structure by
ternary additions have since become known as Nowotny
phases [2]. Experimental observations also suggested

that carbon was most e�cient and oxygen least e�cient
in stabilizing the hexagonal structure. However, no direct
experimental or theoretical evidence currently exists which
explains why this stabilization occurs.
Although experimental evidence suggests that Ti5Si3

does not require ternary additions to form the hexagonal
structure, recent work has shown that small additions of
carbon have a signi®cant e�ect on the crystal structure,
thermal expansion and high temperature oxidation
resistance [4,5]. In fact, by adding carbon to the struc-
ture, Ti5Si3 becomes a considerably more promising
material for engineering applications [6,7] by reducing
the anisotropy of thermal expansion and increasing
oxidation resistance. However, little is known why car-
bon additions have such a striking e�ect on these prop-
erties. The goal of this study is to combine experimentally
determined structural data with ®rst-principle electronic
calculations to understand bonding changes that occur
with the addition of boron, carbon, nitrogen or oxygen to
Ti5Si3. Determining these bonding changes will aid in
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understanding and predicting the changes that occur in
the thermal and electronic properties.
No previous ®rst-principle calculations have been

attempted on ternary Ti5Si3Zx (Z= B,C,N or O); how-
ever, two studies do exist on binary Ti5Si3. The ®rst
study, by Long and Chong [8], used a semi-empirical
tight binding energy band method with the extended
HuÈ ckel approximation to calculate band structure and
density of states (DOS). They concluded that bonding±
antibonding in Ti5Si3 is primarily a result of d(Ti)±p(Si)
interaction above and below the Fermi energy (Ef) as
well as d(Ti)±d(Ti) interactions spanning energies
around Ef. These orbital interactions are very typical of
transition metal silicides in general and explain their
good electrical conductivity [9,10]. The second study, by
Ekman and Ozolins [11], made calculations based on
the full potential version of the linear mu�n tin orbital
(LMTO) method. Their conclusions of d(Ti)±p(Si) and
d(Ti)±d(Ti) hybridization were identical to those above.
However, their electron density maps suggest that all
Ti±Si interactions in Ti5Si3 are multi-centered bonds as
opposed to simple two-atom covalent bonds. The study
also calculated the equilibrium volume, bulk modulus
and enthalpy of formation, all of which were only
slightly lower than the experimental values.
This study used the LMTO method with the atomic

sphere approximation (ASA) to calculate the angular-
momentum decomposed electronic DOS, but unlike the
previous studies, equilibrium lattice parameters and
atomic positions were also calculated. These calculations
were made for Ti5Si3, Ti5Si3Z0.25 and Ti5Si3Z0.5

(Z=B,C,N or O) and compared to experimentally
determined values. Heats of formation were also calcu-
lated for most compositions including Ti5Si3 in the equi-
librium Mn5Si3 structure (D88) as well as in the possible
alternate structures of W5Si3 (D8m) and Cr5B3 (D8l).

2. Crystal structure of Ti5Si3

Fig. 1 gives the hexagonal structure of Ti5Si3. The
unit cell contains two distinct titanium sites and one
silicon site: Ti at 4d sites at (1/3, 2/3, 0); Ti at 6g sites at
(xTi, 0, 1/4); Si at 6g sites at (xSi, 0, 1/4).
Theoretical calculations were based on this unit cell,

which contains two formula units of atoms (i.e. Ti10Si6).
The Ti4d atoms form a linear chain parallel to the c-axis,
and the Ti6g atoms form a chain of face-shared trigonal
antiprisms along the c-axis. The silicon atoms form a
chain of distorted face-shared trigonal antiprisms par-
allel to the c-axis such that one Ti4d site is at the center
of each antiprism. This structure leads to an ABAC
stacking sequence along the c-direction. The B and C
planes consist of Ti6g and Si atoms, which form the
shared faces of the antiprsims, and the A planes consist
solely of Ti4d atoms. The Z atoms are thought to occupy

the interstitial region at the center of the antiprism
formed by the Ti6g atoms, and hence, would also lie in
the A plane with the Ti4d atoms.
Strong experimental evidence exists to support the

assertion that Z atoms occupy this interstitial site. Neu-
tron di�raction studies of Mo5Si3C by Parthe et al. [3]
and of Ti5Si3Hx by Kajitani et al. [12] as well as single
crystal x-ray di�raction studies of La5Ge3Ox by Guloy
and Corbett [13] and of Er5Si3Cx by Al-Shahery et al.
[14] all agree that occupation of this antiprismatic inter-
stice by Z atoms is most probable. Thus, the solubility of
Z in Ti5Si3 should vary from zero to the stoichiometric
limit of Ti5Si3Z1 (there are only two antiprismatic inter-
stices in the unit cell, which is equivalent to a maximum
of one Z atom per formula unit). This is in full agreement
with the actual solubility limits of C,N or O in Ti5Si3 as
measured by di�usion couple experiments [15,16].

3. Theoretical approach

Calculations to determine the stable structure were
made within the local density approximation [17] by
using the Hedin±Lundqvist [18] form for the local
exchange and correlation potential. Electronic Bloch

Fig. 1. D88 crystal structure of Ti5Si3: (a) 001 orthographic projection

of lattice with highlighted trigonal antiprisms; (b) depiction of the face-

sharing of the trigonal antiprisms along the c-axis. Z atoms sit at the

center of the trigonal antiprisms formed by six surrounding Ti6g atoms.
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states [19] were expanded as a mixed basis set with norm
conserving scalar-relativistic pseudopotentials [20] used
for the constituent elements. Relaxation of atomic
coordinates was facilitated by computing the Hell-
mann±Feynman forces [21] acting on the atoms. A
Broyden algorithm for estimating and updating this
force matrix was used to predict the new atomic coor-
dinates during the relaxation process. The atomic posi-
tions and lattice parameters were fully relaxed to the
true equilibrium structure. Using these calculated equi-
librium lattice parameters, electronic densities of state
(DOS) were calculated by the LMTO-ASA method. To
improve e�ciency and accuracy of the calculations,
unoccupied octahedral interstices were ®lled with empty
spheres. For Ti5Si3, the radius of these spheres was set
to 0.7 times the radius of the Ti atom. For Ti5Si3Zx, the
radius was set to the radius of the Z atom, which ranged
from 0.68 to 0.7 times the radius of the Ti atom. Heats
of formation were also calculated (see Section 5.1).

4. Experimental approach

All Ti5Si3Zx samples were synthesized by arc-melting.
The starting materials included sponge titanium (Timet,
99.7%), silicon pieces (Alfa ásar, 99.9999%), spectro-
graphic grade graphite electrodes for carbon, boron
pieces (Alfa ásars, 99.5%), titanium nitride for nitro-
gen (Johnson Matthey, 99.8%) and titanium dioxide for
oxygen (Fischer Scienti®c, 99.8%). Arc melting was done
in a ultra-high-purity argon atmosphere on a water-chil-
led copper hearth. Samples were melted at least three
times via a non-consumable tungsten electrode. Total
weight losses after arc-melting were typically much less
than 0.5 wt.%.
Arc-melted samples were then ground to <20 mm and

mixed with a silicon line position standard (NIST SRM
640b). Room temperature X-ray di�raction spectra were
obtained from a Scintag di�ractometer with solid state
detector. Room temperature neutron di�raction spectra
were obtained from the Missouri University Research
Reactor (MURR) using a curvedGemonochromator and
position sensitive detector. Rietveld analysis software
(GSAS, Los Alamos National Laboratory, 1985) was
used to calculate the lattice parameters and the two vari-
able atomic coordinates, xTi and xSi. Oxygen and nitrogen
content weremeasured on a Leco TC-436 analyzer; carbon
content was measured on a Horiba EMIA-520 analyzer.

5. Results and discussion

5.1. Enthalpy of formation

The enthalpies of formation were calculated from
total energies, E, according to: H� ETi5Si3Zx

ÿ Si�XiEi�,

where Xi is the concentration of the ith elemental com-
ponent. The total energies of the elements, Ei, were cal-
culated using their most stable structures: titanium (P63/
mmc), silicon (Fd-3m), boron (R-3m) and graphite (P63/
mmc), as well as O2 and N2 gas. For Ti5Si3Zx, total ener-
gies, ETi5Si3Zx

, were calculated using the relaxed atomic
positions and lattice parameters that were determined by
the pseudopotential method described in Section 3.
Table 1 lists the results of these calculations. Of the

three possible crystal structures in which M5Si3 com-
pounds form, the D88 structure has the largest negative
value. Thus, these calculations agree with experimental
observations that suggest that the D88 structure is the
most stable structure for Ti5Si3. In most other M5Si3
compounds, where M is heavier than Ti, the D88 struc-
ture only becomes favorable in the presence of inter-
stitial atoms. As an example, Mo5Si3, which exists in the
D8m structure, converts to the D88 structure when car-
bon is added. In a study by Fu et al. [22], calculations of
enthalpies of formations did correctly suggest that in
agreement with experimental evidence, Mo5Si3 should
form in the D8m structure instead of the D88 and D8l
structures. Thus, this study provides further support that
theoretical calculations of the enthalpy of formation can
be used to predict which crystal structure is most stable.
As seen in Table 1, the enthalpy of formation

becomes more negative, as more carbon or boron is
added to the lattice. This suggests that these interstitial
atoms, in accordance with experimental observations,
do increase the stability of the D88 structure. A com-
parison of the enthalpy of formation of Ti5Si3 with that
of Ti5Si3Z0.5 indicate Ti5Si3C0.5 is 3% more negative,
Ti5Si3N0.5 is 7% more negative and Ti5Si3O0.5 is 38%
more negative than Ti5Si3. This trend agrees well with
experimental values of the Gibbs energy of formation at
1100�C for Ti5Si3Z. As reported in Goldstein et al. [16],
Ti5Si3C is 5% more negative, Ti5Si3N is 11% more
negative and Ti5Si3O is 41% more negative than Ti5Si3.

5.2. Equilibrium structural parameters

Theoretical and experimental structural parameters are
given, respectively, in Tables 2 and 3. The theoretical

Table 1

Calculated enthalpies of formation

Composition Structure Enthalpy, eV/f.u.

Ti5Si3 D8l ÿ6.060
Ti5Si3 D8m ÿ6.170
Ti5Si3 D88 ÿ6.410
Ti5Si3B0.25 D88 ÿ6.604
Ti5Si3B0.5 D88 ÿ7.104
Ti5Si3C0.25 D88 ÿ6.625
Ti5Si3C0.5 D88 ÿ7.251
Ti5Si3N0.5 D88 ÿ6.866
Ti5Si3O0.5 D88 ÿ8.870
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lattice parameters underestimate the experimental lat-
tice parameters by 0.6±1.6% as is common for this
method of calculation. However, the normalized trends
between experimental and theoretical values are in good
qualitative agreement, particularly for the change in c-
axis as a function of interstitial content. Boron and
carbon, being the larger atoms, expand the ``c''-lattice
parameter; whereas, the smaller oxygen and nitrogen
contract it. The agreement between theoretical and
experimental trends in the ``a''-lattice parameter is not
quite as good. Based on experimental measurements, all
but boron contract the ``a''-lattice parameter; although
theoretical calculations show all but oxygen expand the
``a''-lattice parameter. The reason for this discrepancy
may be due to the underestimation of the lattice by
theoretical calculations, although additional research is
necessary to con®rm this assertion.
Based on the experimental and theoretical structural

parameters, nearest-neighbor atomic separations were
calculated in order to infer bonding changes as inter-
stitial atoms are added to Ti5Si3. Fig. 2 shows the
change in nearest-neighbor atomic separations as car-
bon is added to Ti5Si3. In general, all studied interstitial
additions led to changes similar to those seen in Fig. 2.
There is very good qualitative agreement between the
experimental and theoretical changes in atomic separa-
tions as a function of interstitial content. The most
striking e�ect of interstitial atoms is to contract the
Ti6g±Ti6g and Ti6g±Z separations and to expand the
Ti6g±Si separations. This suggests bonding between the

Table 3

Measured structural parameters for Ti5Si3Zx
a

Zx a (AÊ ) c (AÊ ) xTi
a xSi

a

O0.02 7.4601(1) 5.1510(1) 0.2507(3) 0.6067(2)

B0.24 7.4670(2) 5.1722(2) 0.2495(3) 0.6076(5)

B0.47 7.4781(1) 5.1788(1) 0.2478(3) 0.6053(5)

C0.25 7.4497(1) 5.1596(1) 0.2446(3) 0.6032(2)

C0.47 7.4415(1) 5.1687(1) 0.2391(3) 0.6004(2)

N0.27 7.4387(1) 5.1453(1) 0.2439(2) 0.6049(3)

N0.46 7.4273(1) 5.1543(1) 0.2379(3) 0.6025(5)

O0.22 7.4469(2) 5.1410(1) 0.2454(2) 0.6041(2)

O0.4 7.4342(1) 5.1334(1) 0.2419(2) 0.6015(2)

a Values for the x coordinates of the 6g Ti (xTi) and 6g Si (xSi) sites

are in fractional units.

Table 2

Calculated structural parameters for Ti5Si3Zx
a

ZX a (AÊ ) c (AÊ ) xTi
a xSi

a

± 7.377 5.084 0.2473 0.6063

B0.25 7.4027 5.1079

B0.5 7.4101 5.1130 0.2470 0.6023

C0.25 7.3775 5.0892

C0.5 7.3925 5.0956 0.2400 0.6023

N0.25

N0.5 7.3834 5.0746 0.2410 0.6025

O0.25

O0.5 7.3730 5.0829 0.2440 0.6025

a Values for the x coordinates of the 6g Ti (xTi) and 6g Si (xSi) sites

are in fractional units.

Fig. 2. Change in atomic separations as carbon is added to Ti5Si3. Dotted lines represent theoretical calculations, solid lines represent experimental data.
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Fig. 3. PDOS's for Ti5Si3 and Ti5Si3Z0.5. Thick, black lines represent Si states; thick, grey lines are Z states; thin, black lines are Ti6g states; thin,

grey lines are Ti4d states.
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Ti6g and Z atoms and a possible weakening of bonding
between the Ti6g and Si atoms. Furthermore, the theo-
retical calculations suggest that these changes are
strongest for carbon. Thus, carbon atoms may be more
strongly bonded with the Ti than the other interstitial
atoms.

5.3. Densities of state

Fig. 3 gives the partial densities of state (PDOS's) for
each of the atoms in Ti5Si3 and Ti5Si3Z0.5. The calcu-
lated densities of state for Ti5Si3 qualitatively agree with
the previously mentioned studies by Long and Chong
[8] and Ekman and Ozolins [11]; that is, the region from
ÿ2 to ÿ5.5 eV is dominated by d(Ti)±p(Si) mixing, and
the region at the Fermi level (0 eV) to ÿ2 eV is domi-
nated by d(Ti) states. These d(Ti) states most likely

consist of both bonding and non-bonding electrons.
Also, little mixing occurs with the s(Si) states from ÿ6.5
to ÿ10.5 eV.
As boron, carbon, nitrogen or oxygen is added to the

lattice, mixing occurs primarily between the interstitial
atom's p-state and the surrounding Ti6g atom's d-state.
This is shown in Fig. 4 for interstitial carbon and oxy-
gen atoms, which is a plot of the cumulative area of the
di�erence between the PDOS's of Ti5Si3Z0.5 and Ti5Si3.
A positive slope in Fig. 4 indicates an increase in the
PDOS of an atom in Ti5Si3Z0.5 compared to that same
atom in Ti5Si3. Similarly, a negative slope indicates a
decrease and a zero slope indicates no change in the
PDOS's in Ti5Si3Z0.5 relative to Ti5Si3. Thus, as seen in
Fig. 4, addition of 0.5 formula units of oxygen leads to
an increase of about 0.3 states for each Ti6g atom at ÿ6
to ÿ7 eV which corresponds exactly to the position of

Fig. 4. (a) Cumulative area of the di�erence between the DOS of an atom of Ti5Si3O0.5 and the DOS of that same atom in Ti5Si3. (b) Cumulative

area of the di�erence between the DOS of an atom in Ti5Si3C0.5 and the DOS of that same atom in Ti5Si3. Large, positive slopes in the Ti6g curves

correspond exactly in energy to the position of the interstitial atom's p-state. Smaller features in these ®gures are due to slight changes in the Fermi

level as interstitial atoms are added to Ti5Si3.
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the oxygen p-band. Also, addition of oxygen leads to a
reduction of 0.1 states per Ti6g atom at ÿ4.5 to ÿ5 eV
and a reduction of 0.25 states per atom at ÿ0.5 to ÿ2
eV which corresponds to areas of d(Ti)±p(Si) and d(Ti)±
d(Ti) interaction, respectively.
Furthermore, little change occurs between the

PDOS's of Ti4d and Si atoms in Ti5Si3O0.5 relative to
Ti5Si3. Based on these observations, addition of oxygen
to Ti5Si3 leads to the formation of d(Ti6g)±p(O) bonds
at the expense of d(Ti6g)±d(Ti6g) interaction and to a
lesser extent, d(Ti6g)±p(Si) interaction. However,
d(Ti4d)±d(Ti4d) and d(Ti4d)-p(Si) interactions remain
relatively una�ected.
The e�ect of carbon addition is similar in that Ti6g

atoms show the most dramatic redistribution of elec-
tronic states. Also, the increase in states of the Ti6g

atoms coincides in energy with the carbon p-states (ÿ2
to ÿ5 eV) and the decrease in states of Ti6g atoms coin-
cides with states associated with d(Ti6g)±d(Ti6g) interac-
tion (ÿ0.5 to ÿ2 eV). However, unlike oxygen (and
nitrogen), the carbon p-band is considerably broader
and is located at similar energy levels as the Si p-band
(ÿ2 to ÿ5 eV).
Although not shown, the e�ect of nitrogen additions

is very similar to that of oxygen additions. Boron addi-
tions, however, leads to a redistribution of Ti6g states
around boron's s-band, which is located at ÿ6 to ÿ7 eV.
The majority of boron's p-states are located at ÿ1 to ÿ2
eV, where d(Ti)±d(Ti) interactions predominate.
Finally, although d(Ti6g)±p(Z) bonding apparently

forms at the expense of d(Ti6g)±d(Ti6g) interactions, no
signi®cant change in DOS occurs at the Fermi level for
all studied compositions. Also, although not obvious in
Figs. 2 and 3, the overlap between Ti4d and Si atoms
increases slightly as interstitial atoms are added to
Ti5Si3. This may suggest an increase in bonding between
Ti4d and Si atoms.

6. Conclusions

Based on enthalpy of formation calculations, the D88
structure appears to be the most stable structure for
Ti5Si3 in accordance with experimental evidence. Also,
interstitial additions appear to increase the stability of
the D88 structure. This increase in stability is apparently
a result of bonding between the interstitial atom's p-
electrons and the Ti6g atom's d-electrons, which results
in a strong contraction in separation between these
atoms. These bonds form at the expense of Ti6g states

located near the Fermi level. All other PDOS features
remain relatively una�ected by the incorporation of
interstitial atoms.
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A simple treatment of the ‘‘scattering-in’’ term of the Boltzmann equation
for multilayers
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We present a simple approximation for treating anisotropic scattering within the semiclassical
Boltzmann equation for current in plane geometry in magnetic multilayers. This approximation can
be used to qualitatively account for the forward scattering that is neglected in the lifetime
approximation, and requires only one additional parameter. For the case of a bulk material its effect
is a simple renormalization of the scattering rate. The simplicity of this term has allowed quick and
simple solution to the Boltzmann equation for magnetic multilayers using realistic band structures.
When we use the band structures for CuuCo multilayers obtained from first-principles calculations,
we find an increase in the resistance of the multilayer, compared to the solution without the
scattering-in term, due to the higher scattering rates needed to fit the same bulk conductivities. The
giant-magnetoresistance ratio is also changed when the vertex corrections are included. ©2000
American Institute of Physics.@S0021-8979~00!72008-1#
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Most studies of giant magnetoresistance1 ~GMR! are for
the current in plane~CIP! geometry. Typically, these hav
been based on the Fuchs–Sondheimer solution2,3 to the Boltz-
mann equation for thin films and its generalization
multilayers.4,5 However, the Fuchs–Sondheimer approa
utilizes the lifetime approximation which assumes that
scattering probability between statesk and k8 in the Boltz-
mann equation,Pkk8 , is isotropic, i.e., is independent of th
electron wave vectors before and after the scattering. Spe
cally, Pkk8 is assumed to have the form,

Pkk85
1

N~Ek!t
d~Ek2Ek8!, ~1!

wheret is the lifetime andN(Ek) is the density of states a
Ek . This isotropic scattering probability allows one to n
glect the scattering-in term of the Boltzmann equation
cause it does not contribute to the current for bulk or CIP

This approximation usually works rather well for bu
materials, because the effect of the scattering-in term ca
included simply by scaling the lifetime. In an inhomog
neous system, however, simply scaling the lifetime wo
lead to an incorrect spatial distribution of the current. The
fore, the scattering-in corrections need to be included at l
approximately and we need to obtain at least a qualita
understanding of their effect on the resistance, GMR,
current distribution. The effects of the scattering-in terms
sometimes referred to as vertex corrections because o
manner in which they appear as a correction to the s
energy in a quantum mechanical calculation.

One approach to including the scattering-in correctio
for substitutional impurity scattering is to evaluate the Ku
formula using the coherent potential approximation with v

a!Electronic mail: xgz@ornl.gov
5170021-8979/2000/87(9)/5176/3/$17.00
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tex corrections.6 Another approach would be to solve th
Boltzmann equation with the scattering-in term using t
scattering rate calculated from the multiple scattering so
tions of dilute substitutional impurities in a first-principle
calculation. For example, in Fig. 1 we show the scatter
rate Pkk8 due to Co impurities in Cu at a fixedk. The scat-
tering is highly anisotropic, with the maximum occurring
aboutk85k, and a smaller peak atk852k. Thus, the scat-
tering is dominated by forward scattering. For the same m
sured resistivity, this can greatly reduce the effective lifetim
and significantly change the calculated current distributi
Inclusion of such a scattering term in the Boltzmann eq
tion and its numerical solution is straightforward.

However, substitutional impurities represent only o
possible source of scattering in a GMR material. Most ot
defects that cause electron scattering are difficult to mo
from the first principles. Therefore, it is desirable to have
simple phenomenological model that can account for
forms of defect scattering and can be easily incorporated
the Boltzmann equation. In this article we present suc
model that needs only one additional parameter, captu
most of the qualitative features of the vertex corrections, a
allows a fast solution of the Boltzmann equation.

We useg to describe the deviation of the distributio
function from equilibrium, i.e.,

f ~z,ki!5 f 0~Ek!1g~z,ki!d~Ek2EF!, ~2!

where f 0 is the equilibrium distribution function andEF is
the Fermi energy. For the CIP geometry, we assume that
layers are stacked in thez direction, and the current flows in
the x direction. The Boltzmann transport equation for mul
layers is
6 © 2000 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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vz

]g~z,ki!

]z
2(

ki8
Pkk8@g~z,ki8!2g~z,ki!#5

eExvx

m
, ~3!

wherePkk8 is the scattering rate between statesk andk8 and
Ex is the external electric field. The lifetime approximatio
to the Boltzmann transport equation assumes that the sca
ing rate is isotropic, Eq.~1!, so that

vz

]g~z,ki!

]z
1

1

t
g~z,ki!5

eExvx

m
, ~4!

FIG. 1. Scattering rates for a Co impurity in Cu as a function of outgo
wave vector for an incoming wave vector of~0.326,20.188,20.561!. The
upper panel~a! is for negative outgoing wave vectorskz8 ~forward scattering!
where the highest scattering rate has the value of 0.922, and the lower
~b! is for positivekz8 ~backward scattering! where the highest scattering ra
is 0.525. The calculation is for the majority spin channel with Co mom
oriented parallel to spin quantization axis.
Downloaded 09 Feb 2001  to 128.219.47.178.  Redistribution subject t
er-

using (ki
g(z,ki)50. This leads to the Fuchs–Sondheim

solution,2,3

g(0)~z,ki!5
eExvxt

m
@11F (0)~ki!e2z/vzt#, ~5!

where the coefficientsF(ki) are determined by the continu
ity condition of the distribution functiong(z,ki) at the
boundaries of each layer, and the superscript~0! indicates a
solution without the vertex corrections.

FIG. 2. Current distribution for a CouCuuCo trilayer with and without vertex
corrections.~a! Majority spin channel for parallel alignment;~b! minority
spin channel for parallel alignment;~c! one of the spin channels for antipar
allel alignment. Solid lines are without the vertex corrections~nvc! and
dotted lines are with the vertex corrections~vc!.
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The condition that the scattering ratePkk8 satisfies is
Pkk85Pk8k . Therefore the lowest order correction to the is
tropic approximation is

Pkk85F 1

N~Ek!t
1pxvxvx81pyvyvy81pzvzvz8Gd~Ek2Ek8!,

~6!

wherev i are the components of the group velocity atk, and
v i8 are those atk8, andpi are the coefficients of expansion
and are presumably small. Substituting back into Eq.~3!, we
find

vz

]g~z,ki!

]z
1

1

t
g~z,ki!5

eExvx

m
1pxj x~z!vx , ~7!

where j x(z) is the current density atz,

j x~z!5(
ki

vxg~z,ki!. ~8!

The second term on the right-hand side represents a sim
approximation to the vertex corrections. For a homogene
bulk system, there is noz dependence ofj x and g. Thusg
can be trivially solved as

g~ki!5
eExvxt̄

m
, ~9!

and

j x5
eExt̄

m (
ki

vx
2 , ~10!

where

t̄5
t

12pxt(ki
vx

2 . ~11!

This is identical to the solution without the vertex corre
tions, but with a renormalized lifetime.

The solution to Eq.~7! for a general multilayer system i

g~z,ki!5g(0)~z,ki!1g(1)~z,ki!, ~12!

where the extra term due to the vertex corrections can
calculated iteratively through

g(1)~z,ki!5e2z/vztFg(1)~z0 ,ki!1
pxvx

vz
E

z0

z

dz ez/vzt j x~z!G .
~13!

The termg(1)(z0 ,ki) represents the boundary condition
z5z0 which is determined from the reflection and the tran
Downloaded 09 Feb 2001  to 128.219.47.178.  Redistribution subject t
-

le
us
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mission coefficients of the interfaces, which are determin
using the layer-Korringa–Koha–Rostoker approach.7

We calculated the effect of the vertex corrections fo
CouCuuCo trilayer system. The current distribution in th
trilayer is plotted for parallel and antiparallel alignments f
each spin channel in Fig. 2. The effect of the vertex corr
tion term is compared. The scattering rates~with and without
the vertex corrections! in each layer are adjusted so that th
always give the same bulk resistivity as measured exp
mentally. Consequently, the scattering rates when the ve
corrections are included are much higher than without
vertex corrections. The size of the vertex correction term
chosen so that the scattering rates for the Cu layer and fo
Co majority spin channel are changed by a factor of 2. F
the Co minority spin channel the scattering is assumed to
isotropic so that the scattering-in term vanishes. The ca
lation shows that the vertex corrections cause a large re
tion in the current in the Cu layers, but have much sma
effect in the Co layers. The combined effect is a higher
sistance for the film. We also observe a small reduction
the GMR ratio, from about 20% to about 17%.

In conclusion, a simple term is added to the Boltzma
equation to account for the ‘‘scattering-in’’ term. It is dem
onstrated that this term can change dramatically the cur
distribution in the GMR systems, but has a small effect
the GMR ratio. We note that this term captures qualitativ
the anisotropic feature of defect scattering, but except fo
maximum in the forward direction, it is rather unlike th
anisotropic impurity scattering rates one would obtain fro
first principles. The biggest difference is that the impur
scattering rates have a small maximum in the backward
rection, while Eq.~6! gives a minimum in the backward
direction. This difference, however, should have minimal
fect on the change of current distribution due to vertex c
rections.
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An alternative density functional for the spherical approximation of cell potentials is formulated. It relies on
overlapping atomic spheres for the calculation of the kinetic energy, similar to the atomic sphere approxima-
tion ~ASA!, however, a shape correction is used that has the same form as the interstitial treatment in the
nonoverlapping muffin-tin~MT! approach. The intersite Coulomb energy is evaluated using the Madelung
energy as computed in the MT approach, while the on-site Coulomb energy is calculated using the ASA. The
Kohn-Sham equations for the functional are then solved self-consistently. The ASA is known to give poor
elastic constants and good point defect energies. Conversely the MT approach gives good elastic constants and
poor point defect energies. The proposed new functional maintains the simplicity of the spherical potentials
found in the ASA and MT approaches, but gives good values for both elastic constants and point defects. This
solution avoids a problem, absent in the ASA but suffered by the MT approximation, of incorrect distribution
of site charges when charge transfer is large. Relaxation of atomic positions is thus facilitated. Calculations
confirm that the approach gives similar elastic constants to the MT approximation, and defect formation
energies similar to those obtained with ASA.@S0163-1829~99!09631-9#
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I. INTRODUCTION

Traditional band structure techniques based on the m
tiple scattering Green function approach1 require the spheri-
cal approximation of the electronic cell potentials. Althou
great progress has been made in the development of
potential multiple scattering theory,2 calculations using
spherical potentials still remain the norm because of th
speed and simplicity. There are two ways that the spher
approximation is invoked. The first is the so-called ‘‘muffi
tin’’ ~MT! approximation,3 where space is divided into non
overlapping spherical volumes centered at each nuc
within which the potential is spherical, and the interstit
region between these spheres, where the potential is
stant. The second form is the ‘‘atomic sphere approxim
tion’’ ~ASA!,4 which approximates the space by a collecti
of spheres, centered at the nuclei, whose volume equals
volume of the corresponding atomic cell.

Both of these approximations have been quite succes
in predicting a wide range of properties of metals and allo
However, they suffer severe limitations. In particular, t
ASA cannot give reliable energy differences between str
tures that differ in the shape of the atomic cell, thus it
unable to reliably predict the stable structure for materia
This is mainly due to the incorrect Coulomb energy con
bution from the interstitial charge in the ASA. The interstiti
charge plays an important role in determining structu
properties, but the ASA is the poorest in describing t
charge. On the other hand, the MT approximation doe
reasonably good job of describing the interstitial charge
transition metals, as reflected in the good elastic const
obtained for several materials using the MT approximatio5

However, the MT approach usually fails in systems wh
there is a large charge transfer. It cannot in general e
predict the correct amount of charge transfer in these
tems. This is because, in the reconstruction of the effec
potential, the interstitial charge is averaged and then re
PRB 600163-1829/99/60~7!/4551~7!/$15.00
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tributed over all the atomic cells. A local change in the i
terstitial charge around a defect is transferred by the ave
ing process to the far reaches of the unit cell. This introdu
an artificial charge transfer when the real electron density
the interstitial regions of different atomic cells is differen
This problem becomes worse for large unit cells, such
those often used in connection with the locally se
consistent multiple scattering~LSMS! technique.6 In these
applications, even a small error in the interstitial charge d
to the MT approximation can give an artificial charge tran
fer between very distant atoms in the unit cell. This can le
to a large error in the Coulomb energy because of the la
size of the unit cell.

There has been work directed at overcoming these d
culties. One approach is to add a perturbative correction
the ASA density functional by replacing the Coulomb ener
by a more accurate term using the MT charge density.7 This
has been improved to include corrections due to the full-c
charge density to the ASA total energy.8 This approach al-
lows one to calculate elastic constants accurately for tra
tion metals. However the correction term is not se
consistent, thus its reliability cannot be affirme
Alternatively one may employ a full potential approac
However, experience in the past decade has shown th
general, fully self-consistent full-potential approach for MS
would be rather cumbersome.

In consideration of the fact that for some time to come
majority of MST calculations will use a spherical approx
mation, we propose a scheme that combines the strength
each approach, overcomes their limitations, and mainta
the simplicity of spherical approaches. We will present a n
energy functional, from which a self-consistent procedure
derived. This procedure contains a bandstructure part th
based on MST within the ASA plus a shape correction, a
an intersite Coulomb energy part that is analogous to
standard MT approach. We demonstrate this new appro
4551 ©1999 The American Physical Society
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with calculations of elastic constants of a few transition m
als, and the vacancy formation energy of copper.

II. THE ELECTRON DENSITY FUNCTIONAL

The total energy functional in a typical local density fun
tional approach9,10 is written as

E@r#5T@r#1U@r#1Exc@r#, ~1!

where the three terms on the right are the kinetic ene
Coulomb energy, and exchange-correlation energy, res
tively for the electron densityr(r ). The kinetic energy is
given by

T5 (
e,EF

e2E d3r r~r !Veff~r !, ~2!

where(e is the band energy sum obtained using one of
standard bandstructure approaches to the Shro¨dinger equa-
tion for the potentialVeff , andEF is the Fermi energy for the
electrons.

The total Coulomb energy, in atomic units, is,

U@r#5E d3rE d3r 8
r~r !r~r 8!

ur2r 8u
1 (

i j ,iÞ j

ZiZj

uRi2Rj u

22(
i
E d3r

Zir~r !

uRi2r u
, ~3!

whereZi are the atomic numbers andRi are the positions of
the nuclei. We separateU into site diagonal and site off
diagonal parts,

U@r#5U (o)1(
i

Ui
(d)@r i ,Zi #, ~4!

with

Ui
(d)@r i ,Zi #5E d3rE d3r 8

r i~r !r i~r 8!

ur2r 8u
22E d3r

Zir i~r !

ur u
.

~5!

The Kohn-Sham effective potential10 Veff is obtained from
the requirement that the total energy functional is variatio
with respect to the charge density,

dE@r#

dr~r !
52Veff~r !1

dW@r#

dr~r !
50, ~6!

where

W@r#5U@r#1Exc@r#. ~7!

In order to find a generalized approach to calculate the C
lomb energy which reduces to the standard Coulomb ene
involving the Madelung term in the limit of MT approxima
tion, we introduce a reference system composed of p
chargesQi

ASA-MT at the lattice sites and a compensating u
form electron density,
-

y,
c-

e

l

u-
gy

nt
-

rcomp5

(
i

Qi
ASA-MT

(
i

V i

. ~8!

We will see later that it is the different definitions for th
chargeQi

ASA-MT that gives rise to the different energy expre
sions in the ASA, MT, and ASA-MT approximations. Th
electrostatic energy of the reference system is given b
Madelung sum and can also be separated into site diag
and off-diagonal parts,

UMad@r#5UMad
(o) 1(

i
Ui

(d)@rcomp,Qi
ASA-MT#

5
1

2 (
i j

Qi
ASA-MTMi j Qj

ASA-MT , ~9!

where Mi j is the Madelung matrix. Upon adding and su
tracting the Madelung energy of the reference system,

W@r#5(
i

Wi@r#1U (o)@r#1
1

2 (
i j

Qi
ASA-MTMi j Qj

ASA-MT

2UMad
(o) @$Qi

ASA-MT%#, ~10!

and

Wi@r#5Ui
(d)@r i ,Zi #2Ui

(d)@rcomp,Qi
ASA-MT#1Exc@r i #,

~11!

wherer i5r(r )s i(r ) ands i(r ) is the cell shape function fo
cell i. We now look for an approximation such thatU (o)@r#
5UMad

(o) @$Qi
ASA-MT%#.

The spherical shape approximations such as MT or A
can be thought of as approximations to the explicit form
the Coulomb and exchange-correlation energyW@r# as a
functional of the electron densityr(r ). Approximate forms
for W@r# can be constructed by introducing auxiliary den
ties that in turn depend onr(r ). A general form for such a
density that covers both the MT and ASA cases consists
spherical part,r i

S(r ), that is defined over a sphere of radiu
r iS, an interstitial part,r int, and an additional term contain
ing DQi , a charge that will be defined later. The spheric
part inside the MT sphere is easily defined as the ang
average of the full charge density,

r i
S~r !5

1

4pEi
dV r i~r !, r ,r iMT . ~12!

If r iS.r iMT , then forr outside the MT radius but insider iS,
the definition ofrS(r ) in terms of the full charge density i
not clear. Specifically, the site electron density is zero
those volumes that are insider S but outside the WS cell. In
this case the standard interpretation is that a space of e
volume outsider S but inside the WS cell is mapped into th
volume, and then an angular average of the charge is
formed. Thus

r i
S~r !5

1

4pEi
dV r i~r 8@r # !, r iS.r .r iMT , ~13!
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wherer 8@r # indicates the mapping. This mapping leaves
interstitial space of volumeV i2V i

S, that lies inside the
‘‘ i th’’ WS cell. WhereV i is the cell volume, and

V i
S5

4p

3
r iS

3 .

This volume vanishes whenr iS5r iWS. We introduce the
function si(r )51 (0) for points,r , inside ~outside! this in-
terstitial region. If the electron density is nearly flat in th
outer portion of the cell or ifr iS is very close tor iMT the
exact nature of the mapping in Eq.~13! is inconsequential.
We adhere to the ASA convention and will therefore lea
the mapping unspecified with the understanding that it w
typically have little impact on results. The interstitial char
density is determined by the charge in the entire interst
volume, i.e., that outside the MT spheres,

r int5
1

V int (i
FZi2E d3r r i

S~r !Q~r iMT2r !G , ~14!

whereV int5( i(V i24p/3r iMT
3 ). Note that this definition is

independent ofr iS, and in the limit of r iS5r iWS, r int re-
mains unchanged although the volume it occupies goe
zero. Finally, we add a number of electronsDQi to adjust the
nd
a

ali

n
.

ity
ug

th
n

e
ll

l

to

total site charge. As we will see later, this term is required
one includes a shape correction to the ASA. IfDQi50 the
standard MT~ASA! densities are recovered whenr iS
5r iMT(r iWS). Combining all three terms, we have

r i
ASA-MT~r !5r i

S~r !1DQid~r 2r iS!1r intsi~r !. ~15!

The region occupied byr int has zero volume whenr S
5r WS. When r S5r MT , si is the volume in the cell that is
outside the ‘‘muffin-tin.’’ At values ofr iS betweenr iMT and
r iWS, the shape of this electron density becomes complica
becausesi(r ) is complicated. It is still, however, usable an
leads to spherical potentials, because it only enters the
ergy as a prefactor tor int which depends only on the spher
cal part of the electron density. Furthermore, this form p
vides a continuous link between the MT and AS
approaches. The calculations presented in this work are d
with r iS5r iWS.

We follow the standard MT and ASA procedure of a
proximatingWi by replacingr i in Exc andUi

(d) by r i
ASA-MT ,

and replacingrcomp by

rcomp
ASA-MT5rcomp@Q~r iS2r !1si~r !#, ~16!

so that
Wi
ASA-MT@r#5Ui

(d)@r i
ASA-MT ,Zi #2Ui

(d)@rcomp
ASA-MT ,Qi

ASA-MT#1Exc@r i
S#1r intexc~r int!~V i2V i

S!1mxc~r i
S~r iS!!DQi

5E d3r d3r 8
r i

ASA-MT~r !r i
ASA-MT~r 8!

ur2r 8u
22E d3r

r i
ASA-MT~r !Zi

r
2E d3r d3r 8

rcomp
ASA-MT~r !rcomp

ASA-MT~r 8!

ur2r 8u

12E d3r
rcomp

ASA-MT~r !Qi
ASA-MT

r
1Exc@r i

S#1r intexc~r int!~V i2V i
S!1mxc„r i

S~r iS!…DQi , ~17!
m-
the

ma-
wheremxc andexc are the exchange-correlation potential a
energy density, respectively. We have used a linear exp
sion to obtain the exchange-correlation energy which is v
for the case wherer i

S for r .r MT is slowly varying and large
compared to the electron density associated withDQi . We
continue following the standard MT and ASA procedure a
takeU (o) to be equal toUMad

(o) . They therefore cancel in Eq
~10! leaving the Madelung energy,11 explicitly,

WASA-MT@r#5(
i

Wi
ASA-MT@r#

1
1

2 (
i j

Qi
ASA-MTMi j Qj

ASA-MT . ~18!

At this point we have a fairly general form for the dens
functional that depends on the electron density only thro
r i

ASA-MT andQi
ASA-MT . The densityr i

ASA-MT depends on the
spherical average ofr(r ) and onDQi which has not, at this
point, been specified. Likewise the dependence ofQi

ASA-MT

on r(r ) has yet to be specified. It is convenient to define
cell charge,
n-
d

d

h

e

Qi
cell5E d3r r i

ASA-MT5Qi
S1DQi1r int~V i2V i

S!, ~19!

where

Qi
S5E

0

r iS
d3r r i

S~r !. ~20!

The sum over all sites of the cell charge gives the total nu
ber of electron is the system and is used to determine
Fermi level. The essence of the various spherical approxi
tions, ASA or MT, is the choice ofr iS and Qi

ASA-MT . The
ASA, whereDQi50 andr iS5r iWS, is derived by taking

lim
ASA

Qi
ASA-MT5Qi

ASA5Zi2Qi
cell . ~21!

It is easy to see that, in the ASA,rcomp50. One arrives at the
MT approximation, whereDQi50 andr iS5r iMT , by setting

lim
MT

Qi
ASA-MT5Qi

MT5Zi2Qi
cell1r intV i . ~22!
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This leads torcomp5r int. In order to benefit from the more
accurate description of the Madelung Coulomb energy in
MT approximation we follow the MT procedure and ma
the following definition:

Qi
ASA-MT5Zi2Qi

cell1r intV i . ~23!

This gives a Madelung energy that corresponds torcomp

5r int which is the same interstitial charge as in the MT ca
However, the major difference between the MT approa
and the ASA-MT approach is that the interstitial part of t
on-site Coulomb energy is calculated usingr int in the MT
approach, but usingr i

S in the ASA-MT approach.
We now turn our attention to the definition ofDQi . This

quantity is introduced as a means of assigning a physic
reasonable amount of charge to the cell densityrASA-MT. If
r S5r MT and all atoms are equivalent thenDQi is zero be-
cause the total number of electrons in the cell must equalZi .
However, if there are inequivalent atoms,DQi is given by

TABLE I. Calculated equilibrium lattice constantsa and bulk
moduli B0 for Cu, Ni, and Fe as compared with experimental da

a B0

~atomic units! ~Mbar!
Expt. ASA-MT Expt. ASA-MT

Cu 6.83 6.78 1.37 1.43
Ni 6.66 6.59 1.80 1.82
Fe 5.42 5.28 1.78 0.98
n
th
n
e

e

.
h

ly

the integrated difference over the interstitial volume of cei
between the electron density andr int. In the MT approxima-
tion the electron densities in the interstitial regions are giv
by the plane wave solutions for a constant potential,VMT that
match to the MST solutions on the surfaces of the M
spheres. We extend this definition to larger values ofr S by
defining,

DQi5qi2r int~V i2V i
S!, ~24!

where qi is the integral, of the square of plane wav
matched to the MST solutions atr S, from the sphere of
radiusr S to the WS cell boundary with the convention th
contributions to the integral insider S are negative and thos
from outsider S are positive. Asr S increases the magnitud
of qi is reduced because the volume of integration insider S
approaches the volume outside. Whenr S5r MT , for a given
self-consistent iteration, the Fermi energy is independen
whether or notDQi is set to zero because the sum of allDQi
is zero by construction. However, for other choices ofr S the
Fermi level and hence the eigenvalue sum will be affecte
each iteration. ReplacingDQi in Eqs. ~23! and ~19! by its
definition according to Eq.~24! we obtain

Qi
ASA-MT5Zi2Qi

S2qi1r intV i ~25!

and

Qi
cell5Qi

S1qi . ~26!

Using the definitions ofr i
ASA-MT , rcomp, andQi

ASA-MT in Eq.
~17! we find,

.

Wi
ASA-MT@r i #5E d3r d3r 8

r i
S~r !r i

S~r 8!

ur2r 8u
22E d3r

r i
S~r !Zi

r
2

6@r intV i
S#2

5r iS
14pr intQi

ASA-MTr iS
2 1Exc@r i

S#

1r intexc„r
int)~V i2V i

S!1mxc„r i
S~r iS!…DQi1DQi S DQi12~Qi

S2Zi !

r iS
D . ~27!
is

l

The requirement that the functional derivative of the e
ergy with respect to the electron density be zero gives
one-electron effective potential. There are two contributio
to theVeff . The first is from the derivative with respect to th
explicit spherical electron density,r i

S(r ), which gives a con-
tribution to the potential for allr inside r iS. The second
-
e
s

contribution comes from the derivative with respect tor int

which depends implicitly onr i
S(r ) for r ,r MT and therefore

contributes only to the potential inside the MT radius. Th
introduces a discontinuity in the effective potential atr MT ,
which must be dealt with explicitly in the solution of radia
wave equations. Using Eqs.~25! and ~14!, we can take the
bers
TABLE II. Shear moduli for Cu, Ni, and Fe calculated at the experimental lattice constants. All num
are in Mbar.

C112C12 C44

Exp MT ASA ASA-MT Exp MT ASA ASA-MT

Cu 0.47 0.36 20.48 0.36 0.75 1.60 20.96 1.56
Ni 0.99 0.85 0.03 0.83 1.25 2.21 20.65 2.11
Fe 0.96 1.08 0.63 1.04 1.12 1.63 20.93 1.54
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derivative with respect tor(r ) of the Coulomb parts of the
potential energy and obtain the electrostatic part of the
tential,

f i
ASA-MT5

dUASA-MT

dr i~r !
5E d3r 8

2r i
S~r !

ur2r 8u
2

2Zi

r
2Vi

0

2V1Q~r iMT2r !, r ,r iS, ~28!

whereVi
0 andV1 are constants,

Vi
05(

j
M i j Qj

ASA-MT14pr intr iS
2 2

2DQi

r iS
, ~29!

and

V15(
i

Vi1

V intVi15(
j

V iM i j Qj
ASA-MT1

4p

5
r intV i

Sr iS
2 14pr iS

2 Qi
ASA-MT

1~V i2V i
S!F4p

3
r intr iS

2 1
2Qi

ASA-MT

r iS
G . ~30!

Vi
0 is the potential at the origin from a lattice of point charg

in a compensating uniform background but with the con
bution from the uniform charge withinr iS subtracted and the
potential fromDQi added.V1 is from derivatives with re-
spect tor int and is a shift in the potential at the MT radiu
similar to the MT step in the case of the MT approximatio

The derivative with respect toqi involves the density in
the interstitial region and is site dependent. It can potenti
give contributions to the potential that are not spherical a
-

-

.

ly
d

are site dependent. Recall however, that the chargeqi is de-
rived from a sum of free electron solutions in a consta
potential,V̄i . The appropriate value of this constant is det
mined by minimizing the energy with respect toqi . Noting
that dUASA-MT/dqi5*d3r dUASA-MT/dr i

S(r )d(r 2r iS), we
obtain

V̄i5f i
ASA-MT~r iS!1mxc@r i

S~r iS!#. ~31!

This implies that the MST solution is to be referenced fro
a different constant potential for each site. This is incons
tent with determination of the eigenvalue sum within t
MST approach. However, we are at liberty to solve the M
equations with a site independent constant potential,V̄, and
afterwards correct the eigenvalue sum to any desired leve
perturbation in the difference betweenV̄ and V̄i . We chose
to include only first order perturbation corrections, and fu
ther choose the value ofV̄ that renders these to be zer
namely,

V̄5

(
i

qi V̄i

(
i

qi

. ~32!

Finally, collecting the pieces discussed above and set
the zero of energy for the potential toV̄ we have the
ASA-MT energy functional,

E@r#5TASA-MT@r#1UASA-MT@r#1Exc
ASA-MT@r#, ~33!

where
TASA-MT@r#5 (
e,EF

e2(
i
E d3r r i

S~r !Vieff~r !, ~34!

UASA-MT@r#5(
i

H 2E
0

r iS
d3r

r i
S~r !2Zi

r
12E d3r r i

S~r !E r

d3r 8
r i

S~r 8!

r 8
J 1(

i
H 2

6

5 (
i

@rcompV i
S#2

r iS

14prcomp(
i

Qi
ASA-MTr iS

2 1DQi S DQi12~Qi
S2Zi !

r iS
D J 1

1

2 (
i j

Qi
ASA-MTMi j Qj

ASA-MT , ~35!

and

Exc
ASA-MT5(

i
$Exc@r i

S#1r intexc~r int!~V i2V i
S!1mxc@r i

S~r S!#DQi%. ~36!

The exchange-correlation potential,mxc
ASA-MT@r i #5dExc

ASA-MT/dr i , is given by

mxc
ASA-MT@r i #5mxc@r i

S~r !#2mxc@r int#Q~r iMT2r !
V i2V i

S

V int
1mxc8 @r i

S~r !#
d~r 2r iS!

4pr iS
2

DQi . ~37!

The self-consistent effective potential is then,
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Vieff~r !5
22Zi

r
1

2

r E
0

r

d3r 8rS~r 8!12E
r

r iS
d3r 8

rS~r 8!

r 8
2Vi

02 FV11mxc~r int!
~V i2V i

S!

V int GQ~r iMT2r !1mxc@r i
S~r !#2V̄

1mxc8 @r i
S~r !#

d~r 2r iS!

4pr iS
2

DQi , ~38!

wheremxc8 (x) is the derivative ofmxc(x) with respect tox. This completes our derivation of the new energy functional. The
term in the effective potential involving a delta function atr 5r iS is neglected in our calculations. This term introduces a sm
change in the phase shifts of the corresponding spherical potentials.

In the calculations described below in which we usedr S5r WS, we haveDQi5qi , and the energy becomes

E@r#5 (
e,EF

e2(
i
E d3r r i

S~r !Vieff~r !1(
i

H 2E
0

r iWS
d3r

r i
S~r !2Zi

r
2

2Ziqi

r iWS
12E d3r r i

S~r !E r

d3r 8
r i

S~r 8!

r 8
J

1(
i

H 2qiQi
S1qi

2

r iWS
2

6

5

@rcompV i #
2

r iWS
14prcompQi

ASA-MTr iWS
2 J 1(

i
$Exc@r i

S#1mxc„r i
S~r WS!…qi%

1
1

2 (
i j

Qi
ASA-MTMi j Qj

ASA-MT , ~39!

where

Vieff~r !5
2

r E0

r

d3r 8rS~r 8!12E
r

r iWS
d3r 8

rS~r 8!

r 8
2

2Zi

r
2Vi

02V1Q~r iMT2r !1mxc@r i
S~r !#2V̄ ~40!
s
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Qi
ASA-MT5Qi

S1qi1r intV i2Zi . ~41!

We note that the ASA-MT approach actually represent
spectrum of approximations, according to the choice ofr S,
since there is no restriction within the approach on the va
of r S. At one end of the spectrum, whenr S5r WS, we can
setDQi50 and have essentially a conventional ASA. In th
case, the above derivation provides a variational ene
functional for the ASA. It is interesting to note that from th
derivation the zero scale of the energy in the ASA is n
arbitrary, but is determined by Eq.~32!, which in the ASA
limit is simply the weighted average of the ASA potential
r WS over all atoms. Only with this choice of the energy ze
the variational property of the total energy is maintained.

III. APPLICATIONS

To test our theory, we calculated the second order ela
constants of Cu, Ni, and Fe. Although the ASA usually giv
reasonable bulk moduli, it is known to give negative sh
modulus for many systems. On the other hand, MT appro
mation typically gives fair elastic constants for transiti
metals.5 We used the LSMS to calculate the equilibrium la
tice constants, bulk modulus~at the experimental lattice con
stants!, B0, and the shear moduli at experimental lattice co
stantsC112C12, andC44, for Cu, Ni, and Fe. The results ar
compared with the experimental values in Tables I, II, a
III. As in a typical LDA calculation, the error in the bulk
modulus varies from 10% to 50%. We have tabulated o
the ASA-MT values of the bulk moduli because th
ASA-MT agrees almost exactly with both the MT and AS
a

e

y

t

t

tic
s
r
i-

-

d

y

The bulk modulus from ASA-MT for Fe appears to be su
prisingly small. This is because at the experimental latt
constant the LDA gives a moment that is too large (2.34mB
for the ASA-MT!. At the ASA-MT equilibrium lattice con-
stant, of 5.28 atomic units, the moment is 2.14mB and the
bulk modulus is 2.04 MBar. The lattice constant, mome
and bulk modulus agree very well with the MT results
Moruzzi et al.12 The error inC112C12 is reasonably small,
while the calculated values forC44 are consistently off by
almost a factor of two. The ASA-MT approach gives esse
tially the same values as the MT forC112C12 andC44 for all
materials, but the ASA gives mostly negative values, as
pected. We speculate that the error in the ASA-MT values
C44 is due mostly to the nonspherical charge distributio
since a full potential method such as FLAPW usually giv
much more accurate values forC44.

Another test of the method is to calculate the vacan
formation energy. This is usually calculated using the AS
since the MT approximation does not treat the charge tra
fer associated with vacancies very well. We calculated
vacancy formation energy of Cu for an unrelaxed lattic

TABLE III. Vacancy formation energy for Cu compared to th
experimental value, and the calculated charge on the vacancy
Note the calculated values are for unrelaxed lattices. The ch
transfer in parentheses for the MT case is before the interst
average is taken.

Exp MT ASA ASA-MT

Vacancy energy 1.3 eV 4.3 eV 2.8 eV 2.4 eV

Vacancy charge — 21.133 (20.876) 20.848 20.857
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using the MT approximation, the ASA, and the ASA-M
approach. The results are listed in Table III and are co
pared with the experimental value.13 In this table we also
compare the amount of charge on the vacancy site given
three methods. It is evident that the ASA and the ASA-M
results are very close in this case, and both are significa
better than the MT value. The remaining difference betwe
the ASA-MT value and the experimental value is proba
from nonspherical charge effects~especially the dipole
terms! and energy due to lattice relaxation. The comparis
d
2

S
,

-

by

tly
n

n

of the vacancy charge highlights the fact that the ASA-M
approach yields a charge density that is significantly close
the ASA charge density than the MT one.
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Excitonic Effects in Core-Excitation Spectra of Semiconductors
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Core-electron excitation spectra are used widely for structural and chemical analysis of materials,
but interpretation of the near-edge structure remains unsettled, especially for semiconductors. For the
important Si L2,3 edge, there are two mutually inconsistent interpretations, in terms of effective-mass
excitons and in terms of Bloch conduction-band final states. We report ab initio calculations and show
that neither interpretation is valid and that the near-edge structure is in fact dominated by short-range
electron-hole interactions even though the only bound excitons are effective-mass-like.

PACS numbers: 71.35.Gg, 71.20.Mq

Excitations of electrons from core levels to available
empty states are the key ingredient of several powerful
spectroscopies that probe the electronic and atomic struc-
ture of bulk solids, surfaces, and interfaces. The energy
thresholds for such core excitations are unambiguous sig-
natures of the chemical identity of the elements that are
present [1], while small shifts in the thresholds are in-
dicative of different bonding coordination or charge state
[2]. Because core levels are dispersionless, the spectra re-
flect the available excited states. Interpretation of these
spectra, however, has been a very difficult task because
electron-hole correlations may produce bound excitons be-
low the band edge and also distort the continuum spec-
trum. The task has been complicated by several factors:
broadened excitons merge with continuum excitations so
that they cannot be unambiguously distinguished, band-
threshold calculations are not sufficiently accurate, and the
inclusion of excitonic effects in theoretical spectra was un-
til recently [3] pursued only in limiting cases [4–7].

In the early 1970s, calculated conduction-band densi-
ties of states of ionic solids were compared with measured
x-ray absorption spectra by treating the band threshold as
a free parameter. It was concluded that the spectra could
be interpreted in terms of band final states without exci-
tonic effects [8]. Subsequently, it was shown that band
thresholds could be established by a combination of x-ray
photoemission and optical absorption data, leading to con-
clusions that excitonic effects in fact dominate the spectra
[9]. Since then, it appears that the freedom to adjust the
band threshold has been reintroduced, leading to mixed re-
sults about the role of excitonic effects in both insulators
and semiconductors [6,7,10–12]. Calculations that use the
Z 1 1 approximation for excitons (modeling a core hole
as an additional proton on the nucleus, i.e., increasing by
one the atomic number of the atom being excited) have
also produced mixed results [6,7]. More recently, Shirley
[3] reported calculations of x-ray spectra of several mate-
rials by treating electron-hole interactions explicitly using
the Bethe-Salpeter equation and demonstrated that large
excitonic effects are present.

For semiconductors, the role of excitons in core spectra
has been particularly controversial. Though calculations
including the effect of core-holes demonstrated substantial
excitonic effects in several systems [13], the issue is far
from settled. The best illustration of the problem is pro-
vided by the Si L2,3 edge, namely, transitions from the 2p
core level (which is split into 2p1�2 and 2p3�2 levels) that
the spectrum is a superposition of two virtually identical
spectra separated by a small energy). When Brown and
Rustgi [14] first reported the x-ray absorption (XAS) spec-
trum in 1972, they compared it with the calculated total
conduction-band density of states (DOS) and noted that
the latter could not account for the observations. The DOS
exhibits a slow rise to a broad peak �2 eV above thresh-
old, whereas the observed spectrum exhibits a very steep
rise and then a relative flattening. The same year, Altarelli
and Dexter (AD) [4] incorporated excitonic effects in the
effective-mass approximation on the basis that a core hole
in Si resembles a shallow P impurity and obtained a steep
initial rise in agreement with the data. In 1989, Weng
et al. [11] revisited the issue and pointed out that one
should compute a projected DOS (PDOS) because, by
symmetry, 2p electrons sample only the s-like and d-like
components of the final states. They computed the pro-
jected DOS for Si and compared it with electron-energy-
loss spectra (EELS) [12]. They concluded that they could
account for the observed spectra without any excitonic ef-
fects. So far no reconciliation of these contradictory points
of view has been proposed. In subsequent work, Batson
[15,16] claimed that a model band structure combined with
AD-like excitonic effects can be used to fit the experimen-
tal data with high accuracy.

In this paper we present a series of calculations in terms
of which we show that both of the above conflicting inter-
pretations of the Si L2,3 spectra fail to capture the correct
physics. We then report ab initio calculations of the ac-
tual core-excitation spectra with and without the effect of
the core hole and establish that the near-edge structure of
the observed spectra is dominated by short-range electron-
hole effects produced by the “central cell” part of the
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electron-hole potential. Effective-mass excitonic effects
due to the long-range screened Coulombic potential play
a secondary role. Thus, the dominance of short-range ex-
citonic effects is likely to occur in other semiconductors
and, even more so, in insulators where screening is far less
effective.

First, we address the two conflicting interpretations of
the Si L2,3 spectrum. We note that the PDOS used by
Weng et al. [11,12] is in fact not very different from the
total DOS used by Brown and Rustgi. In Ref. [11], Weng
et al. arrived at their conclusion by comparing the PDOS
only with EELS spectra which have a much larger intrin-
sic broadening than XAS spectra (part of it is instrumental
and part is caused by smaller electron and hole lifetimes in
an EELS experiment because of the much higher particle
densities). The slow rise of the PDOS definitely cannot ac-
count for the steep rise in the XAS spectrum. Furthermore,
in order to match the PDOS with the EELS spectrum, one
must assume a band threshold at 99.0 eV, significantly
lower than the XAS threshold of 99.8 eV, which agrees
with the photoemission data of Himpsel et al. [2]. In
Ref. [12], Weng et al. shifted the theoretical spectrum by a
smaller amount and compared with higher-resolution data,
but agreement between experiment and theory is not satis-
factory for either the initial rise or the position of the first
peak. Overall we conclude that the PDOS cannot provide a
consistent interpretation of all the relevant data. As further

FIG. 1. Experimental and theoretical x-ray absorption spectra
of the Si L2,3 edge. Thick curve: experiment (Ref. [14]);
solid curve: full calculation including electron-hole interactions
with a self-consistent hole orbital; dashed curve: calculation
using the Z 1 1 model; dotted curve: calculation of excitation
spectrum without electron-hole interactions; dash-dotted curve:
effective-mass (parabolic band) spectrum without electron-hole
interactions; long-dashed curve: effective-mass spectrum with
hydrogenic excitonic effects as first done by Altarelli and
Dexter (Ref. [4]).

confirmation of this conclusion we computed the actual
x-ray absorption spectrum without electron-hole interac-
tions, which is what PDOS is supposed to approximate.
The calculations were performed using an all-electron en-
ergy-band code (full-potential linearized augmented plane
wave method [17]). The resulting spectrum is shown in
Fig. 1 using a threshold of 99.8 eV. The absolute magni-
tude of the absorption coefficient has not been adjusted. It
is clear that spectra calculated without electron-hole in-
teractions are in poor agreement with the experimental
spectrum.

Altarelli and Dexter [4] accounted for the Brown-
Rustgi spectrum in terms of effective-mass excitons. The
authors confined their attention to only the first 1 eV
or so where the effective-mass approximation for the
conduction-band density of states is valid. They adjusted
the matrix element for transitions from the 2p core level
to Bloch functions at the bottom of the conduction band
and demonstrated a good fit to the near-edge experi-
mental data. They argued that the resulting value of the
matrix element is plausible. In Fig. 1 we show AD-like
spectra using a matrix element extracted from the same
calculation that produced the dotted curve. The dash-
dotted line represents the case without effective-mass
excitonic effects (i.e., the density of states multiplied by
the matrix element) whereas the long-dashed line includes
these effects. It is clear that, despite the initial steep
rise, the AD spectrum cannot account for the observed
spectrum. Note that one cannot invoke rescaling of the
matrix element to bring the AD spectrum in agreement
with the observed spectrum because the effective-mass
excitonic correction is in principle tied to the initial rise
of the calculated band spectrum (dotted curve in Fig. 1).
Rescaling of this initial portion of the spectrum would
require severe energy-dependent rescaling in the opposite
sense at higher energies.

In principle, inclusion of electron-hole interactions in
the excitation spectrum requires solution of the Bethe-
Salpeter equation, as recently carried out both for valence
and core-excitation spectra in a pseudopotential framework
[3,18]. For core spectra, however, the hole is completely
localized on a single atom so that the Bethe-Salpeter equa-
tion can be reduced to a single-particle calculation: For the
Si L2,3 edge, we impose a 1s22s22p5 configuration on
one of the atoms of a large supercell and maintain that
configuration throughout the self-consistency cycle of an
all-electron calculation. We then calculate the correspond-
ing one-electron excitation spectrum between the core state
[19] and the available empty states that now reflect the ef-
fect of electron-hole interactions. The well-known Z 1 1
model invokes an additional approximation in that it re-
places the core hole by an extra proton on one of the nuclei
in the supercell. Otherwise, the two types of calculations
are identical in all respects. In both cases, there is an elec-
tron in the otherwise empty states above the valence bands
that now reflect the presence of the hole or extra proton.
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We have performed calculations using (a) a self-
consistent hole in the core and (b) the Z 1 1 model
as described above. We employed supercells of 16, 32,
and 64 atoms to test the convergence of the results. The
differences between 32-atom and 64-atom results are very
small. In addition to the spectrum, the calculation with the
explicit core hole allows us to determine band threshold
by subtracting the total energies of the initial (perfect
crystal) and final (excited crystal) states. This threshold
in principle would allow a positioning of the theoretical
spectrum on the same energy axis as the experimental
spectrum. The theoretical threshold is 100.4 eV, very
close to the threshold extracted from both the XAS
spectra [14] and photoemission spectra [2] experimental.
Because of the theoretical error bar that may easily be of
order 1 eV, we display the theoretical spectra using the
experimental value for the threshold.

In Fig. 1 we show the results from a full-core-hole calcu-
lation and a Z 1 1 calculation. We compare with the XAS
spectra of Brown and Rustgi [14]. No adjustment has been
made in the absolute value of the spectrum. The agreement
between the full-core-hole calculation and experiment is
indeed remarkable and is in sharp contrast to the other two
approximations, namely, no electron-hole interactions and
only effective-mass electron-hole interactions. The agree-
ment is particularly good in the first two eV or so. The
small-scale structure in the dropoff after the first peak is
not reproduced in detail, which can be traced to numeri-
cal problems (convergence is very slow with number of k
points in the Brillouin zone) and the well-known limita-
tions of the local-density approximation in getting all the
details of the conduction bands right. We further see that
the Z 1 1 approximation produces an excellent spectrum
except for a scaling factor. Finally, the extended Coulomb
tail, which is left out in a supercell calculation, in principle
produces effective-mass excitons with very small binding
energy and further steepening of the initial rise of the spec-
trum as it does in the AD effective-mass calculation. As
Fig. 1 illustrates, any such additional effect will be only a
small correction.

The net conclusion is unambiguous that the central-
cell potential produced by the core hole has a substantial
effect on the continuum final states, even though the long-
range Coulombic tail produces only very shallow hydro-
genic bound excitons. The origin of this effect can be
traced to the fact that a short-range potential perturbs the
conduction-band continuum by introducing broad reso-
nances [20] (a similar effect is predicted for small quantum
dots embedded in a bulk semiconductor [21]). Because
the central-cell potential is relatively weak, these reso-
nances do not descend into the band gap to produce deep
states (a sulfur impurity, for which the central-cell poten-
tial is roughly double that of phosphorus, in fact causes an
s-like deep state [20]). Thus, if it were not for the screened
Coulombic tail of the potential, the extra electron of a P
impurity would simply occupy the lowest conduction-band

Bloch state that is largely unaffected by the central-cell po-
tential. The screened Coulombic tail, however, binds it into
hydrogenic effective-mass shallow levels. These results
also suggest that core spectra from P impurities would re-
sult in strongly bound excitons below the continuum spec-
trum [22].

The all-electron calculations of core-excitation spectra
are demanding even with high-performance parallel com-
puters. Similar calculations would be even more demand-
ing for SiO2 and much worse for more complex systems
such as the Si-SiO2 and SiC-SiO2 interfaces [23]. The pre-
ferred experimental method is EELS because of its spatial
resolution [24]. Theoretical EELS spectra need not be as
accurate as XAS spectra because of the increased broad-
ening. For these reasons, we investigated the suitability
of simply using projected densities of states of the rele-
vant Z 1 1 system instead of doing the full x-ray absorp-
tion calculation. One advantage of such an approach is the
ability to use pseudopotential codes that are generally more
efficient. The one ambiguity in such a calculation is the
relative contributions of the s-projected and d-projected
densities of states. Our full calculations for the Si L2,3
spectrum in crystalline Si yield a s�d ratio of 1.1. We
used this ratio with projected densities of states computed
with a first-principles ultrasoft pseudopotential code [25].
The resulting spectrum, suitably broadened for an EELS
spectrum is shown in Fig. 2. Agreement between experi-
ment and theory is satisfactory.

In summary, we have demonstrated that short-range
electron-hole interactions dominate the core-excitation
spectrum of the L2,3 edge in Si. These results have

FIG. 2. Experimental and theoretical EELS spectra. Thick
curve: experimental curve obtained with a VG Microscope
HB501 UX using 100 kV acceleration voltage and collection
semiangle of 13 mrad; solid curve: theoretical spectrum using
the PDOS as described in the text.
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profound implications for other semiconductors and
especially for insulators for which dielectric screening is
weaker, resulting in even stronger core-hole potentials.
It is, therefore, imperative to avoid a free adjustment
of theoretical band spectra on the energy axis, claiming
agreement with data and hence no excitonic effects. Clear
conclusions about the role of electron-hole interactions
require at least Z 1 1 calculations and/or determination
of the band threshold using photoemission data.
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Bonding Arrangements at the Si-SiO2 and SiC-SiO2 Interfaces and a Possible Origin
of their Contrasting Properties
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We report ab initio calculations designed to explore the relative energetics of different interface bond-
ing structures. We find that, for Si (001), abrupt (no suboxide layer) interfaces generally have lower
energy because of the surface geometry and the softness of the Si-O-Si angle. However, two energeti-
cally degenerate phases are possible at the nominal interface layer, so that a mix of the two is the likely
source of the observed suboxide and dangling bonds. In principle, these effects may be avoidable by
low-temperature deposition. In contrast, the topology and geometry of SiC surfaces is not suitable for
abrupt interfaces.

PACS numbers: 68.35.Ct, 68.35.Bs, 81.65.Mq, 82.65.Dp

A key component of metal-oxide-semiconductor field-
effect transistors (MOSFETs) is the semiconductor-oxide
interface. The predominance of Si in microelectronics is
due primarily to the properties of the Si-SiO2 interface,
which can easily be made very abrupt (minimal suboxide
layer) and smooth (minimal steps) with a minimal den-
sity of point defects [1]. As scaling laws are pushing
the technology to ultrathin SiO2 layers, understanding and
control of the interface on the atomic scale remain open
challenges. For power MOSFETs, a semiconductor with
a wider band gap is preferred. SiC, whose native oxide
is also SiO2, is one of the options, but efforts to develop
SiC-based MOSFETs have been thwarted by poor-quality
SiC-SiO2 interfaces.

The abruptness and smoothness of the Si-SiO2 interface
are puzzling because SiO2 is amorphous. In addition, O
has a high solubility and diffusion constant in Si. In con-
trast, O is not known to be an abundant impurity in SiC,
and a recent calculation finds that O has very low solubil-
ity in SiC [2]. Yet, SiC interfaces are generally found to
be rough for MOSFETs. Photoemission [3] has provided
information on bonding arrangements at the Si-SiO2
interface while microscopy and theory led to several
interface models [4–10]. Total-energy calculations have
accounted for the observed low density of interface point
defects [11] and have found that, during thermal oxidation,
lateral growth is preferred [10]. Yet, the mechanisms that
control abruptness and smoothness remain an open issue
that is critical for the ultimate control of ultrathin gate
oxides.

In this Letter, we address the mechanisms that control
abruptness at the Si-SiO2 and SiC-SiO2 interfaces. In the
case of the Si (001) surface, a set of judiciously chosen
ab initio calculations suggest that abrupt interfaces gen-
erally have lower energy. The origin of this result can
be traced to the softness of the Si-O-SiO2 angle and the
particular geometry of this surface, which imposes order

in the nominal interface layer (NIL). These effects make
suboxide bonds energetically costly, thus setting the stage
for potentially perfect interfaces, except for entropic con-
siderations that normally introduce defects (in this case,
suboxide bonds) to lower the free energy at finite tem-
peratures, as is true of “perfect” crystals. Unfortunately,
however, two distinct but energetically degenerate ordered
structures are possible at the NIL. Inevitably, the NIL of
real Si-SiO2 structures is made of two types of domains.
It is these domain boundaries, plus entropy effects within
domains, that are the likely cause of the observed sub-
oxide [3] and dangling bonds [12]. Thus, theory sug-
gests that the high quality of Si-SiO2 interfaces can be
traced to processing choices, made empirically, that en-
able large single domains to form. It may, therefore, be
possible to further suppress suboxide bonds, steps, and
dangling bonds with low-temperature nonequilibrium de-
position techniques that avoid entropic effects. In contrast,
in the case of SiC, neither the (0001) surface of the hex-
agonal phase nor the (001) surface of the cubic phase
offer a suitable geometry and bond lengths for abrupt
models. Geometry alone suggests that suboxide bonding
is inevitable.

The calculations were carried out using state-of-the-art
codes based on density functional theory, the local-density
approximation for exchange correlation, ultrasoft pseudo-
potentials, and plane waves [13]. The energy cutoff for the
plane waves was set at 380 eV, as determined by extensive
convergence studies. Integrations over the Brillouin zone
were done using the Pack-Monkhorst scheme with two
k-points in the relevant irreducible wedge. The supercells
differed in size as described below. All of them had 7–9
Si layers separating the SiO2 layers. In all cases, all the
atoms and the z dimension of the supercell were allowed
to relax to equilibrium values.

Though several bonding arrangements have been
proposed for the Si-SiO2 interface, comparisons of their
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relative total energies have not been possible so far. Most
of the earlier work sought to match a Si substrate with a
crystalline form of SiO2. We approached the problem from
a different perspective, namely, layer-by-layer deposition,
leaving open the possibility that, after several layers, the
film may turn out to be one of the known crystalline poly-
morphs. We emphasize at this point that we are describing
a model construction process to obtain models whose rela-
tive total energies can be computed and compared. We
will discuss the feasibility of achieving such a process in
practice later in the paper.

It is well known that the (001) Si surface undergoes re-
construction by forming rows of dimers, eliminating half
of the dangling bonds. Insertion of an O atom in a dimer
leads to a stable configuration [6]. We investigated order-
ing of Si-O-Si bridges and found that rows [Fig. 1(a)] and
a checkerboard pattern [Fig. 1(b)] have the same energy
(the difference, 0.02 eV per Si-O-Si is smaller than the
numerical error bar). The basic reason for this equality is
that, in both patterns, every surface Si atom takes part in
one Si-O-Si bridge and has one dangling bond. Since a
Si atom cannot take part in bridges on both sides because
of the bond length values, a random pattern of Si-O-Si
bridges would lead to a highly defective interface. Do-
mains separated by NIL domain boundaries or steps are
the only alternative to a single pattern. We will first exam-
ine deposition of SiO2 on each of the two distinct patterns
and then examine domain boundaries.

The next step in our gedanken layer-by-layer depo-
sition is to connect the remaining dangling bonds (one
per atom) with longer bridges such as the following: (a)
bridges containing one extra Si atom, namely, Si-O-Si-Si
or Si-O-Si-O-Si; the first of these corresponds to subox-
ide bonding; (b) bridges containing two extra Si atoms,

FIG. 1. Ordered structures on a Si (100) surface with half-
monolayer O coverage. (a) Rows and (b) checkerboard pattern
of Si-O-Si bridges. All atoms have a dangling bond.

namely, Si-O-Si-O-Si-Si or Si-O-Si-O-Si-O-Si; again, the
first of these corresponds to suboxide bonding.

Clearly, one can proceed with a random combination
of such bridges to build an amorphous oxide [14]. In or-
der to gain insights into energetically preferred bonding
arrangements, we explored ordered structures containing
only one type of long bridge at a time. We were able
to form several superstructures. Each type of long bridge
yields patterns that are reminiscent of bonding in different
crystalline polymorphs. In addition, we inserted an addi-
tional one or two “bulk” layers within the SiO2 film with
bonding patterns reminiscent of b quartz, a cristobalite,
and b tridymite. All three of them can be connected to the
checkerboard pattern, but only tridymite can be connected
to rows. Several of the resulting superstructures are shown
in Fig. 2. We note that the ideal interface has a NIL in
which all Si atoms are in the Si21 oxidation state without
any Si11 or Si31 states. In contrast, every suboxide bond,

FIG. 2. Examples of Si-SiO2-Si superstructures with one [(a),
(b)] and two [(c), (d), (e)] oxide layers. The left panels are
abrupt interfaces; the right panels have suboxide bonding.
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TABLE I. Interface energies for studied structures. The numbers shown correspond to the sum of the two interface energies for
each superstructure, normalized per 1 3 1 cell of the Si surface. For the structures with crystalline interlayer, the strain energy of the
interlayer was subtracted as described in the text. Q stands for quartzlike bonding (the c axis of quartz lies along the [100] axis of
Si). C stands for cristobalitelike bonding, and T stands for tridymitelike bonding. Interfaces I and II correspond to the checkerboard
pattern of short bridges; III and IV to rows.

Interface energy (eV)Superstructure
1 layer 2 layers 3 layers

Si�IS�Q�IS�Si 2.1 2.2 2.0

Si�IS�C�IS�Si 2.8 2.9
Interfaces with
suboxide layer

Si�IIIS�T�IIIS�Si 2.0 2.0 1.8

Si�I�Q�I�S 1.3 1.4 1.4

Si�I�C�I�Si 2.1 1.8

Si�II�T�II�Si 1.7 1.7 1.8

Si�III�T�III�Si 1.7 1.5 1.5

Abrupt interfaces

Si�IV�T�IV�Si 1.4 1.5 1.4

as defined here, corresponds to a pair of Si11 and Si31

states, so that our model interfaces with 50% suboxide
bonds correspond to a 1:1:1 ratio of oxidation states. This
happens to be the observed ratio. We would need signi-
ficantly larger supercells, beyond current capabilities, to
study models with other ratios of oxidation states. Nev-
ertheless, our calculations will be informative about the
energetics and origins of suboxide bonding.

Calculation of the total energies of the superstructures
described above enables us to extract and compare “in-
terface energies.” We first compute the total energy of the
relaxed superstructure and then subtract N´ 1 N 0´0 where
N and N 0 are the number of Si-Si and Si-O-Si bonds, re-
spectively, in the superstructure, and ´ and ´0 are the corre-
sponding energies per bond in perfect Si and SiO2 crystals
(b quartz, the lowest-energy form). In the cases that con-
tain the extra SiO2 interlayer(s), we subtracted the strain
energy of the oxide, which was estimated by using suit-
ably stressed perfect crystals (it ranges from 0.0 to 0.5 eV
for one to three layers). This construction enables for the
first time the extraction of the excess interface energy in
different interface bonding structures.

The calculated interface energies are shown in Table I.
We note that they are of the same order as those of grain
boundaries [15], suggesting that these ordered interfaces
are not unrealistic. Furthermore, the interface energy is al-
ways higher in all interfaces with suboxide bonding. Since
the effect is true independent of whether the oxide is in
compression (tridymitelike) or tension (cristobalitelike or
quartzlike), we conclude that the result is quite general,
though a truly amorphous structure may allow additional
relaxations. There is a simple explanation for this re-
sult: Si-Si bonds cannot be bent very easily, whereas
Si-O-Si bridges have a soft angle at the O atom and pivot
quite freely about the O (Fig. 3). Thus, they can be both
stretched and bent with minimal energy cost. For the
model interfaces studied so far, the results of Table I show

that insertion of O atoms in the suboxide Si-Si bonds al-
ways lowers the energy. We have, therefore, identified a
mechanism that tends to make the Si-SiO2 interface abrupt.
We note further from Table I that suboxide bonding is most
favored when the local SiO2 structure is tridymitelike.

Before we consider interface domains and steps, we
note from Table I that quartzlike and tridymitelike bond-
ing are energetically preferred. Furthermore, quartzlike
bonding entails tension along the c axis [parallel to the Si
(100) direction], whereas tridymitelike bonding entails bi-
axial compression. The best choice, therefore, would be to
have a checkerboard interface with a coexistence of small
quartzlike and tridymitelike domains to counterbalance the
overall strain. Because of the large strain in the bulk, iden-
tifiable phase domains are not likely, in favor of “intimate
phase mixing,” in effect amorphous bonding. Such cells
can probably be constructed, but calculations would have
to wait for even higher-performance computers.

We now consider the effect of interface domain bound-
aries and steps. The NIL atomic arrangements of do-
main boundaries that run parallel to the interface Si-O-Si
bridges do not contribute any energy cost because every

FIG. 3. Schematic illustration of the pivoting relaxation al-
lowed by the Si-O-Si bridges. In addition, the Si-O-Si bridge
can be easily stretched because the angle at the O atom is soft.

945



VOLUME 84, NUMBER 5 P H Y S I C A L R E V I E W L E T T E R S 31 JANUARY 2000

Si atom is still taking part in only one such bridge (see
Fig. 1). Domain boundaries in any other direction, how-
ever, inevitably result in a . . . SLSXLSLS . . . sequence of
short (S) and long (L) bridges, where X denotes a frus-
trated bridge (must be both S and L to satisfy both sides).
If an ideal NIL is retained, such domain boundaries are
lines of dangling bonds. Using stick-and-ball models, we
found that reconstruction is very easy if suboxide bonds are
allowed. Calculations are not feasible, but it is safe to con-
clude that such “suboxide intrusions” would be energeti-
cally preferred over dangling bonds. Thus, whereas we
found that suboxide bonds are energetically costly within
domains, they form naturally at domain boundaries. Each
such suboxide bond, however, does not necessarily cor-
respond to a pair of Si11 and Si31 oxidation states any
more. In agreement with the theory of Ref. [11], it seems
that dangling bonds are accidental defects and can poten-
tially be suppressed by nonequilibrium deposition.

Steps require even larger calculations to assess quanti-
tatively, but they are fundamentally suboxide intrusions.
The pivoting relaxation mechanism of Fig. 3 suggests that
steps are not favored, but calculations are not feasible so
that no definitive conclusion can be drawn. The results of
Ref. [10] regarding lateral growth are consistent with this
notion.

Putting all the above considerations together, we con-
clude the following: The Si (001) surface imposes order at
the interface layer requiring either rows or a checkerboard
pattern of Si-O-Si bridges. Furthermore, the unique con-
trast between Si-Si and Si-O-Si bonds exerts a powerful
force to keep the interface abrupt and smooth. Suboxide in-
trusions corresponding to the observed Si11 and Si31 oxi-
dation states are most likely within domains for entropic
reasons and at domain boundaries between two ener-
getically degenerate interface structures (rows and
checkerboad pattern). It appears, therefore, that a subox-
ide layer can, in principle, be avoided if conditions are
found to grow large interface domains at low temperatures,
e.g., by atomic layer epitaxy.

We close the discussion of Si by commenting briefly
on the feasibility of fabricating Si-SiO2-Si superstructures
that could lead to revolutionary Si-based devices, such as
single-electron transistors. Our calculations suggest that
metastable ordered structures can be formed layer by layer
if one starts with a checkerboard pattern of Si-O-Si bridges.
Thus, a Si-SiO2-Si superstructure may be realizable. It
is a major challenge to practitioners of atomic-layer epi-
taxy because the structures are metastable (O would like to
penetrate the Si substrate as in thermal oxidation), requir-
ing a nonequilibrium pathway, but the rewards would be
enormous.

In contrast to Si (001), in the Si-terminated cubic SiC
(001) surface, the distance between dangling bonds is
�3 Å, so that one can easily insert an O atom between all
pairs [i.e., have an O in both the “black” and “white” sites
of the checkerboard pattern of Fig. 1(b)]. All dangling
bonds are then saturated and growth is terminated. The

same total-saturation effect is favored by geometry in the
(0001) surface of hexagonal SiC and has been observed
experimentally [16]. Careful examination of the hexagonal
SiC (0001) surface revealed several other modes of total
saturation, but no bonding arrangements that yield abrupt
and smooth interfaces. Suboxide bonds seem inevitable.
Such structures have been constructed, but the cells are too
large for practical calculations. Visual inspection of the
models suggests that elimination of the suboxide bonds
is unlikely because of severe geometric constraints. We
conclude that geometric consideration alone imply that
suboxide bonds, either isolated or in the form of steps, are
inevitable at SiC-SiO2 interfaces.
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Molecular imprinting involves arranging monomers of poly-
merization synthesis around a template molecule so that com-
plexes between the monomer and template molecules are formed.1-7

Subsequent polymerization of the monomer molecules results in
trapping template molecules in a highly cross-linked amorphous
polymer matrix. Extraction of the imprint molecules leaves a
predetermined arrangement of ligands and a tailored binding
pocket. Such imprinted polymers have been used to mimic
antibody functions, to resolve racemates, and to separate mixtures
of metal cations.1 Thus far, the organization of precursor
monomers has been achieved mainly ininhomogeneousorganic
polymer matrices, with little control over structural parameters,
such as pore sizes and surface areas. Here, we report the first
synthesis of imprinted hybrid sorbent materials with precise
control of not only adsorption sites but also pore structures. The
concepts behind our multilevel imprinting are as follows. Surf-
actant micelles and metal ions both act as templates in these
hierarchically imprintedsorbents. The metal ion and the surfactant
are removed from the silica matrix via acid leaching and ethanol
extraction, respectively. This results in the formation of different-
sized imprints within the silica matrix, each with a specific
function. On the microporous level, the removal of the metal ion
from the complex leaves cavities (1-3 Å) that exhibit ionic
recognition. These pores give the sorbent enhanced selectivity
for the given ion. On the mesoporous level, the removal of the
surfactant micelles results in the formation of relatively large,
cylindrical pores (diameter 25-40 Å) that give the gel an overall
porosity which includes large surface areas and excellent metal
ion transport kinetics.8-16 This combination of high capacity and
selectivity, coupled with fast kinetics,17 makes these materials ideal
candidates for many applications. Because the whole process
utilizes template or imprinting synthesistwice and on different-
length scales, it can be viewed as a hierarchical double-imprinting
process.

Recently, Yanget al.,18 and Schachtet al.19 have demonstrated
the hierarchical organization of three-dimensional structures pat-
terned over multiple-length scales (10 nm to several micrometers)
through the combination of micromolding and cooperative as-
sembly of inorganic sol-gel species with amphililic triblock
copolymers. Hollandet al.20 reported the synthesis of porous
materials with simultaneous microscale and macroscale orders.
To our knowledge, structures on the mesoscale and microscale
with a hierarchical organization have yet to be synthesized. Our
work reported here bridges this gap by combining molecular-
scale imprinting and mesophase template synthesis with surfac-
tants. These materials should find extensive applications in sensors
and separations.

To illustrate the potential of this double-imprinting methodol-
ogy, Cu2+-selective, ordered mesoporous sorbents were chosen
to demonstrate the basic principles. An extensive literature
study21,22already exists concerningsingly imprinted polymers for
copper separations. The synthetic procedure to produce doubly
imprinted sorbents is similar to that of co-assembling synthesis.11-15

The bifunctional ligand used to complex the Cu2+ template is
3-(2-aminoethylamino) propyltrimethoxysilane, H2NCH2CH2-
NHCH2CH2CH2Si(OMe)3 (aapts). The ethylenediamine group in
this ligand is known to form strong bidentate dative bonding with
many metal ions. The imprinting complex precursor used in this
study is Cu(aapts)2

2+, which was synthesized by standard literature
procedures.23 The typical procedure involves mixing cetryltri-
methylammonium bromide (CTAB), tetraethylothosilicate (TEOS),
Cu(aapts)22+, water, and base (NaOH) in relative molar ratios of
0.12:1.0:0.15:130:0.7. The mixture is heated and stirred at 100
°C for 24 h. The solid blue product is then recovered by filtration.
This is then refluxed in ethanol/HCl to extract the surfactant
templates with ethanol and to strip the copper-ion templates by
protonation of the diamine functional groups. The final material
is washed with copious amounts of 1 N HNO3 to ensure the
complete removal of the copper-ion templates. The control blank
samples are prepared using an identical procedure without the
addition of the Cu2+ template. Doubly imprinted sorbents contain-
ing the anionic sodium dodecylsulfate (SDS)24 and the neutral
dodecylamine (DDA)25 surfactants were prepared using a similar
protocol. The use of surfactants in the sorbent synthesis is crucial.
The sorbentssingly imprinted with Cu(aapts)2

2+ all have very
small surface areas (<20 m2/g), the Cu2+-uptake capacity is one-
fifth of those of the doubly imprinted sorbents.

Doubly imprinted and control blank functionalized mesoporous
silica samples prepared by means of this procedure have surface
areas in range of 200-600 m2/g.26 Although the pore-size
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distributions of the imprinted and control blank samples are very
similar, the surface areas of the imprinted samples are less than
those of the control blanks by 10-20%. Small-angle X-ray
scatterings show a peak aroundQ ) ∼1.2-2.4 nm-1, which
agrees with the corresponding pore size determined by nitrogen
adsorption experiments.26 The close match between the UV-vis
spectrum of Cu(aapts)2

2+ in methanol and that of Cu(b-aapts)2
2+

(b-aapts) aapts ligand covalently bonded to silica) indicates that
the stereochemical environments of the copper ion in the two
systems are similar and that the complex is doped into the bulk
silica matrix.26 The absorption peak position is consistent with
the fact that Cu2+ is coordinated with 4-amine ligands since both
3- and 2-amine-coordinated copper complexes have absorption
peaks in much longer wavelength.27

To test the selectivity of our new sorbents, we conducted
competitive ion-binding experiments using aqueous Cu2+/Zn2+

mixtures and a typical batch procedure.28 This system constitutes
one of the most stringent tests for ion-binding selectivity because
both ions have identical charge, are of similar size, and exhibit
high affinities for amine ligands. If a sorbent is simultaneously
exposed to mixtures of different metal ions, preferential binding
of those ions with the highest binding affinity will be observed.
The selectivity coefficient,k, for the binding of a specific metal
ion in the presence of competitor species can be obtained from
equilibrium binding data according to methods given previously.21

Table 1 summarizes values for the distribution constant (Kd),
selectivity coefficient of the sorbent toward Cu2+ (k), and the
relative selectivity coefficient (k′) obtained in these competitive
ion binding experiments between zinc and copper ions. A
comparison of thek values for the Cu2+-imprinted sorbents with
the corresponding control samples shows a significant increase
in k for Cu2+ through imprinting, with the largestk values over
10 000 and the largestk′ over 200. We have recently reported a

synthesis of imprint-coated sorbents with the largestk value
around 90 and the largestk′ value around 40, which are, to our
knowledge, the highestk and k′ values currently achieved for
molecular imprinting of metal ions.29 The new double-imprinting
approach offers a significant improvement in selectivity.

In conclusion, a novel design for template-selective recognition
sites on mesoporous sorbents through hierarchical double imprint-
ing is described. Unlike the mesoporous sorbents synthesized by
surface functionalization,30,31precise control of the stereochemical
arrangement of ligands on the adsorption sites can be achieved
with this new methodology. Surface areas, controllable pore sizes,
structural rigidities, and thermal stabilities achieved with the
current silica-based imprinted sorbents are superior to those of
imprinted organic polymers. This methodology has resulted in a
new class of ordered mesoporous sorbents with molecular
recognition capabilities. In addition to selective sorbents, the
design principles illustrated by these results may lead us to new
applications in areas such as chemical sensors and catalysis for
thesehierarchically imprintedmaterials.
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Table 1. Competitive Loading of M1 (Cu2+) and M2 (Zn2+) by Copper-imprinted and Control Blank Mesoporous Sorbents Made with the
Precursor Silica and Functional Ligand Molar Ratio 1.0:0.15 at pH 5.0 (Acetic Acid/Sodium Acetate Buffer)

solutiona

type Cu (M) Zn(M)
% Cu
Absd

% Zn
Absd

CuKd

(mL/g)
Zn Kd

(mL/g) k k′
nonimp-aapts (CTAB)b 0.001 0.001 99.66 99.77 29000 44000 0.66
imp-aapts (CTAB)c 0.001 0.001 99.17 10.13 11000 67 160 240
nonimp-aapts (CTAB) 0.001 0.01 99.67 55.81 30000 130 240
imp-aapts (CTAB) 0.001 0.01 99.17 10.13 13000 11 1100 4.6
nonimp-aapts (SDS) 0.001 0.001 96.07 44.59 2400 71 34
imp-aapts (SDS) 0.001 0.001 99.56 13.31 23000 15 1500 44
nonimp-aapts (SDS) 0.001 0.01 93.37 10.64 1400 10 140
imp-aapts (SDS) 0.001 0.01 99.98 2.40 82000 2.5 33000 240
nonimp-aapts (DDA) 0.001 0.001 99.70 90.40 32000 940 34
imp-aapts (DDA) 0.001 0.001 99.60 40.00 25000 66 370 11
nonimp-aapts (DDA) 0.001 0.01 96.00 18.00 2400 22 109
imp-aapts (DDA) 0.001 0.01 99.50 12.20 19000 14 1300 12

a Initial solutions.b Nonimp-aapts (CTAB)) nonimprinted sorbent synthesized with CTAB surfactant.c Imp-aapts (CTAB)) imprinted sorbent
synthesized with CTAB surfactant.d Percentage metal ion absorbed (( 0.01).
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DIRECT ATOMIC-SCALE IMAGING OF CERAMIC

INTERFACES

E. C. DICKEY1, X. FAN1, 2 and S. J. PENNYCOOK2{
1Department of Chemical and Materials Engineering, University of Kentucky, Lexington, KY 40506-

0046, U.S.A. and 2Solid State Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831,
U.S.A.

AbstractÐUnderstanding the atomic structure and chemistry of internal interfaces is often critical to devel-
oping interface structure±property relationships. Results are presented from several studies in which Z-con-
trast scanning transmission electron microscopy (STEM) and electron energy loss spectroscopy (EELS)
have been employed to solve the atomic structures of oxide interfaces. The Z-contrast imaging technique
directly reveals the projected cation sublattices constituting the interface, while EELS provides chemical and
local electronic structure information. Because Z-contrast imaging and EELS can be performed simul-
taneously, direct correlations between structure and chemistry can be made at the atomic scale. The utility
of Z-contrast imaging and EELS is demonstrated in three examples: a ZrO2 248 [100] symmetric tilt grain
boundary, a NiO±cubic ZrO2 eutectic interface and a Ni±cubic ZrO2 metal±ceramic interface. The power
and versatility of Z-contrast and EELS for solving interface structures in oxide systems is clearly demon-
strated in these three material systems. Published by Elsevier Science Ltd on behalf of Acta Metallurgica Inc.

Keywords: Ceramic; Interface; Scanning transmission electron microscopy (STEM); Electron energy loss
spectroscopy (EELS)

1. INTRODUCTION

The structure and chemistry of interfaces are
known to a�ect the mechanical and electrical beha-
viors of oxide ceramics [1, 2]. It is therefore useful

to obtain experimental data regarding the atomic
structure and chemistry of these interfaces that can

be used as the basis of atomistic simulations [3, 4].
Z-contrast STEM imaging has become increasingly

popular among materials scientists for structure de-
termination because the images are more directly in-

terpretable than conventional high-resolution TEM
images. Z-contrast imaging is an incoherent imaging

process; thus the phase ambiguity inherent to
HREM images is removed. Moreover, because the

high-angle, or Rutherford scattered, electrons are
used for image formation, there is chemical sensi-
tivity in the images. For oxide materials, Z-contrast

imaging has been a useful technique for understand-
ing interface structures and defects. In particular,

Z-contrast images directly reveal the projected cat-
ion sublattices of the material. While almost no in-

formation about the oxygen positions is contained
in the Z-contrast images, positions can often be

inferred or EELS can provide some information
regarding the local coordination around oxygen

atoms. One caveat for obtaining atomic-scale struc-
tural data by Z-contrast imaging, or in fact by any
electron imaging technique, is that the two phases

constituting the interface must have crystallographic

orientation relationships that lead to the parallel
alignment of low-index zone axes. Z-contrast ima-
ging is particularly sensitive to crystal tilt since it

necessitates channeling conditions. If, however, the
two crystals are well oriented, then atomic-scale
images and spectra can be obtained along the com-

mon zone axes of the two crystals.
Below we present case studies from three classes

of oxide interfaces: (1) a grain boundary, (2) an

oxide±oxide heterophase interface and (3) a metal±
oxide heterophase interface. The three examples
have a common attribute in that they all contain
yttria-stabilized cubic ZrO2 as one of the constitu-

ent phases (all references to ZrO2 below are to
cubic ZrO2). The grain boundary is a ZrO2 248
symmetric tilt [100] grain boundary. The NiO±ZrO2

interfaces are formed by directional solidi®cation of
a NiO±ZrO2 eutectic, and the Ni±ZrO2 interfaces
are formed by the reduction of the NiO±ZrO2

eutectic. In all three cases, atomic-scale models of
the interfaces are generated from Z-contrast images.

2. EXPERIMENTAL TECHNIQUES

All Z-contrast imaging studies were carried out
on the 300 kV VG Microscopes HB603U dedicated
STEM (Cs � 1 mm) at Oak Ridge National

Laboratory. In the Z-contrast imaging technique,
transmitted electrons are detected by a high-angle
annular dark ®eld detector. Although the electron
scattering process in STEM has both coherent and
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incoherent (thermal di�use scattering) components,
a transversely incoherent image can be produced by

the large-angle annular detector which e�ectively
breaks the transverse coherence of the signal by
averaging over the interference fringes in the trans-
verse plane [5, 6]. Because the signal is incoherent,

the intensity in a Z-contrast image, I(R), is given by
the convolution of the incident probe intensity,
P

2
(R), with the crystal object function, O(R):

I�R� � O�R� � P 2�R�:
Even under dynamical di�raction conditions, it has
been shown that s-type Bloch states, which are
tightly bound to individual atomic columns, are

predominantly responsible for the image intensity
[7±9]. Consequently, the object function is localized
on atomic columns. It should also be noted that the

cross sections for scattering to high angles are much
greater for higher atomic number elements so that
the Z-contrast image intensity scales with atomic

number, producing peaks of intensity at the cation
sites while yielding almost no intensity at low-Z col-
umn positions [6].

Maximum entropy reconstructions were per-
formed to quantify atomic positions from the Z-
contrast images [10, 11]. Using a Lorentzian pro®le
for the probe function, P

2
(R), the object function,

O(R), corresponding to cation positions was recon-

structed by maximum entropy image analysis [12,

13]. The resulting object function was used for

quantitative analysis. Note that all object functions

presented below are convoluted with a Gaussian for

better visibility.

To assess the positional accuracy of the tech-

nique, images of the perfect crystal, far from any

defect, were analyzed. The object function positions

were compared to the known atomic column pos-

itions based on the crystal structure and a standard

deviation (sd) between the two positions was calcu-

lated. Positional accuracies do depend on signal-to-

noise ratios in the image and therefore vary with

imaging conditions and the scattering power of the

material [13]. Reference [13] gives a thorough review

of the factors that a�ect the accuracy of recon-

structed Z-contrast images. In SrTiO3 the 3sd for

Sr columns is 0.019 nm and for Ti columns (having

less scattering power) is 0.024 nm [13]. In the [112]

NiO lattice projection, discussed below, we ®nd that

object functions derived from images recorded at a

magni®cation of 10
7
times yield positional accu-

racies (3sd) of 0.021 nm far away from the inter-

face. Although the ultimate accuracy of

reconstructed Z-contrast images is consistently

found to be on the order of 0.02 nm for cation col-

Fig. 1. Electron backscattered di�raction patterns from a 248 symmetric tilt [100] ZrO2 bicrystal.

DICKEY et al.: ATOMIC-SCALE IMAGING4062



umns, STEM images, because they are serially
acquired, are susceptible to mechanical and elec-

tronic instabilities. Any such perturbations will, of
course, distort the lattice image and degrade the
positional accuracy.

To characterize the chemistry of the interfaces,
EEL spectra were collected on a 100 kV HB501UX
STEM. Because an annular dark ®eld image may

be acquired simultaneously, the probe could be
positioned accurately to provide EEL spectra from
well-de®ned areas of the specimen. The energy res-

olution of the parallel energy loss spectrometer, as
determined by the full-width half-maximum of the
zero-loss peak, was 1.1 eV and the dispersion was
0.303 eV/channel over 385 channels. Each spectrum

was corrected for the gain variation across the
detector array and the background was ®tted to a
power law over a 50 eV window preceding the

edge-onset and subtracted from each spectrum.
The 248 symmetric tilt [100] ZrO2 bicrystal used

in this study was purchased in bulk from Shinkosha

Co. Ltd, Japan. Backscattered electron di�raction
patterns shown in Fig. 1 illustrate and con®rm the
orientation relationship between the two crystals.

Specimens were prepared normal to the tilt axis,
along [100].
The NiO±ZrO2 eutectic interfaces were produced

by directional solidi®cation as described elsewhere

[14, 15]. Each grain within the bulk eutectic sample
contains lamellae of the two phases which have
well-de®ned crystallographic orientation relation-

ships:

�1�10�NiO==�100�ZrO2
==growth direction

�111�NiO==�010�ZrO2
:

Cross-sectional samples were prepared from two or-
thogonal directions so that the three-dimensional

structure of the interface could be examined.
The Ni±ZrO2 interfaces were formed by reducing

the NiO±ZrO2 eutectics [16]. The reductive phase
transformation is electrochemical in nature and

results in oxygen removal from NiO to the outside
gas phase through the fast-ion conducting ZrO2.
The Ni remains well aligned crystallographically

with respect to the ZrO2 although a twin of the cat-
ion sublattice results from the phase transformation
(see Ref. [17] for details). The ®nal orientation re-

lationship between the Ni and ZrO2 is

��110�Ni==�100�ZrO2

�111�Ni==�010�ZrO2
:

Cross-sectional samples were prepared along the
��110�Ni==�100�ZrO2

orientation.

All of the TEM samples were prepared by
mechanically thinning interface cross sections to ap-
proximately 10 mm. For the heterophase interfaces,
it was crucial that the samples be <10 mm thick

before ion milling because of the di�erential thin-

ning rates of the two phases. The cross sections

were subsequently ion milled to electron transpar-

ency with 5 keV Ar
+

ions at liquid nitrogen tem-

perature. To remove any amorphous surface layers,

the foils were ®nally milled with 3 keV Ar
+

ions.

Fig. 2. Atomic-scale image of 248 symmetrical [100] tilt
cubic-ZrO2 boundary: (a) Z-contrast STEM image; (b)
object function derived from maximum entropy recon-

struction.

Fig. 3. Unit cell of ZrO2: (a) perspective view; (b) [001]
projection. Notice that [001] has two di�erent Zr layers a
half unit cell apart. We distinguish them by two shades of

gray.
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3. RESULTS AND DISCUSSION

3.1. 248 ZrO2 tilt boundary

The Z-contrast image of the 248 symmetric tilt

[100] ZrO2 grain boundary is shown in Fig. 2 along

with the corresponding object function obtained by

maximum entropy reconstruction. The white dots in

the image correspond to Zr columns, or the cation

sublattice. Within the ®eld of view, the 248 tilt

boundary is composed of a periodic array of a

basic structural unit (these are indicated by the

open circles on Fig. 2). Since the image is only a

representation of the projected structure, it is im-

portant to appreciate the cubic-ZrO2 crystal struc-

ture (¯uorite structure) in three dimensions. Figure

3 shows a ZrO2 unit cell in which the Zr atoms are

distinguished by their position along the [100] direc-

tion, the beam direction. The Zr atoms denoted in

dark gray are a half unit cell below the Zr atoms in

light gray.

Based on the Z-contrast images, a structural

model of the grain boundary was developed and is

shown in Fig. 4. Between each structural unit, there

is a continuity of the (200) planes across the bound-

ary indicating no in-plane rigid body translation.

Within the defect structural unit, two of the Zr col-

umns (both having Zr atoms at the same depth) are

very close to each other in the boundary core.

Electrostatically, this situation would be energeti-

cally unfavorable because of the close proximity of

the Zr cations. However, also note that the intensi-

ties of these two columns in Fig. 2 are lower than

those of the other Zr columns. The lower intensities

can be interpreted as partially occupied Zr columns.

Partial occupancy would allow the Zr atoms in the

two adjacent columns to stagger along the beam

direction and thus avoid close cation±cation pos-

itions. Similar observations have been made in

other grain boundary studies including those of

SrTiO3 [18, 19] and YBa2Cu3O7ÿx [20]. Partial oc-

Fig. 4. Boundary structure model determined from Z-con-
trast image. Cation sites are determined directly by maxi-
mum entropy, oxygen sites are assumed. The solid lines
outline the defect structural unit which is stoichiometric

and therefore uncharged.

Fig. 5. Atomic-scale image of NiO±ZrO2 interface along �1�10�NiO==�100�ZrO2
: (a) Z-contrast STEM

image; (b) object function derived from maximum entropy reconstruction.
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cupancy to avoid cation crowding is emerging as a

common relaxation mechanism for oxide grain

boundaries.

The oxygen positions in the grain boundary

model were chosen such that they were most similar

to the positions in bulk ZrO2. In the ¯uorite struc-

ture, the oxygen ions are tetrahedrally coordinated

by Zr ions. Most of the oxygen sites near the

boundary have very similar environments to bulk

oxygen sites in that they maintain a distorted tetra-

hedral coordination (these are indicated in white in

Fig. 4). In the core of the structural unit, if we

assume full oxygen columns, then the number of

nearest neighbors would vary from that observed in

the bulk. The oxygen sites indicated in gray in Fig.

4 would be de®cient in Zr nearest neighbors while

those shown in black would have an excess of near-

est neighbors. Since the Z-contrast image does not
give us information regarding the oxygen ions, it

will be necessary to further explore the coordination
of the oxygen ions at the boundary core with a
combination of EELS and atomistic simulations.

Having accurate coordinates for the cation pos-
itions from the Z-contrast image, however, provides
a good starting model of the interface from which

further re®nements can be made.

3.2. NiO±ZrO2 heterophase interfaces

As a result of the crystallographic orientation re-

lationship between NiO and ZrO2, it was possible
to image the edge-on interface along two orthog-
onal directions, allowing a three-dimensional model

of the interface to be produced [15]. Figure 5 shows
the Z-contrast image of the NiO±ZrO2 interface
along the �1�10�NiO==�100�ZrO2

projection. The bright
spots, again, correspond to the projected cation

sublattices. Note that even though the atomic num-
ber of Zr is 40 and Ni is 28, the intensities of the
Zr and Ni columns are very similar. This is because

the atomic density of the Zr columns is much less
than that of the Ni columns. The image shows that
the interface is atomically ¯at and abrupt with a

separation of 0.27120.004 nm between the interface
Ni and Zr planes. This spacing is larger than that
of either Zr (200) or NiO (111), so some volume
expansion at the interface plane is observed. The

boundary appears completely coherent with no mis-
®t dislocationsÐthe lattice mis®t along this direc-
tion is only 0.4%.

Although the interface appears extremely ordered
and coherent along the projection discussed above,
the same is not true in three dimensions. When

viewed along an orthogonal projection,

Fig. 6. Z-contrast image of NiO±ZrO2 interface along
�112�NiO==�010�ZrO2

reveals displacement of the Ni atoms
from their bulk lattice sites near the interface.

Fig. 7. EELS elemental pro®les taken in steps of interplanar spacing across a NiO±ZrO2 interface.
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�112�NiO==�010�ZrO2
, where there is a 14% lattice mis-

match between the two lattices, structural disorder

is observed near the boundary predominantly in the

NiO (see Fig. 6). The NiO �2�20� lattice fringes run-

ning perpendicular to the interface have a 0.148 nm

spacing that was successfully imaged by the VG

HB603U machine. When the atomic positions are

determined from maximum entropy reconstructions,

a 0.02 nm root mean square (r.m.s.) relaxation of

the �2�20�NiO in the plane adjacent to the boundary

is quanti®ed. Because the interface is incommensu-

rate along this direction, the relaxation is aperiodic.

EELS pro®les acquired in steps of interplanar

spacing across the interface indicate that the bound-

ary is chemically abrupt as well. Figure 7 shows the

chemical pro®les, determined from integrated core-

loss EELS edges for the various elements, in steps

of interplanar spacing across the interface. Note

that there is a complete transition from NiO to

ZrO2 in two interplanar steps, indicating no ap-

preciable intermixing between the two phases across
the boundary plane. The oxygen intensity at the

interface is intermediate to that of either phase.
A three-dimensional model of the boundary

based on the experimental data is shown in Fig. 8.

Note several salient features of the model. First, the
boundary consists of a single oxygen plane that is
shared between the two crystals and continues the

anion±cation sequence of planes seamlessly across
the interface. Secondly, this common oxygen plane,
as projected along �1�10�NiO==�100�ZrO2

, is continuous

with the oxygen sublattices of both phases,
suggesting that the anion sublattice, and not the
cation sublattice, is controlling the rigid body trans-
lation. Finally, the r.m.s. strain in the NiO along

�1�10�NiO has been incorporated into the model.
Although the projected strains are on the order of
15%, the interatomic distances change by a maxi-

mum of 24.6%. The model not only provides us
with an accurate, experimentally based interpret-
ation of the interface structure, but also demon-

strates the necessity of obtaining three-dimensional
information from heterophase interfaces. Although
Z-contrast images only provide two-dimensional

data, as has been illustrated, if more than one edge-
on cross section can be made, three-dimensional in-
formation from the interface can be obtained.

3.3. Ni±ZrO2 interface

The interface between Ni and ZrO2 [17] provides
another challenge not yet encountered in the oxide±

oxide interfaces. Because the ZrO2 (100) surface is
polar, it can terminate at the Ni±ZrO2 interface
with either an O or Zr plane. The former would

result in Ni±O bonds across the boundary and the
latter in Ni±Zr bonds. Figure 9 shows a Z-contrast

Fig. 8. Three-dimensional model of the NiO±ZrO2 inter-
face derived from Z-contrast images: (a)
�1�10�NiO==�100�ZrO2

projection; (b) �112�NiO==�010�ZrO2
pro-

jection.

Fig. 9. Z-contrast STEM image of interface between Ni and ZrO2 along �110�Ni==�100�ZrO2
.
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image of the Ni±ZrO2 interface along with the

maximum entropy reconstruction along the �1�10�Ni

zone axis. Upon reduction, there is now a substan-
tial 17% lattice mismatch between the two phases

that leads to the mis®t dislocations identi®ed in Fig.
9.

Although the image does directly reveal the pre-

sence or absence of oxygen between the terminating

Ni and Zr planes at the interface, the interplanar
spacing between the two cation planes does provide

some indirect evidence. The spacing between the
terminating Ni and Zr planes was quanti®ed from

the maximum entropy reconstruction and found to

be 0.24420.004 nm. This compares to a spacing of
0.271 2 0.004 nm in the oxide±oxide boundary

before reduction. The substantial contraction at the
interface suggests that oxygen has been lost from

the boundary plane. To substantiate this conten-

tion, we also collected EELS spectra from the
boundary plane to investigate the type of bonding

present at the interface. A metal±oxygen bond
should show some ionicity while a metal±metal

bond would not. We used the Ni L2,3 EELS edge as

a signature since its ®ne structure is very sensitive
to the valence state of the Ni (see Fig. 10). The L3/

L2 ratio of Ni
2+

is 20±30% greater than that of

metallic Ni [21±23]. The L3 peak is also much shar-
per and more symmetrical in NiO than Ni due to

the presence of a core exciton in the oxide [23]. As
shown in Fig. 10, the EELS spectrum from the

interface plane is nearly identical to the metallic Ni

reference spectrum and therefore shows no evidence
for an ionic bond at the interface. This is consistent

with the observed contraction in the boundary
plane observed in the Z-contrast images. We can

therefore conclude that metal±metal bonding predo-

minates at this interface. Unfortunately, for this
interface it was not possible to obtain lattice images
from two edge-on boundary orientations. Although

the �010�ZrO2
and [112]Ni zone axes are parallel, the

(220)Ni lattice spacing is below the spatial resolution
of the instrument. Based on the available data,
however, an unrelaxed boundary structure was

developed that incorporates the metal±metal ter-
mination at the interface; this is shown in Fig. 11.

4. CONCLUSIONS

As illustrated in the previous three examples, Z-
contrast STEM imaging is an extremely powerful
technique for elucidating the atomic structures of
oxide interfaces. When coupled with maximum

entropy analysis, quantitative structural information
can be extracted. Structural units comprising grain
boundaries can be directly determined from object

function coordinates. Because the scattered cross
sections scale with atomic number, partially occu-
pied columns can be identi®ed from lower intensi-

ties. When multiple edge-on projections of an
interface can be obtained, Z-contrast images can
provide quantitative three-dimensional structural in-

formation including rigid body translations and
local atomic relaxations. In the case of metal±oxide
interfaces, accurate determination of interplanar
spacings can be obtained by maximum entropy

analysis and can distinguish between metal and oxy-
gen termination. Atomic resolution EELS is a
powerful complementary means for quantifying

atomic bonding at such interfaces. The experimen-
tally based atomic models will serve as excellent
starting models for atomistic calculations that can

give further insight into the physical properties of
the interfaces.
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We report atomic resolution Z-contrast scanning transmission electron microscopy images that re-
veal the incorporation of I atoms in the form of helical chains inside single-walled carbon nanotubes.
Density functional calculations and topological considerations provide a consistent interpretation of the
experimental data. Charge transfer between the nanotube walls and the I chains is associated with the
intercalation.

PACS numbers: 61.72.Ss, 61.16.Bg, 61.48.+c

Single-walled carbon nanotubes (SWNTs) have been
shown to be amphoteric in character; i.e., they can
exchange electrons with a dopant atom (or molecule) to
form the corresponding positively or negatively charged
counterion [1,2]. Little is known, however, about the
actual dopant sites and distributions. In this Letter, we
present Z-contrast scanning transmission electron mi-
croscopy (STEM) images and complementary theoretical
calculations that reveal the distribution of I atoms within
I-doped SWNT bundles.

SWNT ropes were made by an arc-discharge technique
[3] and doped by immersion into molten iodine as de-
scribed previously [4]. The intercalation was found to
be reversible and Raman scattering showed charged poly-
iodide ions to be distributed throughout the bundles [4].
It has been generally assumed that the intercalant enters
the interstitial channels between tubes. This assumption
was based on the belief that the ends of the as-prepared
tubes are closed, unless opened by a postsynthesis treat-
ment, e.g., refluxing in concentrated acid [5,6]. Here we
report Z-contrast images of individual SWNTs protruding
from the ends of SWNT bundles that reveal iodine chains
to be incorporated inside the tubes. Images were taken with
a VG microscopes HB603U STEM, operating at 300 kV,
equipped with a high-resolution objective lens capable of
forming a probe 0.13 nm in diameter. This microscope
has demonstrated information transfer in Z-contrast im-
ages at the sub-angstrom level [7] and direct imaging of
individual heavy atoms on a light support [8]. Of particular
relevance to this work is the fact that the Rutherford scat-
tering used to form Z-contrast images scales with the
square of the atomic number [9] resulting in large contrast
between I �Z � 53� and C �Z � 6�. To reduce the noise
in some of the images, maximum entropy refinement was
utilized [10–12].

In order to guide interpretation of the experimental data,
we performed a number of theoretical calculations using
density functional theory with the local density approxi-
mation of exchange correlation, norm-conserving pseu-

dopotential plane waves, and supercells [13]. The use of
complete nanotube supercells was impractical because of
the large number of atoms required. Calculations were
therefore performed for free I chains and for I chains on
flat graphene sheets or on graphene sheets that were bent
to simulate the curvature of the interior of a nanotube.

Figure 1 compares bright field and Z-contrast images
from regions in the sample where several individual tubes
can be distinguished. Whereas the bright field image
shows very little contrast and is ambiguous as to the po-
sition or even presence of I, the dark field image directly
reveals the projected I distribution. Comparing the two
images, it is seen that the iodine is incorporated within
one particular nanotube (labeled A) but is not present in
others in the bundle (e.g., nanotube B). The diameter of
the A tube is 1.36 nm and assuming that the p electrons
extend 0.17 nm from the wall, as in graphite, the inner
tube diameter would be �1.03 nm. From the width of the
bright stripe, 0.65 nm, it is clear that the iodine is incorpo-
rated inside the single-walled tube.

The internal iodine is confirmed in the higher resolu-
tion Z-contrast images of Figs. 2 and 3, where two chains
of iodine atoms are observed inside the nanotubes. The
projected spacing between the two chains is observed to
modulate along the tube axis, suggesting that the chains
have a helical structure in three dimensions. The period
of the modulation is measured to be about 5 nm in Fig. 2,
but other tubes show different periodicities. For example,
Fig. 3(a) shows a tube containing a double helix with a pe-
riodicity of about 12.5 nm, and Fig. 3(b) shows a double
helix with an even longer periodicity. The observation of
different periodicities suggests that the iodine chains adopt
a preferred orientation with respect to the nanotube wall,
and the different periods correspond to tubes with differ-
ent chirality. Direct attempts to confirm the chirality of
individual tubes by electron nanodiffraction were unsuc-
cessful, however.

The observed discontinuities and variations in intensi-
ties along the length of the iodine chains hamper direct
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FIG. 1. (a) Bright field phase contrast image and (b) dark field
Z-contrast image of a SWNT rope, taken simultaneously on
the STEM. The conventional phase contrast image is useful
for locating the nanotube walls; the precise registry of the two
images therefore allows the iodine distribution to be determined
to high precision. Iodine is clearly inside some tubes, such as
A but not others, for example, B.

structure determination. These intensity variations are be-
lieved to result from electron displacement damage, which
occurs during the imaging process. Since we are imaging
single atoms, and not columns of atoms as in crystalline
materials, displacements of individual atoms have more
severe consequences for the image resolution. The maxi-
mum energy transferred from the incident electrons to the
iodine nucleus, Tm, assuming a relativistic elastic collision
between the electron and a stationary nucleus is 3.3 eV
for 300 keV electrons incident on an I atom [14,15]. The
energy barrier necessary to remove an iodine atom from

FIG. 2. (a) Higher resolution Z-contrast image of a SWNT
containing two strands of iodine. (b) Maximum entropy pro-
cessed image to reduce the noise. Two constrictions can be
seen, consistent with the projection of a double helix configura-
tion with the two chains spiraling along the inside walls of the
nanotube as shown in the overlay in (c). The period of the helix
is about 5 nm, and the maximum separation of the two strands
is �0.65 nm, much less than the 1.3–1.4 nm diameter of the
SWNT.

an I3
2 chain was calculated to be �1.5 eV by first-

principles total energy calculations. Taking into account
the 0.3 eV�atom binding energy of the chain to the tube
wall (to be discussed in detail below), we place an upper
estimate on the displacement energy �Ed�, or the energy
necessary to displace an I atom from the chain, of 1.8 eV.
Since Ed�Tm � 0.5 significant beam damage will occur
during the imaging process. These atomic displacements
lead to increased noise and thus variations in projected
positions and intensities, which are apparent in Figs. 2
and 3.

To guide interpretation of the experimental data, we per-
formed several first-principles calculations that shed light
on interactions between iodine and the nanotube wall.
Similar continuous, one-dimensional iodine structures to
those observed in this study have been reported in the poly-
mer literature where iodine has been used to increase the
electrical conductivity of polymers by orders of magnitude
[16–18]. Diffraction studies of iodine-doped polymers
indicate that the iodine intercalates the one-dimensional
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FIG. 3. Images of iodine doped SWNT ropes showing differ-
ent periodicities, shown schematically above the tubes; (a) an io-
dine helix showing 12–13 nm periodicity; (b) a helix of longer
periodicity.

interstitial channels of crystalline polymers in the form
of continuous linear arrays. Furthermore, Raman spec-
troscopy shows the charge transfer to the iodine to be typi-
cally 0.33 eV�iodine or 0.2 eV�iodine, corresponding to
I3

2 and I5
2 species, respectively [16–18]. Since we ob-

serve similar linear arrays of iodine and, as reported earlier
[4], the Raman modes of the I-doped SWNTs agree with
those reported for the I3

2 and �I5�2 arrays [16–18], we
conclude that the iodine is in a similar state to that found in
doped crystalline polymers. We therefore performed cal-
culations for chains of three and five iodine atoms above
both a flat graphene sheet and a curved sheet, as illustrated
by Fig. 4. This configuration would correspond to one
unit cell of the continuous iodine chain. In all cases, we
found an equilibrium distance of �0.35 nm between the
I chain and graphene sheet with a net binding of �0.3 eV
per I atom, provided the initial position of the I chain was
close enough to the graphene sheet to allow charge transfer
to take place. The chain prefers a straight configuration.
We contrast this finding with the fact that neutral chains of
three I atoms in free space are bent whereas charged chains
are straight. We conclude that charge transfer from the tube
wall to the I chain stabilizes the I chains. Our calculated
equilibrium distance (0.35 nm) agrees precisely with the
distance obtained from the observed 0.65 nm spacing of
the chains in Fig. 2, if we assume the double helix is lo-
cated inside a (10, 10) tube of 1.36 nm diameter.

Another indication of the influence of the curved nano-
tube walls on the formation of the helical chains is
provided by the topological considerations. I2 does not
intercalate graphite because of its large van der Waals
diameter (0.396 nm) [17] and its 0.27 nm interatomic
spacing does not correlate with any spacing in the basal
plane of graphite [19–21]. However, the space available
for intercalation is much greater in nanotubes and the
radially projected interatomic spacings of curved graphene

sheets better match the preferred I-I spacing. (10, 10)
tubes are thought to be a common type of nanotube in the
arc-derived material, and in Fig. 4 we show three possible
correlations between the nanotube lattice and the iodine
spacings, which are nearly commensurate. Continuous
chains bound to these sites result in helical arrangements
with periods of 12.5, 5, and 1.5 nm. First-principles
calculations show the I chains to be stable in these com-
mensurate orientations. The longest two periods for the
(10, 10) tube are in excellent agreement with the helices
imaged in Figs. 3(b) and 2. The shorter period helix
would project as a rather uniform arrangement of iodine,
which may explain images of the type shown in Fig. 1(b).
A complete structural model for a (10, 10) tube with a
5 nm double helix of iodine inside is given in Fig. 5.
Although we have focused our discussion on (10, 10)
tubes because of their relatively simple, symmetric
structure, typical nanotube samples are believed to have
a distribution of diameters and chiralities. Tubes with
different chirality would, of course, be expected to show
different chain periodicities because of the importance of
the chain-(tube wall) interaction.

Two continuous strands of iodine with the 5 nm period
give a composition of IC20, but it would appear feasible
to incorporate additional spirals of iodine, up to five be-
fore the distance between neighboring strands become too
close, giving a composition IC8. This provides an alterna-
tive explanation for the lack of an observed helical struc-
ture in Fig. 1(b). For the 1.5 nm helix there would be
sufficient room for only two chains, giving a saturation
doping of IC15. The overall composition determined ex-
perimentally by weight uptake measurements and thermo-
gravimetric analysis is IC12 [4], but since we observe many
tubes to be unfilled, this suggests substantial iodine is also
incorporated in the interstitial positions between tubes in a
bundle. We would anticipate that polyiodide chains in the

FIG. 4. Bent graphene sheet used in the calculations with
periodic boundary conditions. The curvature corresponds to
the correct curvature of an actual (10, 10) nanotube. The dis-
tances between the C-C bonds that are highlighted with rods
3.2 Å) project radially to 0.28 nm, very close to the preferred I-I
spacing of 0.29 nm, at a distance of 0.35 nm where the I chain
prefers to rest. This results in a helical arrangement of io-
dine with a 5 nm period, as seen in Fig. 2. Two other near-
commensurate directions are possible. The direction marked by
crosses has an I-I spacing of 0.31 nm and a period of 12.5 nm,
as seen in Fig. 3(a). The direction shown by circles has an I-I
spacing of 0.30 nm and a much shorter period, 1.5 nm.
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FIG. 5. Structure model obtained by extrapolating the 5 nm
helix of Fig. 4 to a full scale (10, 10) nanotube, (a) side view
and (b) top view.

interstitial locations between tubes could bond by a similar
mechanism although for (10, 10) armchair tubes there are
no good correlations with the projected nanotube lattice.

It is interesting to note that previous studies did not
observe any charge transfer between SWNTs and iodine
when the iodine was present in the vapor phase [2]. Molten
iodine is quite different from iodine vapor. In particu-
lar, iodine molecules in molten iodine tend to dissociate
into highly reactive iodinium �I1� and polyiodide �I3�2

species [22]. On the other hand, the iodine vapor con-
tains only nondissociated iodine molecules, which are less
chemically active as compared to ionic forms. The �I1�
ions in the molten I are very strong oxidizing agents and
could attack the remaining catalyst particles at the tube
ends or the defect sites in the tube walls. These sites
could subsequently serve as entry points for the poly-
iodide species. Although we have no conclusive evidence
for this intercalation mechanism, x-ray diffraction spectra
from the samples do show all of the metal catalyst to be
oxidized to their metal-iodide phases. We do not yet un-
derstand why some of the tubes are intercalated and others
are not. Such understanding awaits more thorough under-
standing of the tube end structures.
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Z-contrast imaging and electron energy-loss spectroscopy analysis
of chromium-doped diamond-like carbon films
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Metal-doped diamond-like carbon films were produced for the purpose of an electrochemical
nanoelectrode. In this study we useZ-contrast scanning transmission electron microscopy to directly
observe metal cluster formation and distributions within the chromium-doped carbon films. At low
doping ~;6 at. % Cr!, Cr is uniformly distributed within theC matrix; at high doping~;12 at. %
Cr!, Cr-rich clusters are formed. Analyzing electron energy loss spectroscopy CrL2,3 white line
ratios, we find that the Cr tends to be metallic-like when it is uniformly distributed in theC matrix
and carbide-like in the Cr-rich clusters. The carbon is more diamond-like at low doping and more
graphite/carbide-like at high doping according to thesp2/sp3 electron percentage measurements.
© 1999 American Institute of Physics.@S0003-6951~99!00844-X#

Diamond-like carbon~DLC! is a very promising mate-
rial with a wide variety of potential applications due to its
unique diamond-like properties.1 Doping with metals could
create a two dimensional array of metal clusters within the
diamond-like carbon matrix. Such composite structures are
of interest for use as nanoelectrodes in electrochemistry.2

The formation and distribution of the metal clusters within
the carbon film are fundamentally important for the physical
properties of the material. Here we study the structure and
chemistry of chromium-doped DLCs usingZ-contrast elec-
tron imaging and electron energy loss spectroscopy~EELS!.
We assess the structure of the diamond matrix by quantifying
the percentage ofsp2 bonding from the EELSC K edge, and
we investigate the distribution and bonding of Cr within the
DLC matrix.

In this work we employ theZ-contrast electron imaging
method because it is more directly interpretable than conven-
tional phase contrast imaging.3–5 Using an annular dark-field
detector in the scanning transmission electron microscope
~STEM!, only the high angle scattering of electrons are col-
lected, where the total scattering intensity is proportional to
the square of the atomic number,Z. The Z-contrast image
can directly reveal atomic positions as the brighter spots cor-
respond to the positions of heavier atoms. The EELS data
can be collected simultaneously through the hole of the dark-
field detector allowing direct correlations between the im-
ages and spectra.

Diamond-like carbon films of 0.1–5.0mm thickness
were grown on alumina substrates using a plasma chemical
deposition technique described elsewhere.6 The doping of
chromium was performed by coevaporation of chromium

into the reactor volume while growing the carbon film.7,8 The
carbon film was prepared for transmission electron micros-
copy by mechanical dimpling from the substrate side and ion
beam milling to electron transparency. Two samples doped
at low ~;6 at. % Cr! and high levels~;12 at. % Cr! were
examined byZ-contrast imaging in a VG HB603 STEM and
a VG HB501. The EELS data were collected on VG HB501
STEM and Philips CM200 transmission electron micro-
scopes.

Figure 1 is a phase contrast image of highly doped
sample which is similar to a typical amorphous structure.
The Cr is not readily distinguishable. Figure 1~b! is a dark-
field Z-contrast image of the same area. Since Cr atoms are
heavier than C, the brighter areas directly correspond to Cr-
rich regions. The average Cr-rich cluster size is estimated to
be 2 nm with a separation of 3.5 nm between clusters. The
low-doped sample does not show any Cr-rich regions, indi-
cating uniform Cr distribution throughout the DLC matrix
~picture not shown!.

The EELS spectra of carbon theK edge and CrL edge
were collected from both samples, as well as from reference
samples of chromium carbide Cr3C2, metallic Cr and syn-
thetic graphite. Spectra, shown in Figs. 2~a!–2~e!, were taken
in image mode from a scanned area of approximately 100
nm2. Since the highly doped film has uneven Cr distribution,
spatially resolved EELS were also collected on the VG
HB501 with a probe size less than 3 Å from both Cr-rich
regions and Cr-deficient regions, as shown in Fig. 3. The
probe position was determined from theZ-contrast image
taken simultaneously with the EELS spectra. Using the in-
tensity ratio ofI C and I Cr and calibrating with the reference
sample Cr3C2, the concentrations of Cr are found to be an
average of 6% for the low doped sample. For the highly
doped sample, bright regions show 7–17 at. % Cr whereas
dark regions show 1–3 at. % Cr.
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All chromium L edges have similar features comprising
two sharp peaksL2 andL3 , known as ‘‘white lines,’’ and a
continuum background following the edge. TheL3 /L2 white
line ratio, Rw , is correlated to the electron occupancy and
spin pairing in 3d band.9–12 The variations of the white line
ratio are due to the interaction between chromium and sur-
rounding atoms. For example, a large increase ofRw in the
chromium alloy Cr20Au80 reflects the dramatic increase of
the magnetic moment.9 However, it is also found that the
white line ratio is sensitive to Cr cluster size when deposited
on a graphite substrate.10

In our case it is interesting to compare the Cr-doped
DLCs with metallic Cr and chromium carbide. The white
line ratios,Rw , calculated using the standard method,12 are
listed in Table I. The white line ratios in low-doped samples
are close to metallic Cr. In the highly doped sample, they are
close to carbide in the Cr rich region and metallic in the Cr
deficient region. So, it appears that after a critical doping

level, Cr-carbide clusters precipitate from the DLC matrix.
Since the introduction of chromium may change the

structure of the carbon, it is also important to evaluate the
electronic properties of the carbon. The major difference be-
tween a graphite-like carbon and a diamond-like carbon is
the absence ofp electrons in diamond-like material. This
feature is shown in the EELS spectra in Figs. 2~a!–2~d!
where thep* peak is at about 284 eV. By measuring the
intensity ratio of this peak against the following broads*
peak, and then calibrating with the known graphite structure,
the percentage ofsp2 bonding in the many forms of pure
carbon can be determined.

Several methods have been used to measure thesp2 per-
centage from the EELSC K edge which involve selection of
a fixed window for thep* peak integrated intensity.13,14 We
find these methods to be insufficient for our study because
they do not take into account potential contributions top*
integrated intensity from the overlappings* peak. As can be
seen, some of our spectra have higher relative intensity in the
p* peak region than that of graphite. This leads to the unre-
alistic result of highersp2/sp3 ratio than graphite. It is be-
lieved that the broadening of thes* peak causes the in-
creased intensity atp* peak region. It was therefore

FIG. 2. EELS of carbonK edge~left! and CrL edge~right!. ~a! Low doped
DLC, ~b! highly doped DLC,~c! chromium carbide, and~d! graphite. The
s* peak is partially fitted by a Gaussian function as shown by the dashed
curve. The shaded area is thep* peaks obtained by subtracting thes*
fitting. ~e! Metallic Cr.

FIG. 3. The inset is a portion of theZ-contrast image. Spatially resolved
EELS spectra of the CK edge and CrL edge were collected at bright areaA
and dark areaB, respectively.

FIG. 1. Chromium doped diamond-like carbon.~a! Phase contrast image
showing amorphous carbon matrix.~b! Z-contrast image showing Cr clus-
ters.
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necessary to use a modified version that takes into account
this broadening effect.15 We demonstrate this method for the
case of graphite in Fig. 2~d!. The front edge of thes* peak
is partially fitted with a Gaussian function as indicated by the
dashed curve. Thep* function is obtained by subtracting the
s* function in thep* region, resulting as the shaded small
peak. Then the relative peak ratioI p /I p1s is defined as the
total intensity of thep* peak divided by the total intensity of
a fixed energy window in the original spectrum. We choose
this range from 280 to 300 eV consistently for all the spectra.
For pure carbon materials, the actualsp2/sp3 ratio can be
determined by calibrating with pure graphite for which the
percentage ofsp2 is 100%.

Our measurements on DLC samples are summarized in
Table I. The low-doped sample shows about 56%sp2, i.e.,
44% sp3 bonding. In the highly doped material we have the
additional complication of carbide formation. The Cr3C2

standard shows aC–K edge structure with a strong peak at
about 284 eV, the same energy as thep* electron peak in
graphite@see Fig. 2~c!#. Therefore, thesp2/sp3 ratio cannot
be determined in Cr-rich regions where the Cr edge indicated
carbide formation. The Cr-deficient region shows no evi-
dence of carbide formation, the Cr edge indicating metallic
bonding. Here thesp2/sp3 ratio could be analyzed, and the
percentage ofsp2 bonded carbon is found to be almost
100%. We do not believe beam broadening to be a signifi-
cant factor limiting our spatial resolution; we estimate beam
broadening in a 20-nm-thick film to be only;2 nm, which is
comparable to the size of the Cr-rich and Cr-deficient re-
gions. However, if the Cr signal from the Cr-deficient region
was actually due to beam broadening into the adjacent Cr-
rich area, the white line ratios would be identical in the two
areas. In fact, the white line ratio indicates a change in bond-
ing type, implying we do have the necessary spatial resolu-
tion.

In summary, we have directly imaged the Cr distribution
in Cr-doped diamond-like carbon films byZ-contrast imag-
ing. There is a critical change in Cr distribution from low to
high level doping. The carbon in a low doped sample main-
tains its diamond-like features; the Cr is uniformly distrib-
uted throughout the matrix and maintains metallic bonding.
This implies no strong interaction between carbon and Cr.
High Cr doping leads to the formation of chromium carbide
clusters. The residual Cr in between the clusters remains
metallic-like, however the C loses itssp3-type bonding.
Therefore the diamond-like carbon network breaks down at
high Cr doping.
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vanced Carbon Materials Center under Grant No. DMR-
9809686, and by the Division of Materials Sciences, U.S.
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1J. Robertson, Pure Appl. Chem.66, 1789~1994!.
2R. M. Penner, M. J. Heben, T. L. Longin, and N. S. Lewis, Science250,
1118 ~1990!.

3S. J. Pennycook and D. E. Jesson, Phys. Rev. Lett.64, 938 ~1990!.
4S. J. Pennycook and D. E. Jesson, Ultramicroscopy37, 14 ~1991!.
5S. J. Pennycook, ‘‘STEM:Z-contrast,’’ in Handbook of Microscopy, ed-
ited by S. Amelinckx, D. van Dyck, J. van Landuyt, and G. van Tendeloo
~VCH, Weinheim, 1997!, pp. 595–620.

6V. F. Dorfman and B. N. Pypkin, Surf. Coat. Technol.48, 193 ~1991!.
7M. Sunkara, E. Yeap, S. V. Babu, V. G. Ralchenko, B. N. Pypkin, and B.
L. Shubekin, ‘‘Electrochemical behavior of metal-doped diamondlike car-
bon~Me-DLC! films,’’ in Diamond Materials V, edited by J. L. Davidson,
W. D. Brown, A. Gicquel, B. V. Spitsyn, and J. C. Angus~Electrochemi-
cal Society, Pennington, NJ, 1997!, pp. 297–308.

8P. Koduri, M. Sunkara, E. C. Dickey, C. Frasier, and S. V. Babu, ‘‘Struc-
tural and electrochemical characterization of metal-doped diamondlike
~Me-DLC! films,’’ in Proceedings of Twelfth International Symposium On
Surface Modification Technologies, edited by T. S. Sudarshan, K. A.
Khor, and M. Jeandin~Institute of Materials and American Society of
Metals London, U.K., 1998!, pp. 357–364.

9D. M. Pease, S. D. Bader, M. B. Brodsky, J. I. Budnick, T. I. Morrison,
and N. J. Zaluzec, Phys. Lett. A114, 491 ~1986!.

10L. Lozzi, M. Passacantando, P. Picozzi, S. Santucci, and M. De Crescenzi,
Z. Phys. D20, 387 ~1991!.

11T. I. Morrison, M. B. Brodsky, and N. J. Zaluzec, Phys. Rev. B32, 3107
~1985!.

12D. H. Pearson, C. C. Ahn, and B. Fultz, Phys. Rev. B47, 8471~1993!.
13S. D. Berger, D. R. Mckenzie, and P. J. Martin, Philos. Mag. Lett.57, 285

~1988!.
14J. Bruley, D. B. Williams, J. J. Cuomo, and D. P. Pappas, J. Microsc.180,

22 ~1995!.
15B. Rafferty, Ph.D. thesis, Cambridge University, 1997.

TABLE I. The Cr concentration % Cr, peak intensity ratioI p /I p1s , sp2

percentage and Cr white line ratioRw , obtained from low doped~DLC-1!,
highly doped~DLC-h! at Cr rich area~A!, and Cr deficient area~B!, the
reference samples chromium carbide (Cr3C2), metallic Cr and graphite.

at. % Cr Rw I p /I p1s % sp2

DLC-1 6% 1.7 0.047 56%
DLC-h~A! 7%–17% 1.4 0.13 ¯

DLC-h~B! 1%–3% 1.7 0.11 100%
Cr3C2 60% 1.35 0.15 ¯

metallic Cr 100% 1.63 ¯ ¯

graphite 0% ¯ 0.11 100%
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Perovskite barium strontium titanate Ba0.5Sr0.5TiO3~BST! thin films were grown on~001! LaAlO3

~LAO! using pulsed-laser ablation. The microstructures of theas-grown BST films were studied
with selected electron diffraction, transmission electron microscopy, and scanning transmission
electron microscopy. The BST thin films are oriented with their@001# directions parallel to thê102&
directions of the LAO. Both cross-sectional and plan-view studies show the BST films to be single
crystals with smooth surfaces. The interfaces were seen to be atomically sharp by cross-sectional,
high-resolution electron microscopy. The density of misfit dislocations was consistent with the 4.3%
lattice mismatch, and they were found to be dissociated into partials. ©1999 American Institute
of Physics.@S0003-6951~99!00443-X#

Thin films of ferroelectric barium strontium titanates
(Ba12xSrx)TiO3 ~BST! have recently become very attractive
to the microelectronic industry as good candidates for device
applications,1 for example, as high density dynamic random
access memories~DRAM!,2 smart card memories,3 and tun-
able microwave devices.4–9 They exhibit not only high val-
ues of the relative dielectric constant (e r), but also large
tunability of e r through the application of an electric field.
The tunability of BST thin films offers unique opportunities
for the development of various microwave devices, such as
microstrip line phase shifters, tunable filters, and high-Q
resonators.

BST films with various stoichiometries have been grown
on LaAlO3 ~LAO! by techniques such as sputtering, metal-
organic chemical vapor deposition, laser ablation, and
others.10–13 LAO is also a widely used substrate for
PbZrxTiyO3 ~PZT! films and for high temperature
superconductors.14–16 Application of BST to tunable micro-
wave devices, however, requires high quality epitaxial BST
films with atomically smooth surfaces and atomically sharp
interfaces to minimize the loss tangent. Thus, investigating
the microstructures between the as-grown films and the sub-
strates and the epitaxial behavior is particularly important for
BST thin film synthesis and device engineering. We have
studied the microstructures and interface behavior of epitax-
ial BST films on~001! LAO by using selected area electron
diffraction, transmission electron microscopy~TEM!, and
high resolution scanning transmission electron microscopy

~STEM!. In this letter, we present results from both cross-
sectional and plan-view TEM studies of epitaxial BST films
including the direct observation of dislocation cores at the
interfaces between the films and substrates.

The BST samples used in this research were grown on
~001! LAO by using pulsed laser deposition. Details on the
growth procedure and the physical properties of the as-
grown BST films can be found in the literature.9 Briefly, the
BST films are grown in oxygen pressures from 200 to 350
mTorr and at 750 to 830 °C to a thickness of typically 200
nm. X-ray diffraction indicates the films to be oriented with
the @001# directions parallel to thê102& directions of the
rhombohedral LAO. As the cell of LAO is close to cubic,
this orientation is equivalent to a cube-on-cube orientation
for a cubic substrate. Rocking curve measurements indicate a
full width at half maximum~FWHM! of 0.15°. Samples for
cross-sectional TEM studies were prepared using a standard
procedure consisting of gluing, cutting, mechanical polish-
ing, dimpling, and ion milling. Plan-view specimens were
simply prepared by mechanical polishing and dimpling to
thin out the substrate, followed by Ar-ion milling. Both plan-
view and cross-sectional samples were ion milled by using
an E.A. Fichione Ion Polishing System with an initial accel-
eration voltage of 3.5 kV, reducing to 1.0 kV at the end.
Electron microscopy was carried out using a Philips EM-400
electron microscope operated at 100 kV for bright field im-
ages and selected area electron diffraction~SAED! patterns
and a VG HB603 STEM at 300 kV forZ-contrast high-
resolution images.

Figure 1 shows a bright field TEM image of a plan-view
BST sample@Fig. 1~a!# and the selected area electron diffrac-
tion pattern taken from the same sample@Fig. 1~b!#. As seen
in Fig. 1~a!, the film consists of aligned rectangular-shaped
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domains formed during the film growth. The SAED pattern
was taken along the BST@111# direction. The sharp diffrac-
tion spots show that theas-grown BST films are good single
crystals.

In order to understand better the film quality and the
epitaxial behavior of the BST films on~001! LAO substrates,
investigations of cross-sectional specimens were conducted
using electron diffraction, bright field imaging, and
Z-contrast imaging. Figure 2~a! is a low magnification bright
field TEM image of the cross-sectional sample. The as-
grown film has a flat surface with about 1 nm roughness, a
sharp interface with the substrate, and a very uniform thick-
ness of about 200 nm over the entire specimen. The colum-
nar texture is due to small rotations between the grains, and
is consistent with the FWHM of the x-ray rocking curve
results. No large angle grain boundaries were found in the
entire cross-sectional sample, indicating a near perfect single
crystal BST film. Figure 2~b! is a SAED pattern taken in the
area covering both the film and the substrate and along a

@010# direction of the LAO ~using pseudocubic notation!.
The superposition of patterns from the BST film and the
LAO substrate is indexed in Fig. 2~c!. The ‘‘cube-on-cube’’
orientation is clearly observed with the epitaxial relationship
@010#BSTi@010#LAO and (101)BSTi(101)LAO . The lattice mis-
match was estimated to be about 4.5% from the high order
spots in the diffraction patterns, which is in good agreement
with the BST and LAO lattice parameters. This result im-
plies that the film is fully relaxed, with edge dislocations
between the film and the substrate every 22 unit cells along
the BST@100# direction.

High-resolution, cross-sectional electron microscopy
studies of the as-grown films provide detailed information on
the atomic structure of the interface. Figure 3~a! shows a
Z-contrast STEM17,18 image taken along the@010#LAO zone
axis, that shows the interface between the film and the sub-
strate is atomically sharp and flat. The stacking sequence
across the interface is clearly visible. The last plane of the
substrate is seen to be the La plane, while growth of the BST
is seen to initiate with the Ti plane. No precipitates or other
phases are present in the film or at the interface.

Edge dislocations were seen periodically along the entire
interface, with a period of the edge dislocations of about 22
unit cells in BST lattice or 23 unit cells in the LAO lattice,
which is in good agreement with the 4.3% lattice mismatch.
This confirms that the BST film is essentially fully relaxed.
Figure 4~a! shows aZ-contrast STEM image of the interface
between LAO and the BST, with the approximate locations
of misfit dislocation cores arrowed. Their cores lie a few unit
cells inside the BST film. Between the cores the Ba0.5Sr0.5

plane of the BST is matched to the La plane of the LAO, and
the Ti with the Al, as expected. Even in thin regions the
misfit dislocation cores did not show the clear reconstructed
form seen in SrTiO3 grain boundaries19 and SrTiO3 /SrZrO3

interfaces.20 As seen in the higher magnification images of
Fig. 4~b!, there is a strong tendency for the dislocations in
this material to decompose into partials,a@100#→a/2@101#
1a/2@10-1#.

It should be pointed out that no twins were observed

FIG. 1. TEM micrograph~a! and corresponding electron diffraction pattern
~b! of a laser ablation deposited Ba0.5Sr0.5TiO3 thin film, showing the for-
mation of a single crystalline Ba0.5Sr0.5TiO3 film. The electron projection is
along the^111& zone axe of the Ba0.5Sr0.5TiO3 thin film.

FIG. 2. TEM micrograph~a! and corresponding electron diffraction pattern
~b! of both the substrate and the grown Ba0.5Sr0.5TiO3 film. The crystalline
orientation relation of the substrate and the film is deduced in~c!.

FIG. 3. Z-contrast STEM dark field image of the interface structure between
the substrate LaAlO3 and the grown Ba0.5Sr0.5TiO3 film. Atom column po-
sitions can be clearly seen in both the substrate and the film, as shown in the
schematic.
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inside the BST films grown under these conditions. Thread-
ing dislocations must be present at the small angle grain
boundaries between the columnar grains. Using the 0.15°
FWHM and the;50 nm grain size observed from TEM, a
dislocation density of approximately 23109 cm22 is esti-
mated. Therefore the BST films have excellent single crystal
quality. Although it is not well understood how the physical
properties of high quality BST films relate to their micro-
structures, we would anticipate that single crystal films of
this quality should display similar behavior and physical pa-
rameters with bulk materials. This is why the as-grown BST
films exhibit a very high dielectric constante r of about 1500
that is competitive with that of BST bulk single crystals, a
large tunability of 33% under an electric field of 2.33 V/mm
at room temperature, and very low loss tangentd of only
about 0.007.9

In summary, single crystalline Ba0.5Sr0.5TiO3 thin films
epitaxially grown on~001! LAO by pulsed laser deposition
were characterized by SAED, TEM, and STEM. The as-
grown films had a columnar structure, with an orientation
relationship of@010#BSTi@010#LAO and (100)BSTi(100)LAO .
Z-contrast STEM images reveal the misfit dislocations to be
dissociated, but the interfaces were seen to be atomically
smooth and atomically abrupt.
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FIG. 4. ~a! Z-contrast STEM dark field image of the interface between the
substrate LaAlO3 and the Ba0.5Sr0.5TiO3 film showing misfit dislocation
spacing,~b! high-resolutionZ-contrast image showing a misfit dislocation
decomposed into two partial dislocation cores separated by a small segment
of stacking fault. The cores are located;3 unit cells inside the film.
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We report the observation of porous structures in laser-ablation-deposited Y2O3:Eu thin films and
their correlation with luminescent properties by a combination of transmission electron microscopy
and Z-contrast scanning transmission electron microscopy (Z-STEM). Depending on growth
conditions, a large density of voids is incorporated into the films, which leads to a much increased
surface area. Cathodoluminescence imaging in the STEM directly reveals a 5 nm‘‘dead layer’’
around each void, which is responsible for the observed reduction in luminescence efficiency.
© 2000 American Institute of Physics.@S0003-6951~00!05229-3#

Rare earth-activated oxide-based phosphor thin films are
promising candidates for high-resolution display devices
such as cathode ray tubes, graphics, field emission displays
~FEDs!, and thermomechanical devices.1–5 However, thin-
film phosphors typically have a significantly reduced bright-
ness compared to equivalent powder phosphor materials.6,7

Several possible explanations have been suggested for the
lower brightness including internal reflection or channeling
of the emitted light along transverse axes parallel to the sur-
face instead of vertical emission from the surface, and the
small interaction volume between the incident beam and the
solid. In this letter, we show another factor to be crucial to
external radiative efficiency, the porosity of the films. Poros-
ity creates internal surface area, and the associated dead layer
decreases the emission efficiency. The dead layer is directly
observed by simultaneous cathodoluminescence~CL! imag-
ing and Z-contrast imaging in the scanning transmission
electron microscope~STEM!, and quantitatively accounts for
the reduction of luminescent efficiency.

Eu-activated Y2O3 thin films with thickness of about 200
nm were deposited on~001! LaAlO3 substrates by laser ab-
lation at different temperatures~735, and 775 °C! and differ-
ent laser pulse frequencies~5 and 10 Hz!.8,9 A Lambda
Physik 305I laser (l5248 nm,t525 ns) is used to irradiate
the Eu-doped Y2O3 phosphor target~YOE!, creating an ex-
panding plume of atomic species. Detailed information about
the deposition can be found elsewhere.10 Cross-sectional
slices were obtained by cutting the sample along the@100# or
@010# directions of YOE, and then gluing face to face. Both
plan-view and cross-section specimens for transmission elec-
tron microscopy~TEM! and/or STEM observations were
prepared by mechanical grinding, polishing, and dimpling,
followed by Ar-ion milling using a E. A. Fichione Ion Pol-
ishing System first at a voltage of 3.5 kV and an angle of
12°, and finally at 1.0 kV and 10°. TEM bright field images

and the electron diffraction patterns were recorded in a Phil-
ips EM-400 electron microscope operated at 100 kV.
Z-contrast imaging was conducted in VG HB603 STEM at
300 kV,11,12 while the CL imaging was conducted in a VG
HB501 STEM at 100 kV. The CL emission was collected by
a lens system and detected by a photomultiplier.13

The porous structure of YOE thin films was first demon-
strated by TEM images of plan view samples. For compari-
son, three TEM plan view samples of YOE thin films were
prepared at different substrate temperatures and laser pulse
rates:~a!: 735 °C, 10 Hz,~b! 735 °C, 5 Hz~c! 775 °C, 10 Hz.
As shown in Fig. 1~a!, the sample prepared at 735 °C, 10 Hz
shows a high density of pores at the edge of the sample, with
an average size of about 25 nm. When the pulse rate was
lowered to 5 Hz, but the substrate temperature was kept at
735 °C, the pore size decreased to 17 nm, as shown in Fig.
1~b!. When the substrate temperature was increased to
775 °C with 10 Hz pulse rate, the voids formed were much
smaller,;10 nm, as shown in Fig. 1~c!. These observations
show that the porosity of the film decreases with higher sub-
strate temperature and with lower laser pulse rate.

In order to check the distribution of the pores through
the film thickness, cross-section samples were examined. A
Z-contrast STEM image of the sample grown at 775 °C, 10
Hz is shown in Fig. 2. Figure 2~a! shows a large area dark
field Z-contrast STEM image in which both the substrate and
the film can be seen. Above the substrate and through the
film, some columnar structures and prolonged darker areas
are clearly seen extending from the surface to the interface.
The brightness in theZ-contrast STEM image depends on
both the atomic number and the sample thickness. At a spe-
cific thickness condition, the brightness will only be deter-
mined byZ2 ~whereZ is the atomic number!, but for a con-
stantZ, the brightness will reflect the film thickness. So, in
our case, the darker regions imply that the pores are colum-
nar in nature. This is confirmed by the following two higher
magnification images. In Fig. 2~b!, two columnar pores are
seen. In the thinnest region~near the top of the image!, they
both form holes in the specimen. As the sample becomes
thicker, a columnar track is seen extending from the left hand
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pore ~arrowed!, while the track from the other intersects the
sample surface. This contrast shows the pores to be columnar
in nature, which is consistent with our previous TEM inves-
tigation showing the columnar structure to be formed during
the laser ablation film growth.10 In Fig. 2~c!, we can see
clearly the well ordered atomic structure around a pore. In
agreement with our previous observation,10 we see that the
film is an almost perfect single crystal.

The porous structure has a dramatic effect on the exter-
nal radiative efficiency of the film. This is demonstrated by
measuring the efficiency of different samples prepared under
different deposition condition, and, therefore, containing dif-
ferent pore sizes.5,7,14The photoluminescence efficiency cor-
relates directly with average pore size, as shown in Fig. 3,
and we would expect the CL efficiency to be similar. The

reason for this correlation is expected to be the existence of a
‘‘dead layer’’ near the specimen surface, resulting from non-
radiative recombination of electron–hole pairs via surface
states.15–17 Increasing the pore size would create more inter-
nal surfaces per unit volume, resulting in lower overall effi-
ciency.

Direct measurement of the dead layer at the surface of a
pore has been achieved by comparing theZ-contrast image
with the CL image obtained simultaneously. Figure 4~a!
shows aZ-contrast image of a region of film containing some
relatively widely spaced pores. The corresponding CL image
in Fig. 4~b! shows the variation in CL intensity. It is imme-
diately clear that the edges of the holes in the CL image are
much less sharp. Intensity profiles across the hole marked are
shown in Figs. 4~c! and 4~d!. The width of the pore in the

FIG. 1. Three plan-view TEM micrographs of Y2O3:Eu thin films prepared
at different deposition conditions, showing clearly the variation of void size
with substrate temperature and deposition rate,~a!, 735 °C, 10 Hz,~b!
735 °C, 5 Hz,~c! 775 °C, 10 Hz.

FIG. 2. ~a! Dark field Z-contrast STEM image of a cross-section Y2O3:Eu
sample prepared by laser ablation at a substrate temperature of 775 °C and
in fast deposition mode~10 Hz!, showing the columnar nature of the pores.
~b! and ~c! are higher magnification images of the region in~a!.
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Z-contrast image is 10 nm, whereas in the CL image is more
than doubled to 20 nm. Clearly, if the grain size of a film is
comparable to the extent of the dead layer, then the effi-
ciency will be substantially reduced. This explains the order
of magnitude reduction in efficiency observed experimen-
tally in Fig. 3. It is clear that because of this dead layer
porous structures can lead to greatly reduced emission effi-
ciencies.

The relationship between the decrease of emission effi-
ciency and the pore size can be estimated directly from our
plan view images. Assuming the grains to be columnar, ex-
tending throughout the film thickness, the relative efficiency
can be estimated from the total area of grains observed in the
image per unit area of film, giving curve~a! in Fig. 3. Now,
if the area of each grain is reduced to take into account the 5
nm dead layer, the relative efficiency is significantly reduced
~curve b!, resulting in values that agree well with our experi-
mental observations~curve c!.

Singh and co-workers5,7,14,18have shown that the surface
roughness of a film has a close relationship with the lumi-

nescent properties, i.e., increased roughness of the film will
increase the efficiency. Now, based on our TEM and
Z-contrast STEM observations, we see that another critical
issue is the porosity of the films.

In summary, we have directly correlated the pore struc-
ture in laser ablation deposited YOE thin films with lumines-
cent efficiency. A high density of voids creates more internal
surface in the films per unit volume. The resulting increase in
the surface dead layer reduces external luminescence effi-
ciency. By simultaneousZ-contrast and CL imaging, we
have shown the extent of the dead layer to be;5 nm, and
obtained quantitative agreement between the measured pore
size and luminescent efficiency. We suggest that in the
preparation of YOE and related thin films, attention should
be paid to avoiding the formation of internal voids in order to
increase the radiative efficiency.

The authors are grateful to A. Kadavanich for assistance
with the CL detection system. The work at ORNL was spon-
sored by the Division of Materials Sciences, U.S. Depart-
ment of Energy, under Contract No. DE-AC05-96OR22464
with Lockheed Martin Energy Research Corporation, and by
appointment to the ORNL Postdoctoral Research Program
administrated jointly by ORISE and ORNL. The work at
University of Florida was supported by the Phosphor Tech-
nology Center of Excellence by DARPA Grant No.
MDA972-93-1-0030 and Department of Energy, under Con-
tract No. DE-FG05-95ER45533.

1K. A. Wickersheim and R. A. Lefever, J. Electrochem. Soc.111, 47
~1964!.

2M. Sayer and K. Sreenivas, Science247, 1056~1990!.
3G. Blasse and B. C. Grabmaier,Lumni. Mater.~Springer, Berlin, 1994!.
4S. J. Duclos, C. D. Greskovich, and C. R. O’Clair, Mater. Res. Soc. Symp.
Proc.348, 503 ~1994!.

5S. L. Jones, D. Kumar, R. K. Singh, and P. H. Holloway, Appl. Phys. Lett.
71, 404 ~1997!.

6R. P. Rao, Solid State Commun.99, 439 ~1996!.
7K. G. Cho, D. Kumar, S. L. Jones, D. J. Lee, P. H. Holloway, and R. K.
Singh, J. Electrochem. Soc.145, 3456~1998!.

8J. Fitz-Gerald, T. Trottier, R. K. Singh, and P. H. Holloway, Appl. Phys.
Lett. 72, 1838~1998!.

9D. Kumar, J. Fiz-Gerald, and R. K. Singh, Appl. Phys. Lett.72, 1451
~1998!.

10H-J. Gao, D. Kumar, K. G. Cho, P. H. Holloway, R. K. Singh, X. D. Fan,
Y. Yan, and S. J. Pennycook, Appl. Phys. Lett.75, 2223~1999!.

11S. J. Pennycook, inHandbook of Microscopy, edited by S. Amelinckx
~VCH, Weinheim, 1997!, p. 595.

12N. D. Browning, M. F. Chisholm, and S. J. Pennycook, Nature~London!
366, 143 ~1993!.

13H.-J. Gao, G. Duscher, X. D. Fan, S. J. Pennycook, D. Kumar, K. G. Cho,
P. H. Holloway, and R. Singh, Mater. Res. Soc. Symp. Proc.~in press!.

14K. G. Cho, D. Kumar, P. H. Holloway, and R. K. Singh, Appl. Phys. Lett.
73, 3058~1997!.

15J. Yuan, S. D. Berger, and L. M. Brown, J. Phys.: Condens. Matter1,
3253 ~1989!.

16B. G. Yacobi and D. B. Holt,Cathodoluminescence Microscopy of Inor-
ganic Solids~Plenum, New York, 1990!.

17D. B. M. Klaassen and D. M. de Leeuw, J. Lumin.37, 21 ~1987!.
18K. G. Cho, D. Kumar, D. J. Lee, S. L. Jones, P. H. Holloway, and R. K.

Singh, Appl. Phys. Lett.71, 3335~1997!.

FIG. 4. Z-contrast image~a!, CL image, ~b! and corresponding intensity
profiles ~c! and ~d! across the same hole, showing the ‘‘dead layer’’ to be
about 5 nm in width~labeled D!.

FIG. 3. Relationship between the photoluminescence efficiency and the pore
size, showing the decrease in efficiency with increasing pore size. Samples
are those shown in Fig. 1, with the addition of a film grown at 775 °C, 5 Hz,
which has the highest efficiency. Also shown are theoretical curves with and
without the effect of the dead layer.
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We report the epitaxial growth of europium-activated yttrium oxide (Y2O3:Eu) ~001! thin films on
LaAlO3 ~001! using laser ablation deposition at a substrate temperature of 775 °C and 10 Hz pulse
repetition rate. The orientation relationship between the films and the substrates is
@110#Y2O3i@100#LaAlO3 and@2110#Y2O3i@010#LaAlO3 which results in a lattice mismatch of only
0.8%. Transmission electron microscopy~TEM! of the films reveals the single crystalline Y2O3:Eu
thin film to contain small pores. Scanning transmission electron microscopy~STEM! imaging of the
films shows the substrate always terminates with the Al sublattice. Moreover, the STEM reveals that
no precipitates of Eu had formed in the films. ©1999 American Institute of Physics.
@S0003-6951~99!05441-8#

Numerous efforts have been made to prepare yttrium
oxide (Y2O3) thin films for applications in ultralarge scale
integration~ULSI! gate insulators, ULSI capacitors, and, by
addition of a suitable dopant species, for electrolumines-
cence devices.1–4 Single crystalline thin films are of great
importance for devices because of their reduced defect con-
tent which can result in improved properties. Thus, growth of
single crystal films has attracted much attention, and in the
past decade many different deposition techniques and sub-
strates have been tried.5–13 Fukumoto, Choi, and
co-workers5,6 reported the heteroepitaxial growth of Y2O3

~YO! films on silicon, but the atomic structure of the inter-
face was not determined. In this letter, we report the epitaxial
growth of YO thin films doped with;4 wt % Eu on a
LaAlO3 substrate.Z-contrast scanning transmission electron
microscopy ~STEM!14 is employed to directly image the
atomic structure of the film/substrate interface.

It is well known that the Y2O3 has aC-type rare-earth
sesquioxide structure, closely related to the fluorite structure
with a cell parametera51.060 nm and space group
Th

7(Ia3).15–18 In the fluorite lattice, each cation is sur-
rounded by eight anions located at the corner of a cube. The
C-type structure is derived by removing one quarter of oxy-
gen atoms and slightly rearranging the remaining ones.8,19

For 75% of the cations the vacancies lie at the ends of a face
diagonal, while for the other 25% they lie at the ends of a
body diagonal. Therefore, each yttrium atom is surrounded
by only six oxygen neighbors forming two different types of
distorted octahedral structure in the unit cell, calledS6 and

C2 .20 Eight yttrium atoms have theS6 symmetry and the
other 24 atoms have theC2 symmetry. From the crystallo-
graphic structure one can deduce that the distance of two
neighboring Y atoms along thê100& direction of YO is
0.5302 nm, and along thê110& direction it is 0.375 nm.
LaAlO3 ~LAO! is a rhombohedral structure with lattice pa-
rametersa50.378 nm,u<90.5°, very close to a cubic struc-
ture. The lattice mismatch with the^110& direction of the YO
is therefore less than 0.8%, and so we would anticipate epi-
taxial growth of single crystalline YO thin films on the LAO
~001! substrate to be feasible.

Eu activated YO thin films were deposited by laser
ablation21–23 on ~001! LAO substrates at a temperature of
775 °C and a deposition rate of 10 Hz. Pulses from a Lambda
Physik 305i laser~wavelength 248 nm, pulse length 25 ns!
are passed through a quartz window to irradiate the phosphor
target material, YO:Eu, creating an expanding plume. The
typical distance between the target and the substrate was;5
cm, and energy densities were approximately 2.0–3.5 J/cm2.
The films were grown on LAO to a total thickness of 0.3
mm, in an oxygen ambient pressure that ranged from 50 to
600 mTorr. Rocking curve measurements indicate a full
width at half maximum~FWHM! of 0.1°. Cross sectional
slices were obtained by cutting the LAO along the@100# or
@010# directions~using pseudocubic indexing! and then glu-
ing face to face in the usual way. Both plan view and cross
section specimens were prepared for transmission electron
microscope~TEM! and/or STEM observations by mechani-
cal grinding, polishing, and dimpling, followed by Ar-ion
milling using an E. A. Fichione ion polishing system, a 13°
incident angle, and a beam voltage of 3.5 kV initially, reduc-
ing to 1.0 kV for final milling. TEM bright field images and
electron diffraction patterns were recorded in a Philips EM-
400 electron microscope operated at 100 kV.Z-contrast im-
aging was conducted in a VG HB603 STEM at 300 kV.14,24

Figure 1 is a low magnification TEM micrograph and
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corresponding selected area electron diffraction pattern
~EDP! of a plan view sample of the YO:Eu thin film. The
diffraction pattern indicates an almost perfect single crystal
film, but the image shows numerous small voids, suggesting
an island growth mechanism with incomplete coalescence of
the islands.

A cross section image of the sample is presented in Fig.
2~a!, showing the smooth surface, sharp interface, and a uni-
form thickness of 300 nm maintained over the entire region.
Figure 2 also shows selected area EDPs of the film~b! and
the LAO substrate~c!, showing the orientation relationship
to be @110#YOi@100#LAO and @2110#YOi@010#LAO. The
columnar structure of the film is also apparent from the cross
section image, with small rotations between neighboring
grains giving the strong diffraction contrast. Each individual
column, however, appears to be a good single crystal, which
implies that the presence of the voids may avoid the need for
a high density of dislocations between the grains to accom-
modate the rotations, and/or a high level of stress within the

grains. The dominant direction of the voids is not crystallo-
graphic, suggesting that it is related to the deposition direc-
tion not being normal to the substrate.25 The sample was not
rotated during film deposition.

In order to determine the detailed interface atomic struc-
ture, high-resolutionZ-contrast STEM imaging of the
samples was carried out. TheZ-contrast image is a direct
image with intensity highly localized about the atomic col-
umn positions and approximately proportional to the mean
square atomic number~Z!. Thus the La and Al columns in
LAO, and the Y columns in YO, are directly distinguishable
in a Z-contrast image taken along the@010# zone axis of the
LAO substrate. Figure 3~a! is an atomic resolutionZ-contrast
STEM image of the film/substrate interface. The bright spots
in the film are Y columns, the bright spots in the substrate La
columns, and the less bright spots Al columns. The O col-
umns are not visible. Also shown in Fig. 3~b! is a higher
magnificationZ-contrast image that shows clearly the atomic
structure of the interface. The substrate is seen to terminate
with the Al plane, which matches directly onto the Y layer of
the film as shown in the schematic.

FIG. 1. Plan view TEM image~a! and corresponding electron diffraction
pattern~b! of a laser ablation deposited YO:Eu thin film, showing the for-
mation of a good single crystalline film containing numerous voids. The
electron projection is along the@001# zone axes of the YO:Eu crystalline
thin film.

FIG. 2. Cross section TEM image~a! and corresponding electron diffraction
patterns of the as-grown YO:Eu film~b! and the LAO substrate~c! showing
the orientation relationship to be @110#YOi@100#LAO and
@2110#YOi@010#LAO.

FIG. 3. ~a! Z-contrast STEM dark field image showing the atomically abrupt
interface,~b! higher magnification image showing clearly the Al terminated
substrate, as shown in the schematic.
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Figure 4 is a schematic of two possible interface struc-
tures corresponding to the two possible terminations of the
~001! substrate, either the (AlO2)

2 or (LaO)1 planes. Fig-
ures 4~c! and 4~d! show these two planes, while Figs. 4~e!
and 4~f! show the two~001! planes of YO, comprising pure
Y and O. The full unit cell of the YO structure is four times
the dimensions shown due to ordering of the O vacancies.
For (AlO2)

2 termination of the substrate, the four oxygen
positions match almost exactly the oxygen positions in the
YO. The Y atoms can sit over the center of the four O posi-
tions in Fig. 4~d!, directly over the La site in the plane below,
as seen in the image of Fig. 3~b!. The interfacial Y is then
coordinated by seven oxygen atoms instead of six, which
may be compensated by some additional oxygen vacancies.
In contrast, if the substrate is terminated by LaO, each Y
sitting directly over one oxygen in the LaO plane, then each
Y is substantially undercoordinated. This explains the ob-
served termination and the fact that no single layer height
steps were observed.

Another important aspect of the work concerns the pos-
sibility of Eu precipitation in the YO films.Z-contrast STEM
is very sensitive to Eu withZ563. In our observations, how-
ever, no sign of any precipitation was found, or of any pref-
erential segregation to the surfaces of the columnar grains.
This implies that the Eu was distributed uniformly within the
films.

In conclusion, we have successfully grown epitaxial
single crystalline YO films doped with Eu on LAO substrates

by laser ablation.Z-contrast STEM reveals the substrates are
always Al terminated, and no evidence of nonuniform Eu
distribution was found.
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Reversible conductance transitions are demonstrated on the molecular scale in a complex of 3-ni-
trobenzal malononitrile and 1,4-phenylenediamine, by application of local electric field pulses. Both
macroscopic and local current-voltage (I�V) measurements show similar electrical bistability behavior.
The mechanism of the electrical bistability is discussed.

PACS numbers: 73.61.Ph

Conjugated organic materials have aroused much atten-
tion recently [1]. Of particular interest is the utilization of
individual molecules or molecular complexes as electronic
device elements. Aviram et al. [2] proposed the donor-
bridge-acceptor (D-S-A) model for molecular rectification
using conjugated molecules. A crucial issue in this regard
is whether or not a conductance transition can be induced
in single molecules or nanoscale regions of a thin film,
and the mechanism of the transition. The pioneering work
of Aviram et al. [3] reported the first evidence of switch-
ing and rectification in an organic thin film, but the results
were not conclusive [4]. More recently, Potember et al.
[5] have shown a field-induced conductance transition on
a 500 nm scale, but did not demonstrate local reversibility.
The reverse transition was induced only by application of
a broad laser pulse or heat. Here we report a reversible
conductance transition in a crystalline fully organic com-
plex, on a scale close to the dimensions of the unit cell.

The two conjugated organic compounds shown in Fig. 1,
3-nitrobenzal malonitrile (NBMN) and 1,4-phenylenedi-
amine (pDA), were used to form the complex. NBMN
was prepared as in the literature [6], and the two ma-
terials were mixed together in a 1:1 molar ratio and
vacuum evaporated (1026 1025 Torr). High resistivity
polycrystalline NBMN-pDA films were prepared by
evaporation onto room temperature substrates at a rate
#5 nm�min. Films for conductance transition experi-
ments were deposited to a thickness of 20 nm on freshly
cleaved, highly oriented pyrolytic graphite (HOPG).
Samples for macroscopic four-probe I�V measurements
were deposited to a thickness of 200 nm on substrates
of glass coated with conductive indium-tin-oxide films.
For transmission electron microscopy (TEM), films
were simultaneously deposited onto carbon films and
subsequently examined in a JEOL 200CX. Cover-
age was found to be very uniform. X-ray diffraction
showed the polycrystalline films to have a triclinic
structure with unit cell parameters: a � 0.7823(2) nm,
b � 0.8730(2) nm, c � 0.7286(1) nm, a � 105.90(3)±,
b � 101.49(3)±, g � 78.75(3)±. In contrast, for de-
position rates .6 nm�min, the resulting films were

conductive, and structural characterization showed these
more rapidly deposited films to be amorphous. As dis-
cussed below, this result is a clue to the mechanism of the
conductance transition.

We first performed standard four-point probe measure-
ments of I-V relationships and transient conductance on
the 200 nm thick films. The I-V measurements, shown in
Fig. 2(a), demonstrate electrical bistability. Increasing the
voltage stepwise from zero produced the open points in
Fig. 2(a), but when the voltage was increased above 3.2 V,
the film abruptly switched to a conductive state. In the con-
ductive state, stepwise sampling of the current as a function
of applied voltage produced the solid points in Fig. 2(a).
The high-impedance state has a resistivity of �1028 V?

cm, reducing to �1024 V? cm in the conductive state. We
note that our films are significantly more conductive than
those reported by Alvarado et al. [7]. The transition time
of the film was measured to be about 80 ns, as shown in
Fig. 2(b).

Local conductance transitions were induced in the
high-resistivity films by a scanning tunneling microscope
(STM). A typical image of the film is shown in Fig. 3(a).
The dimensions of the surface unit cell are b � 0.93 nm,
c � 0.78 nm, and the angle between b̂ and ĉ is about
100±, closely matching the unit cell dimensions deter-
mined by x-ray diffraction. This image was taken at a bias
(Vb) of 0.1 V and tunneling current (It) of 0.4 nA. As
shown in Figs. 3(b) and 3(c), a 3 3 3 array and an “A”

NO2

CH C

C

C N

N

NBMN

NH2H2NpDA

FIG. 1 Structures of the conjugated molecules NBMN and
pDA.
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FIG. 2 (a) I-V relation of a 200 nm film, showing the low
and high conductance states. The voltage threshold is 3.2 V.
(b) Transient conductance measurements on the 200 nm film
showing a transition time of 80 ns.

pattern could be formed by applying voltage pulses to the
STM tip in constant height mode. Each bright spot in the
image represents a high-conductance region, i.e., regions
that have been switched from insulator to conductor. The
shadow effect on each mark is due to the fact that the
feedback circuits were not completely nulled during the

FIG. 3 STM images of the NBMN-pDA film on HOPG. (a)
An image of the surface of the film showing crystalline order,
image size: 6 nm 3 6 nm; (b) a 3 nm 3 3 nm array formed by
voltage pulses of 4 V and 1 ms; (c) an “A” pattern formed by
voltage pulses of 3.5 V and 2 ms; (d) and (e) STM images after
erasing marks one at a time with reverse-polarity voltage pulses
of –4.5 V and 50 ms; (f ) resolution test using voltage pulses of
4.2 V and 10 ms. The distance between neighboring marks is
1.7 nm. Scan conditions are Vb � 0.1 V, It � 0.4 nA for (a);
and Vb � 0.19 V, It � 0.19 nA for (b), (c), (d), (e), and (f );
constant height mode.

scan. All marks were erased on heating the sample in situ
above 423 K, when the conductance of the local regions
recovered their original insulating states. It was possible
to induce the reverse transition in individual marks by
applying a reverse-polarity voltage pulse of –4.5 V for
50 ms, as shown in Figs. 3(d) and 3(e). If the same pulse
was applied without reversing the polarity, the mark was
incompletely erased. Therefore the process is due to
the combined effect of applied field and a local heating
induced by the current passing through the conducting
region. In principle, the ultimate resolution should be
the size of the molecular complex, �1 nm. Figure 3(f)
demonstrates resolution on this length scale. The marks
are separated by approximately 1.7 nm.

Finally, local I-V characteristics of the film measured
before and after mark formation confirm the conduc-
tance transition. As shown in curve a of Fig. 4, with
the NBMN-pDA in its initial high-impedance state, the
applied voltage can be varied from 0 to 2.1 V but the
tunneling current remains small (about 0.2 nA). Beyond
a threshold of 2.1 V, the film changes to a low-impedance
state with the I-V relation of curve b. Curve b clearly
demonstrates conductivity and eliminates deposited charge
as a possible mechanism of the mark formation. For
comparison, the I-V curve from the graphite substrate is
shown in curve c of Fig. 4. The I-V relation for the sub-
strate is inconsistent with that of the film in its conducting
state, eliminating the possibility that the conducting state
is reached by simply burning a hole through the film.

Several possible mechanisms for the conductance tran-
sition were considered resulting in the identification of a
candidate mechanism that is in agreement with all available
experimental data for this system. The first candidate con-
sidered was the charge transfer (ct) mechanism proposed
by Ma et al. [8] for conductance transitions in a thin or-
ganic film of N-(3-nitrobenzylidene)-p-phenylenediamine
(NBPDA). In the ct mechanism, hypothetically, a volt-
age pulse above some threshold brings about a shift in
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FIG. 4 Typical STM current-voltage relations. Curve a: Be-
fore the voltage pulse, with the film in a highly insulating state,
which becomes conductive above a voltage threshold of 2.1 V;
Curve b: I-V relation after the voltage pulse, indicating a tran-
sition to the conductive state; Curve c: linear I-V relation from
the HOPG substrate.
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electron density into a charge-separated state. While such
an excited electronic state could presumably impart con-
ductance properties to the molecule different from those
of the ground state, in the present case, the ct mecha-
nism is excluded by the transition time measurements.
As shown in Fig. 2(b), the transition time from the ini-
tial high-impedance state to the conducting state is about
80 ns, many orders of magnitude longer than even the most
sluggish of molecular electronic transitions. Furthermore,
it is highly unlikely that an appreciable population could
be sustained in the excited (ct) state for the hours to days
that the film remains in the conducting state [8].

As a second possible mechanism it was considered that
the individual molecular complexes of NBMN-pDA might
undergo an internal rotation into an excited molecular con-
formation whose geometry completes the conjugated p

structure across the entire complex. This is essentially the
“conformational switching” mechanism of Joachim and
Launay [9]. In a molecule containing two or more benzene
rings in sequence, the electrical resistance increases by
about 3104 when the angle between the planes of adjacent
rings is changed from 0 to 90± [10]. In the present case,
the individual components contain extended p-conjugated
structures. If these components were brought into align-
ment in an excited conformation, completing the p struc-
ture across the entire complex, it would result in greatly
enhanced conduction in the excited conformation.

The present system proved too large to test the con-
formational isomerization hypothesis computationally, but
we were able to carry out electronic structure calcula-
tions on a closely related system that exhibits the same
electrical bistability behavior. Local conductance tran-
sitions have been demonstrated on the nanometer scale
in NBPDA in the same laboratory as the present work
[8]. The structure of NBPDA is shown in Fig. 5 (inset).
We searched for stable conformations of this molecule at
the Hartree-Fock�SCF level of theory [11]. Earlier cal-
culations at this level resulted in excellent accuracy for
both structure and intramolecular conformational energy
differences in two conjugated organic systems similar to
NBPDA [12]. As shown in Fig. 5, NBPDA exhibits two
stable conformers. The predicted harmonic vibrational
frequencies for the more stable of these two conformers
reproduce the dominant peaks and features of the FTIR
spectrum of crystalline NBPDA very well [13]. In both
conformers, however, the two benzene rings are copla-
nar. Since the p-p conjugation extends over the entire
NBPDA system in both conformers, we conclude that lo-
cal conductance transformations observed in NBPDA do
not arise from conformational isomerization, and by anal-
ogy it seems highly unlikely that such a mechanism would
be at the root of the same phenomena in the very closely
related NBMN-pDA system.

The most likely source of the local conductance transi-
tion in NBMN-pDA thin films is a mechanism whereby
the applied electric pulse leads to a reorientation of one or
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FIG. 5 The molecular structure of NBPDA (inset) and poten-
tial energy curves for internal rotations of NBPDA. Solid circles:
rotation about the (C�3�, N�1�, C�4�, C�5�) dihedral angle. Open
circles: rotation about the (C�1�, C�2�, C�3�, C�5�) dihedral angle.

more entire molecules, in effect introducing local disorder
into the crystalline thin film. The experiments demon-
strate that the crystalline films are insulating and the
amorphous films are relatively conducting. This result
is less surprising when one notes that this is an organic
system, and carbon, while an excellent insulator when in
the form of diamond, is much more conducting in various
less-ordered forms. It follows naturally that if a local
area of the film is structurally disordered, that region will
become conducting. Since the NBMN-pDA system has
a permanent dipole, an electric field pulse could lead
to molecular reorientation. Such a reorientation would
effectively introduce local disorder into the film. This
“induced local disorder” hypothesis is also consistent
with the mechanism for erasure. Only reversed polarity
pulses completely reverse the conductance transition,
and they must be applied for a longer duration than the
“write” pulse. Obviously, if the “write” pulse grabs the
permanent dipole and twists the molecule in one direction,
reversing the twist will require the application of force
of the opposite sign. Furthermore, the duration must be
sufficient to allow time for the order to redevelop. Finally,
the 80 ns characteristic transition time for the conductance
transition, although much too slow for an electronic or
conformational transition, is perfectly reasonable for
reorientation of a large molecule. To test the hypothesis
that the conductive region of the film is disordered, TEM
and electron-diffraction studies were carried out on a
film before and after switching. The results are shown
in Fig. 6. As anticipated, the nonconductive film is
crystalline, but after switching to the conductive state, the
TEM and diffraction studies indicate an amorphous film.

In summary, we have demonstrated that conductance
transitions can be induced by a local electric field in the
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FIG. 6 Structural characterization of NBMN-pDA films. Be-
fore switching (nonconducting): (a) TEM, (b) diffraction. After
switching (conducting): (c) TEM, (d) diffraction.

NBMN-pDA crystalline organic complex on the nanometer
scale, and the transition can be reversed by the application
of reverse pulses for a longer duration. An analysis of
several possible mechanisms suggests that the conductance
transition arises from the electric field pulse inducing local
disorder into the crystalline thin film.

The authors thank Dr. T. Thundat for helpful discussions
and W. J. Yang for experimental assistance. K. S. was
supported by ORNL and ORAU, and thanks Dr. A. Ka-
davanich for several fruitful brainstorming sessions. This
work was supported by Oak Ridge National Laboratory,
managed by Lockheed Martin Energy Research Corpora-
tion under DOE Contract No. DE-AC05-96OR22464, and
the National Science Foundation of People’s Republic of
China.

[1] T. Nakamura, T. Akutagawa, K. Honda, A. E. Underhill,
A. T. Coomber, and R. H. Friend, Nature (London) 394,
159 (1998); F. Zwick, D. Jerome, G. Margaritondo,
M. Onellion, J. Voit, and M. Grioni, Phys. Rev. Lett.
81, 2974 (1998); T. Kawamura, Y. Miyazaki, and
M. Sorai, Chem. Phys. Lett. 273, 435 (1997); H. Sir-
ringhaus, N. Tessler, and R. H. Friend, Science 280,
1741 (1998); A. Köhler, D. A. dos Santos, D. Beljonne,
Z. Shuai, J.-L. Brédas, A. B. Holmes, A. Kraus, K. Müllen,
and R. H. Friend, Nature (London) 392, 903 (1998); J. M.
Williams, A. J. Schultz, U. Geiser, K. D. Carlson, A. M.
Kini, H. H. Wang, W.-K. Kwok, M.-H. Whangbo, and

J. E. Schirber, Science 252, 1501 (1991); D. Jéerome,
Science 252, 1509 (1991); G. Yu, J. Gao, J. C. Hummelen,
F. Wudl, and A. J. Heeger, Science 270, 1789 (1995);
Y. Yang and A. J. Heeger, Nature (London) 372, 344
(1994); G. M. Whitesides, J. P. Mathias, and C. T. Seto,
Science 254, 1312 (1991); M. C. Lonergan, Science 278,
2103 (1997); M. Strukelj, F. Papadimitrakopoulos, T. M.
Miller, and L. J. Rothberg, Science 267, 1969 (1995).

[2] A. Aviram and M. A. Ratner, Chem. Phys. Lett. 29,
277 (1974); A. Aviram and P. E. Seiden, U.S. Patent
No. 3 953 874 (1976).

[3] A. Aviram, C. Joachim, and M. Pomerantz, Chem. Phys.
Lett. 146, 490 (1988).

[4] A. Aviram, C. Joachim, and M. Pomerantz, Chem. Phys.
Lett. 162, 416 (1989).

[5] R. S. Potember, T. O. Poehler, and D. O. Cowan, Appl.
Phys. Lett. 34, 405 (1979); R. S. Potember, T. O. Poehler,
and R. C. Benson, Appl. Phys. Lett. 41, 548 (1982); R. S.
Potember, T. O. Poehler, A. Rappa, D. O. Cowan, and
A. N. Bloch, Synth. Met. 4, 371 (1982); R. S. Potember,
T. O. Poehler, A. Rappa, D. O. Cowan, and A. N. Bloch,
J. Am. Chem. Soc. 102, 3659 (1980); R. S. Potember, T. O.
Poehler, D. O. Cowan, F. L. Carter, and P. Brant, Molecular
Electronic Devices, edited by F. L. Carter (Marcel Dekker,
New York, 1983), p. 73; S. Yamaguchi and R. S. Potember,
Mol. Cryst. Liq. Cryst. 267, 241 (1995).

[6] B. B. Corson and R. W. Stoughton, J. Am. Chem. Soc. 50,
2825 (1928).

[7] S. F. Alvarado, P. F. Seidler, D. G. Lidzey, and D. D. C.
Bradley, Phys. Rev. Lett. 81, 1082 (1998).

[8] L. P. Ma, W. J. Yang, Z. Q. Xue, and S. J. Pang, App. Phys.
Lett. 73, 850 (1998).

[9] C. Joachim and J. P. Launay, J. Mol. Electron. 6, 37 (1990).
[10] M. P. Samanta, W. Tian, S. Datta, J. I. Henderson, and C. P.

Kubiak, Phys. Rev. B. 53, R7626 (1996).
[11] Hartree-Fock self-consistent field calculations, geometry

optimizations, and harmonic vibrational analysis car-
ried out with the code GAMESS: M. W. Schmidt, K. K.
Baldridge, J. A. Boatz, S. T. Elbert, M. S. Gordon, J. H.
Jensen, S. Koseki, N. Matsunaga, K. A. Nguyen, S. J.
Su, T. L. Windus, M. Dupuis, and J. A. Montgomery,
J. Comput. Chem. 14, 1347 (1993). Original program as-
sembled by M. Dupuis, D. Spangler, and J. J. Wendoloski.
Polarized double-zeta (3-21G*) basis used for all atoms:
J. S. Binkley, J. A. Pople, and W. J. Hehre, J. Am. Chem.
Soc. 102, 939 (1980); W. J. Pietro, M. M. Francl, W. J.
Hehre, D. J. DeFrees, J. A. Pople, and J. S. Binkley, J. Am.
Chem. Soc. 104, 5039 (1982).

[12] K. Sohlberg, B. L. Baker, S. P. Leary, N. L. Owen, J. C.
Facelli, and B. A. Trofimov, J. Mole. Struct. 354, 55 (1995);
K. Sohlberg, S. Leary, N. L. Owen, and B. Trofimov, Vib.
Spectrosc. 13, 227 (1997).

[13] As is conventional, HF-SCF frequencies were scaled
30.89: M. Diem, Introduction to Modern Vibrational
Spectroscopy (Wiley, New York, 1993).

1783



Damage nucleation and vacancy-induced structural transformation
in Si grain boundaries

A. Maitia) and S. T. Pantelides
Solid State Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831
and Department of Physics and Astronomy, Vanderbilt University, Nashville, Tennessee 37235

M. F. Chisholm and S. J. Pennycook
Solid State Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831

~Received 13 February 1999; accepted for publication 16 August 1999!

Atomic resolution Z-contrast scanning transmission electron microscopy reveals preferential
nucleation of electron-beam-induced damage in select atomic columns of a Si tilt grain boundary.
Atomic scale simulations find that the region of initial damage nucleation corresponds to columns
where the formation energies of vacancies and vacancy complexes are very low. The calculations
further predict that vacancy accumulation in certain pairs of columns can induce a structural
transformation to low-density dislocation ‘‘pipes’’ with all atoms fourfold coordinated. ©1999
American Institute of Physics.@S0003-6951~99!00742-1#

Beam-induced processing is a widely studied
phenomenon,1 and it has long been known that beam-
induced amorphization nucleates preferentially at extended
defects such as grain boundaries.2 The electron microscope
has also been widely used to induce and study damage.3–7 In
this letter we report experimental data showing that the en-
ergetic electron beam of a transmission electron microscope
induces nucleation of damage at specific dislocation cores in
a Si grain boundary. We also report atomistic simulations
that provide an explanation for this effect and further predict
a structural transformation that may occur under suitable ex-
perimental conditions.

The experimental study was performed on a silicon bi-
crystal wafer containing an isolated 16° symmetric tilt
boundary with the tilt axis parallel to thê001& direction
(S525$710%^001&). Plan view samples with â001& surface
normal were prepared by mechanical polishing and ion mill-
ing with 1–3 keV Ar ions, which was followed by charac-
terization with high resolutionZ-contrast imaging using a
HB603U scanning transmission electron microscope operat-
ing at 300 kV.

A symmetric S525 boundary with a common$710%
plane can be constructed by rotating two crystalline regions
about the^001& axis through equal and opposite angles of
8.13°. The boundary structure is periodically repeated, with a
period of one conventional lattice parameter (a55.43 Å)
parallel to the tilt axis, and a period of 38.4 Å (aA50) in a
direction normal to the tilt axis. In each repeat period normal
to the tilt axis the grain boundary consists of two extended
cores, one being a mirror image of the other, separated by
perfect crystalline regions. Figures 1~a! and 1~b! display, in
the projection normal to the tilt axis, electron micrographs of
one of these extended cores at two stages of exposure to
electron irradiation:~a! a nearly unaffected core with appre-
ciable intensity from all the columns; and~b! a partially af-
fected core with a few of the columns having reduced bright-
ness. Figure 2~a! displays in the same projection a three
dimensional computer model of the boundary structure.

A closer look at the structure of Fig. 2~a! reveals that in
the undamaged grain-boundary core there are four disloca-
tion cores,8 each dislocation core appearing as a ‘‘pentagon-
triangle’’ combination in the projection normal to the tilt
axis. All these cores have Burgers vectors in a plane normal
to the tilt axis and are therefore designated perfect edge dis-
locations. Two of the cores,D1 andD2 are adjacent to each
other and have opposite Burgers vectors, thereby constituting
a dislocation dipole. The other two edge dislocation coresE1
and E2 have Burgers vectorsa/2^110& and a/2^11̄0&, re-
spectively, where thex direction is taken normal to the
boundary plane and they direction taken in the grain bound-
ary plane normal to the tilt axis. The Burgers vectors ofE1
andE2 add up toa, which is the total dislocation content of
the boundary core. We note that all the columns with re-
duced brightness in the damaged core are located on and
around the edge dislocationsE1 andE2. In the following,
we discuss results of an extensive computational analysis to
understand:~1! why a small region localized aroundE1 and

a!Present address: Molecular Simulations, Inc., Burlington, MA 01803.

FIG. 1. Z-contrast images and derived structures of theS525 $710% ^001&
symmetric tilt boundary at two stages of exposure to electron irradiation:~a!
a nearly unaffected core with all columns visible but those shaded showing
reduced intensity;~b! a partially affected core with several columns appear-
ing darker.
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E2 is preferentially affected by electron irradiation, leaving
the rest of the extended core unchanged;~2! the atomic scale
processes that underlie the observed phenomenon;~3! any
possible low-energy defect configuration that might lead to a
structural transformation of the boundary.

In a relativistic elastic collision between an electron and
an atomic nucleus initially at rest, the energy required to
knock an atom out of its position and create structural dam-
age,Tm must be greater than the ‘‘displacement energy’’Ed .
The displacement energy is somewhat larger than the forma-
tion energy of a Frenkel pair because of kinetic barriers and
has been determined experimentally to be 1565 eV for a
bulk Si crystal.9,10 It is expected to be smaller at a grain
boundary where the formation energy of a Frenkel pair is
generally smaller~by 2–4 eV; see below!. The fraction of
atoms in a column initially knocked out by the electron beam
~i.e., the fraction of Frenkel pair defects! is given by

f F5ne1sd . ~1!

Here,ne1 is the number of electrons passing through per unit

area, estimated to be;105 Å 2 from the scan time and the
electron current in the microscope probe;sd is the total Mott
scattering cross-section of the electron11 which decreases
rapidly with increasingEd . Since Si is a light element, the
Mott cross-section can be accurately computed using the
McKinley–Feshbach formula.12 Using appropriate values of
Ed , we find that the electron beam creates 2%–5% vacan-
cies in bulk atomic columns and as many as 20% in grain
boundary columns. Point defects in Si are, however, known
to be very mobile under electron irradiation conditions.13

Therefore, these initial defects would either recombine, es-
cape to the surface, or segregate at low-energy sites in the
grain boundary. This analysis suggests that the low-intensity
columns in Fig. 1~b! correspond to sites with large segrega-
tion energies of certain point defects.

To address the nature of these defects, we have com-
puted the formation energies of both vacancies and intersti-
tials in the bulk crystal and at various sites within the grain
boundary core. The segregation energy is the difference be-
tween formation energies in the grain boundary and the bulk
crystal. To describe the interatomic interaction for Si we
used the many-body potential due to Tersoff,14 which repro-
duces well the local density approximation~LDA ! results for
vacancy and interstitial formation energies in the bulk crystal
~see Table III of Ref. 14 for more details!. We tested the
potential further against LDA results for vacancies at various
sites in the S55$310%^001& tilt boundary, which has a
smaller repeat cell than theS525 boundary. Agreement was
satisfactory for both formation energies and atomic relax-
ations.

For the S525 boundary, we computed the formation
energy of isolated vacancies, isolated divacancies, chains of
monovacancies~i.e., removal of an entire column of atoms!
and pairs, triplets, etc., of such chains. In each case, the
relevant atom~s! were removed and the surrounding lattice
fully relaxed using a combined scheme of simulated anneal-
ing and conjugate gradients. Similar calculations were done
for self-interstitials.

Table I lists the formation energies~normalized per va-
cancy! of the most stable vacancy structures in various con-
figurations. Figure 2~a! displays the site designations. The
vacancy formation energies at other sites are at least 2.5 eV
or higher. It is clear from the table that all the low-energy
structures occur in a localized region of the core in and
around the dark region in the micrograph of Fig. 1~b!. From
a similar computational study on the interstitials, we find that
the lowest formation energies are around 2.5 eV, and the
low-energy sites are scattered all over the dislocation core,
showing no particular affinity to the low-intensity region of
Fig. 1~b!. These results lead to the conclusion that intersti-
tials are not trapped in specific regions and either recombine
with vacancies or move to the surface. We conclude that
vacancies segregated in various low-energy configurations
are primarily responsible for the low-intensity columns ob-
served in Fig. 1~b!.

A closer look at Table I shows that the chain configura-
tions have lower formation energy than the isolated vacan-
cies, which indicates a significant attraction between neigh-
boring vacancies. However, of the many different chain
configurations explored, two divacancy chain structures, i.e.,

FIG. 2. ~a! Three-dimensional atomic model of the boundary structure iden-
tifying the individual dislocations cores and labeling various sites.~b! The
atomic structure of the transformed grain boundary resulting from the seg-
regation of the@b,c# divacancy chain. The edge dislocation coreE2 of the
original grain boundary dissociates into two mixed dislocation coresM1
andM2. ~c! The transformed structure resulting from the segregation of the
@a,b# divacancy chain creating an extended edge dislocation core.
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the @a,b# chain and the@b,c# chain have extremely low for-
mation energies, an order of magnitude smaller than the va-
cancy formation energy in the bulk.15 Figures 2~b! and 2~c!
display the structures following the relaxation of the@b,c#
and the @a,b# divacancy chains, respectively. Both these
structures have a noteworthy feature: all atoms are fourfold
coordinated, i.e., the segregation of a chain of divacancies
has led to a new structure without any dangling bonds!

A comparison of the dislocation cores of Figs. 2~a! and
2~b! indicates that the pure edge dislocation coreE2 with
Burger’s vectorb5a/2^11̄0& has dissociated into two mixed
dislocations M1(b15a/2^101̄&) and M2(b25a/2^01̄1&),
while all the other cores remain unchanged. The atomic ar-
rangement shown in Fig. 2~c! is more complicated—hereE2
splits up into an edge dislocation with Burger’s vectorb
5a/2^110& and an ‘‘extended’’ edge dislocation withb
5a^01̄0& indicated by the dotted line. These reconstructed
dislocation cores have lower atomic density. In addition, we
found that the formation energy of interstitials in these cores
is reduced by almost an electron volt compared to that in the
untransformed grain boundary, making them effective diffu-
sion pipes. Another interesting feature is the presence of a
chain of ‘‘long’’ bonds;2.6 Å, which provide ideal sites for
the cooperative segregation of certain dopants in the form of
substitutional dimers.16

All the foregoing calculations were carried out under
zero external stress. Figure 3 plots the change in energy as a
function of uniaxial compression normal to the grain bound-
ary plane for the original grain boundary@Fig. 2~a!# and the
transformed grain boundary of Fig. 2~b!. There is a stability
crossover at a compression of;1.5%. A large local com-
pressive stress can thus drive the formation energy of the
@b,c# divacancy chains negative and bring about a spontane-
ous structural transformation of the boundary. Such com-
pression is commonly achieved in strained layer epitaxy.

As is evident from the micrographs of Fig. 1, electron
irradiation can induce vacancy segregation in the select re-
gions of the grain boundary core, but does not lead to the
predicted reconstruction. The key difference is that the simu-
lations involved annealing at high temperatures whereas the

experiment was done at room temperature. Further experi-
ments with different conditions would be needed to explore
the relevant phase space, e.g., irradiation at elevated tem-
peratures and/or pressures, which is not currently feasible on
our instrument. Finally, external stress might be used to in-
duce a spontaneous transformation.
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FIG. 3. A plot of the change in energy as a function of uniaxial compression
perpendicular to the boundary plane of the original boundary of Fig. 2~a!
and the transformed grain boundary of Fig. 2~b!. Values are normalized per
periodic segment of the grain boundary and are relative to the energy of the
original boundary structure. A stability crossover occurs at a compression of
;1.5%.

TABLE I. The formation energies of the most stable vacancies in various
configurations. Configurations are isolated unless indicated explicitly as a
chain configuration. The letters indicate sites at which the vacancies are
initially placed, as designated in Fig. 2~a!.

Vacancy configurations Formation energy~eV/vacancy!

bulk 3.7
@b# 1.7
@d# 1.7
@i# 1.8
@a,b# 1.0
@b,c# 1.6
@b# chain 0.8
@d# chain 1.4
@d,i# chain 1.3
@a,b# chain 0.3a

@b,c# chain 0.2a

@a,b,e# chain 1.2
@f,g,h# chain 1.4
@b,c,d,e# chain 1.3
@d,f,h,i# chain 1.3

aStructural transformation.
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Abstract

Recently, the scanning transmission electron microscope has become capable of forming electron probes of atomic
dimensions. Through the technique of Z-contrast imaging, it is now possible to form atomic resolution images with high
compositional sensitivity from which atomic column positions can be directly determined. An incoherent image of this
nature also allows atomic resolution chemical analysis to be performed, by locating the probe over particular columns or
planes seen in the image while electron energy loss spectra are collected. Such data represent either an ideal starting point
for "rst-principles theoretical calculations or a test of theoretical predictions. We present several examples where theory
and experiment together give a very complete and often surprising atomic scale view of complex materials. ( 1999
Elsevier Science B.V. All rights reserved.

Keywords: Grain boundaries; Atomic structure; Impurities; Segregation; Transformation; Electron microscopy; Total energy calcu-
lations

1. Direct imaging with electrons

The images we see with our eyes generally appear to be
a direct representation of the world around us. This is
because they are formed incoherently; objects are illumin-
ated by light over a large range of directions and the
intensity scattered depends primarily on the nature of the
object and not on the direction of illumination. If objects
are illuminated by coherent laser light they show
a speckle pattern, which is due to interference e!ects.
These are directly related to the object, but not in a man-
ner that can be directly interpreted. Except for special
applications, optical instruments such as a projector or
a microscope invariably use incoherent illumination to
maintain this capability for direct interpretation.

It is over one hundred years since Lord Rayleigh "rst
explained the di!erence between coherent and incoherent
imaging in the context of the light microscope. He clearly
pointed out the advantages of incoherent imaging: ab-
sence of interference artifacts, and in addition a factor of
two improved resolution [1]. Ideally, a self-luminous
object is required for perfect incoherent imaging, so that
each point will emit light independently. But Lord
Rayleigh showed how the condenser lens can be used to
give a close approximation to incoherent imaging. If the
condenser lens subtends a su$ciently large range of
angles, then we approach the incoherent imaging condi-
tions of normal vision. Speci"cally, for an illumination
semiangle h, the transverse coherence length in the
sample, l

T
, is 0.61j/h, which can be made comparable to

the resolution limit.
In the conventional transmission electron microscope

(CTEM), historically, a small condenser aperture has
been used to give an approximation to perfect coherent
imaging. This is necessary for low-resolution di!raction
contrast imaging of defects such as dislocations, but this

0921-4526/99/$ - see front matter ( 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Schematic comparing the transverse coherence lengths
for coherent and incoherent imaging. In bright "eld (BF) con-
ventional TEM the coherence length is large compared to in-
teratomic spacings, whereas in the STEM, a large-angle BF or
annular dark "eld (ADF) detector e!ectively breaks the coher-
ence between neighboring atoms.

Fig. 2. Schematic showing a "ne probe formed by the objective
lens of an STEM. A Z-contrast image is formed by mapping
high-angle scattered electrons as the probe is scanned across the
sample, while atomic resolution electron energy loss spectro-
scopy is possible with the probe stationary on speci"c columns
selected from the image. The Z-contrast image of GaAs shows
As columns with higher intensity than Ga.

leads to a transverse coherence length much greater than
typical interatomic spacings as shown in Fig. 1. As elec-
tron microscope resolution gradually improved it be-
came possible to resolve atomic-scale features, but the
coherent imaging conditions were maintained. In a co-
herent image (referred to as a phase contrast image)
atomic columns can be bright or dark depending on
specimen thickness and objective lens focus (which alter
the relative phases of the scattered beams). It is clear that
simply increasing the illumination aperture will reduce
the transverse coherence length. Eventually, it will reduce
below the typical interatomic spacings of materials, and
the coherence between columns will be broken. We
would then achieve incoherent imaging, and we would
expect atomic images to become directly interpretable.
This has indeed proved to be the case. In practice, how-
ever, it is more e$cient and results in higher image
contrast to reverse the direction of the electrons, and to
use the complementary high-angle annular detector
shown in Fig. 1. Then the image is formed by scanning
the illumination across the sample, a scanning transmis-
sion electron microscope (STEM).

The principle of Z-contrast imaging in the STEM is
shown schematically in Fig. 2. A small electron probe is
scanned across a thin specimen, and the Z-contrast im-
age results from mapping the intensity of electrons reach-
ing the annular detector [2}7]. The detector performs the
function of Lord Rayleigh's condenser lens. But it not
only breaks the coherence in the transverse plane [8], it
enforces high scattering angles, so that Rutherford scat-
tering dominates and atoms contribute to the image with
a brightness determined by their mean square atomic
number Z. For this reason the image is referred to as
a Z-contrast image. In a crystal, Rutherford scattering
becomes phonon scattering, and e!ectively breaks the

coherence through the thickness of the sample [9]. The
thickness dependence of the image becomes relatively
intuitive, and atomic images from thicker materials can
be interpreted equally well on the basis of Z-contrast.

In the image of GaAs shown in Fig. 2, bright features
correspond directly to columns of As, and the less bright
features to columns of Ga. Unlike the coherent imaging
of conventional high-resolution electron microscopy
(HREM), the positions of atomic columns can be deter-
mined directly and uniquely from the image to a high
accuracy, without the need for extensive image simula-
tions of model structures. Incoherent imaging e!ectively
bypasses the phase problem of HREM, a particular ad-
vantage for complex materials. The VG Microscopes
HB603U STEM at ORNL has a 300 kV accelerating
voltage, and a directly interpretable resolution of 1.26 As ,
although recently information transfer at 0.78 As has been
demonstrated in SiS1 1 0T [10]. This also demonstrates
the factor of two improved resolution available with
incoherent imaging; the comparable phase contrast im-
age resolution on this microscope is 1.93 As . There are
now many examples where the high resolution and the
direct interpretability of Z-contrast imaging have proved
very successful. Examples include the direct determina-
tion of dislocation core structures in GaN [11] and at
CdTe/GaAs interfaces [12], and in imaging structure and
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Fig. 3. Z-contrast image of a 233 S0 0 1T tilt grain boundary in
Si showing its unexpectedly complex structure. The "ve-fold
rings (with black centers in the image) are dislocation cores
arranged in a repeating sequence along the boundary. Columns
shown black in the schematic are those seen brighter in the
image due to segregated As.

impurity sites at grain boundaries, as shown in the exam-
ples below.

The ability to retrieve atomic structures directly from
experiment is a great advantage for "rst principles simu-
lations, as it avoids the need to calculate large numbers of
trial structures. This is especially true for complex mater-
ials where there are a great many possibilities. A further
advantage of the STEM is that it allows electron energy
loss spectroscopy (EELS) to be performed simulta-
neously with the Z-contrast image, allowing composi-
tional analysis and local band structure to be determined
at atomic resolution [13,14].

2. Arsenic segregation sites at a silicon grain boundary

Z-contrast imaging enables low concentrations of
high-Z impurities to be directly observed. A recent
example of this capability is shown in Fig. 3, a Z-contrast
image from a 233 grain boundary in Si, after doping with
As [15].

The atomic structure of the boundary is directly deter-
mined from the positions of the bright features in the
image, and is di!erent from all structures proposed pre-
viously. It comprises a continuous sequence of disloca-
tion cores, a perfect edge dislocation (1) and two perfect
mixed dislocations (2,3) arranged as a dipole, followed by
the same sequence (1@,2@,3@) mirrored across the boundary
plane. In the S0 0 1T projection, these dislocations ap-
pear as a connected array of pentagonal and triangular
arrangements of atomic columns. The presence of the
dipoles is surprising, as being of equal and opposite

Burgers vector they could equally well be replaced by
perfect crystal. However, precisely the same atomic ar-
rangement is seen in the undoped boundary given the
same annealing treatment.

Looking closely at the relative intensities of the col-
umns in the doped sample, it is seen that one of the
dislocation cores contains columns that are 20% brighter
on average than other similar columns. This must be due
to the presence of the As dopant. Taking into account the
scattering cross section, the increased intensity corres-
ponds to an average of only 5% As concentration, ap-
proximately two As atoms in each atomic column.

In a previous theoretical study of the shorter-period
363 grain boundary, it was found that isolated As atoms
have only a small segregation energy of &0.1 eV, too
small to account for the concentrations observed experi-
mentally [16]. However, as arsenic prefers to be three-
fold coordinated, calculations were performed for arsenic
dimers. It was found that the two As atoms repel and
become three-fold coordinated without having to create
an Si dangling bond. Thus binding of the dimer occurs
through repulsion. After the image of Fig. 3 was ob-
tained, calculations were repeated for the 233 boundary,
and preference was found for those sites seen bright in the
image. The segregation energy was again increased, be-
coming consistent with the As solubility limit in the bulk
at the annealing temperature of 7003C. This combined
use of experimental and theoretical techniques produced
a remarkably detailed and consistent atomic-scale pic-
ture of impurity segregation at this grain boundary.

Very recently, an extensive ab initio study has con-
"rmed the observed grain boundary structure, with its
redundant dislocations, to be energetically preferred in
the undoped grain boundary [17]. Further theoretical
work could build on these results to determine grain
boundary di!usion coe$cients, as well as to extend stud-
ies to other boundaries and polycrystalline materials.

3. Impurity-induced grain boundary transformation
in MgO

In Fig. 4, STEM imaging of an MgO grain boundary
[18] reveals a structure that is inconsistent with the
widely accepted structure of the boundary proposed by
Harris et al. [19], based on theoretical modeling using
classical potentials. The observed structure is similar to
that proposed much earlier by Kingery [20]. The large
empty core of the Harris structure is obviously very
di!erent from the more dense core of the Kingery model.
On careful examination of the intensity in the experi-
mental image, it can be seen that certain speci"c atomic
columns at the grain boundary are again signi"cantly
brighter than neighboring columns, as arrowed in the
"gure. This suggests that impurities, with Z'12, may be
segregated at these sites. EELS measurements indeed
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Fig. 4. Z-contrast image from a 243 S0 0 1T tilt grain boundary
in MgO showing occasional bright atomic columns at the grain
boundary (arrowed), compared to two structures for the 363
S0 0 1T tilt grain boundary proposed by (a) Kingery [20] and (b)
Harris et al. [19]. Sites of Ca segregation are arrowed.

Fig. 5. Z-contrast image of a sharp Si/SiO
2

interface showing
the last monolayer of Si in atomic positions close to those of the
bulk.

established that signi"cant concentrations of Ca were
present in the grain boundary, approximately 0.3 mono-
layers, consistent with the bright intensity in the image.

To reconcile these observations with the apparently
con#icting prior experimental and theoretical work,
"rst-principles theoretical calculations were performed.
These calculations in fact reproduced the results of the
classical potential calculations for the clean grain bound-
ary, indicating the open structure to be 0.5 eV lower in
energy per periodic repeat unit. Theory further deter-
mined that Ca has a large segregation energy in both
boundary structures, but signixcantly higher in the dense
structure, su$cient to make the dense structure the lower
energy boundary. These calculations therefore estab-
lished that the dense structure is in fact stabilized by the
Ca segregation, an example of a segregation-induced
structural transformation [18]. Examination of the elec-
tronic charge distribution revealed just a small perturba-
tion to the oxygen ions next to the Ca atom, indicating
that the transformation is structural and not electronic in
origin, i.e. it is driven by the size di!erence between Ca
and Mg ions.

4. Structure and composition of the Si}SiO2 interface

In the case of an amorphous material, no channeling of
the probe can occur, and a Z-contrast image re#ects only
changes in projected atomic density. This is in marked
contrast to conventional HREM images where amorph-
ous materials always show a speckle pattern due to
random interferences, and interfaces show Fresnel fringes
and other coherent interference phenomena that can
obscure the structure. In the Z-contrast image of Fig. 5,
the last monolayer of the crystalline Si is clearly visible,
and the Si columns are in almost exactly the expected
positions for bulk Si [21]. Here again theory can be very

useful in establishing the relative energies of various
possible interface structures. Recent calculations have
established that atomically abrupt interfaces are in fact
energetically preferred over structures involving subox-
ides [22]. This is due to the softness of the Si}O}Si bond
which allows strain relaxation to occur. Experimentally,
however, suboxides are always found, presumably due to
the non-equilibrium nature of the oxidation process and
indicating the potential for improved characteristics.
EELS provides a sensitive means to detect suboxides at
the Si/SiO

2
interface, with high sensitivity and spatial

resolution [23]. An example of an extended zone of
suboxide is seen in Fig. 6, where Si-L edge spectra are
plotted for a series of beam positions moving from the
crystal into the oxide. The edge onset is 99 eV in the
crystal, moving to 104 eV for stoichiometric SiO

2
, but for

approximately 2 nm both features are seen indicative of
suboxide. The width of the suboxide zone is an order of
magnitude greater than the beam size; this is con"rmed
also by pro"les of the O-K edge [21], where there can be
no contribution from the crystalline Si.

5. Conclusions

It is now possible to determine, without prior know-
ledge, the structure, impurity content and local electronic
states, at grain boundaries, dislocations and interfaces by
the combination of Z-contrast imaging and electron en-
ergy loss spectroscopy in the STEM. Atomic-scale total
energy calculations are a natural complement and exten-
sion to these STEM techniques, giving critical insight
into the underlying physics through the ability to study
segregation energies, electronic states, and atomic-scale
dynamics.
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Fig. 6. Si-L
2,3

EELS pro"les across a Si/SiO
2

interface showing
evolution of the SiO

2
band gap. The full gap is not established

until 2.4 nm into the oxide.
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Abstract. The key spatial and temporal scales for single-
wall carbon nanotube (SWNT) synthesis by laser vaporiza-
tion at high temperatures are investigated with laser-induced
luminescence imaging and spectroscopy. Graphite/(Ni, Co)
targets are ablated under typical synthesis conditions with
a Nd:YAG laser at1000◦C in a 2-in. quartz tube reactor
in flowing 500-Torr Ar. The plume of ejected material is
followed for several seconds after ablation using combined
imaging and spectroscopy of Co atoms,C2 andC3 molecules,
and clusters. The ablation plume expands in stages during
the first 200µs after ablation and displays a self-focusing
behavior. Interaction of the plume with the background gas
forms a vortex ring which segregates and confines the va-
porized material within a∼ 1-cm3 volume for several sec-
onds. Using time-resolved spectroscopy and spectroscopic
imaging, the time for conversion of atomic and molecular
species to clusters was measured for both carbon (200µs)
and cobalt (2 ms) at 1000◦C. This rapid conversion of car-
bon to nanoparticles, combined with transmission electron
microscopy analysis of the collected deposits, indicate that
nanotube growth occurs over several seconds in a plume
of mixed nanoparticles. By adjusting the time spent by the
plume within the high-temperature zone using these in situ di-
agnostics, single-walled nanotubes of controlled (∼ 100 nm)
length were grown and the first estimate of a growth rate on
single laser shots (0.2µm/s) was obtained.

PACS: 42.62.Fi; 52.70.Kz; 81.05.Tp

Single-wall carbon nanotubes (SWNTs) exhibit remarkable
electronic and structural properties which promise to rev-
olutionize application areas from nanoscale electronics to
ultralightweight structural materials [1]. In the six years
since SWNTs were discovered [2, 3], research on their elec-
tronic properties and chemical functionalization has provided
strong evidence that carbon nanotubes (in striking contrast to
earlier fullerenes) will enable major advances in nanoscale
electronic devices [4], micro electro mechanical systems
(MEMS) [5, 6], biological probes [7], and field emission de-
vices [8, 9]. Possibly of greatest significance, nanotubes may
serve as molecular wires for input/output paths and intercon-
nects between molecular electronic components or devices.

Recent experiments also show that SWNTs are highly ther-
mally conductive [1], resistant to high temperatures and harsh
chemicals [10], lightweight [11], incredibly strong in the
axial direction (1-TPaYoung’s modulus) and resilient in the
transverse [6], and their hollow structure makes them ideal
for hydrogen storage [11] and drug delivery. These properties
broaden the scope of nanotube applications into aerospace,
transportation, and biotechnology.

However nanotube growth is not controlled or understood.
In situ diagnostics have not been applied during growth, and
therefore no mechanisms have been determined to control
the atomic-scale structure (chirality) of nanotubes during syn-
thesis. Since the electronic properties of chemically unmod-
ified SWNTs are entirely determined by their chirality, elec-
tronic transport in as-grown nanotubes is currently uncon-
trolled. Furthermore, approaches for large-scale production of
SWNTs for structural applications await measurements to de-
termine their growth rate using current synthesis techniques,
and methods to increase it toward the theoretical maximum.

Up until now, three principal methods have been used
to synthesize carbon nanotubes. These include laser va-
porization (LV) [12], dc-arc vaporization (AV) [2, 3, 13],
and chemical vapor deposition (CVD) [14, 15]. Unlike
CVD, both LV and AV now produce nearly exclusively
SWNT. However, very little is known about where and
when the SWNTs are formed in LV or AV growth cham-
bers, the identity of the precursor species, and the growth
rates.

Laser vaporization is arguably the best method to grow
high-quality, high-purity SWNTs. As typically employed,
a small amount of material (∼ 1016 carbon atoms and∼ 1014

metal catalyst atoms) is laser-vaporized inside a hot oven with
gently flowing inert gas. On a single laser shot [16], this mate-
rial self-assembles to form an astounding fraction of SWNTs
(70–90 vol.% yield) under the correct conditions [17, 18].
Despite the wide range of metal catalyst nanoparticle diam-
eters produced during pulsed-LV, only SWNTs are formed.
Although SWNTs grow easily by nanosecond time-scale
laser vaporization followed by annealing in a hot oven,
they can also be grown by LV at room temperature where
it appears that sufficient heating of the target or ejecta
is accomplished by high-repetition-rate [19] or long-pulse
(∼ 10 ms) [20] lasers.
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Pulsed-LV with ns lasers is especially amenable to diag-
nostic investigations. The vaporizing pulse lasts only∼ 10 ns
and SWNT growth then can occur undisturbed from further
excitation, even for single laser ablation events [16]. Recent
spectroscopic measurements of the luminous laser plasma
have been made for pulsed-LV at early times after Nd:YAG
laser ablation (< 200µs) [21] and after long-pulseCO2 laser
ablation at room temperature [20]. However, these measure-
ments were limited to times while the ablated material is still
quite hot.

Recently laser-induced luminescence (LIL), gated in-
tensified charge-coupled device (ICCD) imaging, and opti-
cal emission spectroscopy were applied to understand how
nanoparticles form and grow in pulsed laser ablation plumes
at room temperature [22–24]. In this study these techniques
are applied to understand how SWNTs grow from laser-
vaporized carbon and catalyst species under typical growth
conditions at high temperatures.

1 Experimental

The SWNT growth setup in Fig. 1 was fashioned after that
used by Guo et al. [12]. It consists of a quartz tube (2 in.
diameter,24 in. length) mounted inside a hinged tube fur-
nace (12 in. length) operating at1000◦C. The quartz tube
was O-ring sealed to standard4.5-in. Conflat vacuum com-
ponents. The ablation and probe laser beams entered through
the same Suprasil window which was mounted in a vac-
uum flange. Argon gas was introduced around this window,
controlled at100 sccmto maintain a500 Torrpressure, and
pumped out through a needle valve downstream of a brass,
water-cooled collector which was inserted into the quartz tube
and positioned just outside the oven.

A 1-in. diameter graphite target containing1 at.% each
of Ni (Alfa, 2.2–3.0µm, 99.9%) and Co (Alfa,1–6µm,
99.8%) powders was prepared with the carbon cement (Dy-
lon GC) procedure described in [12]. The target was screwed
onto a0.25-in. diameter graphite rod and was rotated dur-
ing operation. This rod was mounted along the tube axis
through a hole in the collector. The ablation laser (Nd:YAG,
8-nsFWHM pulse) beam was focused to a1.6 mm-diameter,
donut-shaped spot on the target. Both the1.06-µm funda-

Fig. 1. Schematic of the 2′′-diameter quartz tube and hot furnace used for
laser vaporization growth of SWNT with in situ LIL-imaging and spec-
troscopy diagnostics. Beam geometries and imageable area are indicated.
The black dotsand thenumbersshow the collection points of the ablated
material: 1-upstream; 2-collector. The C/Ni/Co target was positioned at
two distances,d, from the front of the furnace. Theinset on the leftshows
the relative timing between ablation (Nd:YAG) and and LIL-probe (XeCl)
laser pulses (∆t), and the ICCD gate delay after the XeCl laser, (∆τ)

mental and the532-nm 2nd-harmonic were used (with no
time delay) to provide a total energy of140 mJat the target.
An unfocused, time-delayed XeCl-laser pulse (308 nm, 30-ns
FWHM, 20 mJ/cm2) was used to induce luminescence in the
ablation plume.

To permit imaging of the plume with a gated ICCD-
camera system (Princeton Instruments,5-ns minimum gate,
200–820 nm spectral range) the furnace was opened for
∼ 3 seconds/per image. Alternatively, at each plume location
lenses collected the plasma emission and/or laser-induced lu-
minescence for optical emission spectroscopy using a0.3-m
spectrometer (Acton VM-503, resolution either10 nm or
1.3 nm) with an intensified, gated diode array (Princeton In-
strument IRY-700RB).

2 Single-wall carbon nanotube deposits

Carbon nanotubes were synthesized under a variety of laser
repetition rates, flow conditions, target positions, and num-
bers of total shots on the target. Following each run, deposits
were collected at various points in the reactor and analyzed by
bright-field TEM for correlation with the transport dynamics
observed during the run with time-resolved imaging and/or
spectroscopy.

When the target was positionedd= 21 cmfrom the front
of the furnace,∼ 10µm-long SWNT bundles comprised very
high fractions of the deposit found downstream on the collec-

Fig. 2. a Field-emission SEM image of SWNT bundles, metal catalyst
particles, and unconverted carbon soot produced by laser ablation of
a C/Ni/Co target at1000◦C. b TEM images of the raw soot collected:
downstream on the collector (point 2, ford= 21 cm in Fig. 1), showing
a very high fraction of SWNT bundles along with metal nanoparticles
(black dots)
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Fig. 3. a HRTEM images of bundles of SWNTs grown by laser ablation at
1000◦C. b A cross section of a nanotube bundle, revealing the shape and
diameters of the hollow SWNT

tor. Figure 2a shows a field-emission SEM image of a deposit
produced at a laser repetition rate of only0.016 Hz. Over90%
of the deposit appears to consist of SWNT bundles as esti-
mated from an areal analysis. Bright-field TEM images as
in Fig. 2b show that metal catalyst nanoparticles and small
amounts of amorphous carbon account for the rest of the de-
posit (as described in the literature) [12, 17, 18].

High-resolution scanning TEM images such as those in
Fig. 3a confirm that the bundles consist of SWNTs. Cross-
sectional images of the bundles permit an estimate of the
nanotube diameters, as shown in Fig. 3b.

The ability to correlate these TEM and FESEM images of
deposits with the plume transport dynamics (observed with
in situ diagnostics, described below) permits conclusive as-
sessment of the growth conditions. For example, the laser
repetition rate for the deposit of Fig. 3 was chosen to ensure
that the plume observed by imaging had completely cleared
the growth chamber, so that the long nanotubes in Fig. 3 re-
flected SWNTs created on single laser shots.

3 Plume dynamics

To understand where and when nanotubes grow, ICCD
imaging and spectroscopy of the C/Ni/Co plume were
performed at different times after laser vaporization,∆t,
spanning20 ns≤ ∆t ≤ 3 s. At early times, the ablated ma-
terial is primarily in excited states and can be imaged di-
rectly from the plasma emission alone (without LIL ex-
citation). Figure 4 compares the plume propagation at
room temperature and at1000◦C for ∆t ≤ 200µs. In each
case, the plume exhibits oscillations in both axial and

radial directions. Just after ablation, the plume expands
both radially and axially and compresses the background
gas. However, the initial kinetic energy of the plume con-
tributes to its overexpansion into the background gas, and
it expands past the position where the plume pressure
equals that of the surrounding ambient. Recovering from
this overexpansion, a backward motion is induced in the
plume. In addition, a backward motion in the radial direc-
tion results in an axial focusing of the plume, as shown
in Fig. 4.

The position of the leading edge of the plasma plumes
is plotted versus time in Fig. 5. At1000◦C, four axial os-
cillations, decaying in strength, are evident (at40 ns, 200 ns,
2µs, and200µs). At room temperature, three oscillations can
be seen at600 ns, 10µs, and300µs. These oscillations re-
sult from the propagation of internal shock waves within the
plume material, caused when the strong external shock wave
is generated and detaches to propagate through the back-
ground gas. The plume material reflected from the contact

Fig. 4. ICCD images of the nascent plasma emission from the plume of
vaporized C/Ni/Co target material at1000◦C and at room temperature.
The images show oscillations and self-focusing effects during the early
dynamics of both plumes
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Fig. 5. Propagation of the leading edge of the ablation plumes shown in
Fig. 4

surface between the plume and the background gas forms the
internal shocks within the plume. These internal shocks serve
to mix and additionally heat the atomic and molecular car-

Fig. 6. a Laser-induced luminescence (LIL) images record the dynamics of
the C/Ni/Co plume during SWNT synthesis. A Nd:YAG-laser vaporizes
a C/Ni/Co target (right edge of figure) inside a2-in. quartz tube at1000◦C
in 500-Torr Ar (flowing to the right at100 sccm). Each image represents
a different ablation event (100 nsgate width, opened∆τ = 100 nsafter the
XeCl-laser pulse).b Enlarged view (2X) of the plume at0.2 ms showing
vortex ring.c LIL images at room temperature in500-Torr Ar. d Integrated
total emission from LIL-images acquired at the indicated times at1000◦C
and room temperature

Fig. 7a–d. Images of Rayleigh-scattered (RS) light (308 nm XeCl-laser,
26 ns, 20 mJ/cm2) and plasma emission from a carbon vapor plume gen-
erated by KrF-laser (248 nm, 28 nsFWHM, 7 J/cm2) ablation of a pyrolitic
graphite target into300-Torr Ar at room temperature. The onset of cluster-
ing can be gauged by comparinga–b RS (left) vs. plasma emission images
(right). c–d RS images at later times show the highly turbulent motion of
plume material and its confinement within thin sheets

bon and the catalyst species within the plume. This oscillatory
behavior of laser plasmas propagating into background gases
has been observed before [25, 26] and has been described
theoretically [27].

Following these plume oscillations [25, 26] during∆t ≤
0.2 ms, the ablated material is segregated into a vortex
ring [27, 28] (or “smoke ring”) [22] shown at∆t = 0.2 msin
Fig. 6a,b. This vortex ring is generated because of the viscous
interaction between the plume and the background gas. Vor-
tex formation efficiently mixes the ablated species with the
background gas, promoting clustering of the plume species
through three-body collisions. Then the vortex motion effi-
ciently traps aggregated nanoparticles in a confined volume
for long times (∼ 3 swithin ∼ 1 cm3 in this study) as shown
in Fig. 6a.

The leading edge of the plume in Fig. 6a propagates
with velocities of: 103 cm/s between200µs< ∆t < 2 ms;
50 cm/s for 10 ms<∆t< 50 ms; and6 cm/sduring30 ms<
∆t < 200 ms. After ∆t = 2 s the plume stops moving up-
stream, and the plane of the vortex ring tilts toward the tube
axis, possibly due to flow currents or thermophoretic forces.
The plume is then dragged by the gas flow back to the col-
lector with an estimated flow velocity of0.6 cm/s. Finally,
nanotubes and unconverted soot deposit on the cool collector
surface by thermophoresis [24].

At room temperature the plume dynamics at later times
are completely different. As shown in Fig. 6c, the plume
propagates slower in the axial direction and the motion of the
material within the plume is highly turbulent. This turbulent
behavior can be seen more explicitly using Rayleigh scatter-
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ing from the nanoparticles which form during the cooling of
the laser plasma in the background gas.

Rayleigh-scattering images of the plume evolution from
a pure graphite target after KrF-laser ablation into300-Torr
Ar, are shown in Fig. 7. By comparing images of the plasma
with and without secondary laser-irradiation, the emergence
of Rayleigh scattering can be used to estimate the onset of
plume condensation into nanoparticles [24]. Under these con-
ditions, this time is estimated at150µs after ablation from
these images. The highly turbulent behavior evident in the
images likely results from the higher background gas dens-
ity and smaller gas viscosity compared to those at1000◦C.
Despite the plume expansion, the ablated material remains
confined to a relatively small volume within the thin sheets of
multiple vortices.

4 Plume spectroscopy

Once the plume was located with ICCD imaging, several
spectroscopic techniques were applied to probe its compo-
sition, including: optical emission spectroscopy (OES) from
excited states in the plasma; optical absorption spectroscopy
(OAS) and laser-induced fluorescence (LIF) from ground-
state atoms and molecules; laser-induced blackbody emission
and Rayleigh scattering from clusters, nanoparticles, and
nanotubes.

To understand the nature of the carbon species ejected
from the target, OAS was performed in vacuum [29]. Fig-
ure 8a shows a low-resolution (2.6 nm) absorption spectrum
of the plume from a pure graphite target. The spectrum is
dominated byC3 absorption viaA 1Πu← X 1Σg andC2 ab-
sorption: in the∆v = −2, −1, 0, and+1 sequences of the
Swand 3Πg← a 3Πu system; and the∆v= 0 sequence of the
Mulliken D 1Σu

+ ← X 1Σg
+ system. The dominance ofC3

as the principal component of the plume is consistent with
mass spectrometric measurements under the same conditions
which show that the composition of the plume is primarilyC3,
C2, and C with very few higher order clusters (intensity ratio,
C:C2:C3C4:C5= 56:35:100:2.5:1.6) [30].

Ground-stateC3 in the plume was probed by laser-
induced fluorescence with a308-nm XeCl laser. Figure 8b
shows the LIF spectrum of vaporized graphite in vacuum,
displaying predominantlyC3 A 1Πu→ X 1Σg emission (reso-
lution 10 nm). In addition, weak∆v= 0 C2 Swand 3Πg→
a 3Πu emission can be observed at516 nm. The XeCl laser
can also excite vibronically induced absorption ofC3 via 1Πg
and/or 1∆u← X 1Σg [31].

In addition, the XeCl laser can induce emission from
atomic Co (viaa 4FJ ← y 4GJ

o) and from atomic Ni (via
a 3D1← y 3D2

o). It therefore serves as an excellent probe of
the ground state atoms and molecules in the plume, both for
laser-induced luminescence (LIL) spectroscopy, and spectro-
scopic imaging (see Sect. 5) of the separate components.

From sets of images as in Fig. 6, both OES and LIL-
spectra were acquired at1000◦C and at room tempera-
ture (RT). Figures 9 and 10 present a short summary of
these spectra, with nascent plasma emission plotted along
with the LIL-emission whenever both could be detected.
At early times in the plume expansion, close to the tar-
get while the plasma is very hot, the plume species are
primarily electronically excited and this emission from

Fig. 8. a Gas-phase absorption spectrum of the carbon vapor plume gen-
erated by KrF laser (1.6 J/cm2) ablation of a pyrolitic graphite target into
vacuum. The spectrum was acquiredd= 0.5 cm from the target surface,
with a 400-ns gate width beginning1µs after the KrF-laser pulse.b LIF
(XeCl-laser,20 mJ/cm2)-spectrum ofC3 in the carbon vapor plume gener-
ated by KrF-laser in vacuum

excited states dominates any laser-induced luminescence
(from the ground states) both at1000◦C (Fig. 9) and at
RT (Fig. 10). Bright nascent emission fromC2 (d 3Πg→
a 3Πu, Swan system) andC3 (A 1Πu→ X 1Σg) dominate
at these times. As the plasma expands, cools, and recom-
bines, the ground states become populated, and LIL-emission
emerges to compete with the nascent plasma emission. At
1000◦C, LIL from atomic Co in the320–380 nmrange (see
high-resolution spectrum in Fig. 9) is clearly visible. Fi-
nally, the nascent plasma emission completely disappears,
and only LIL from ground states remains. From previ-
ous measurements of clustering in laser plasmas expanding
into background gases, this disappearance of the nascent
plasma emission usually signals the onset of nanoparticle
formation [22–24].

Laser-induced blackbody radiation can be used to signal
the presence of carbon clusters [32], nanoparticles [33], and
nanotubes. The intensity of this blackbody emission,I , is de-
fined by

I = Ar3(T0+∆T)5 , (1)

whereT0 is the initial temperature of the cluster,∆T is the
temperature increase due to laser heating,A is a constant, and
r is the cluster radius.

Induced blackbody radiation becomes observable for
∆t> 200µs at 1000◦C (Fig. 9) and for∆t> 50µs at room
temperature (Fig. 10), coincident with the disappearance
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Fig. 9. Plasma emission (lighter curve) and laser-induced luminescence
(black curve) spectra measured at different time delays after the abla-
tion laser pulse,∆t, and distances,x, from the target at1000◦C during
SWNT synthesis: Acquisition times of100 ns(for ∆t ≤ 1 ms) and 3.5µs
(for ∆t> 1 ms) began50 nsafter the XeCl-laser pulse. Higher resolution
(1.3-nm) LIL-spectrum in the320–380 nm region (bottom, right) show
the following transitions of atomic Co: (1)b4F7/2–y 2G9/2

0 at 341.23 nm
(2) b4F9/2-y 4G11/2

0 at 345.35 nm (3) b4F5/2–y 4G7/2
0 at 350.98 nm (4)

b4F7/2–y 4G9/2
0 at 352.98 nm, and (5)b4F5/2–y 4D5/2

0 at 357.50 nm

of the C2 and C3 bands in both the plasma-emission and
the laser-induced spectra for∆t > 200µs at 1000◦C (and
∆t > 50µs at room temperature). From these two coinci-
dent measurements, we conclude that the carbon in the plume
has all converted into clusters or larger aggregates by these
times.

However, the atomic Co in the plume remains in atomic
form long after the atomic and molecular carbon has dis-
appeared. Integrating the emission in the320–380 nmrange
from the LIL-spectra, the ground-state Co population is ob-
served to peak at∆t = 0.8 msand drop by an order of magni-
tude by∆t = 2 ms, permitting estimates of the Co clustering
time of ∼ 2 ms at 1000◦C (∼ 1 ms at room temperature).
A similar estimation for the Co clustering time can be per-
formed using spectroscopic imaging of the Co vapor plume
(see Fig. 11c in Sect. 5).

Blackbody radiation remains the only feature of the spec-
tra taken for∆t> 2 msat 1000◦C (and images, see Fig. 6d).
At room temperature the laser-induced blackbody radiation

Fig. 10. Plasma emission (lighter curve) and laser-induced luminescence
(black curve) spectra measured at room temperature at different time delays
after the ablation laser pulse,∆t, and distances,x, from the target at (100 ns
acquisition times began35–75 nsafter the XeCl-laser pulse)

disappears rapidly (∆t ∼ 5 ms) for the low XeCl-laser inten-
sity employed here (chosen for use atT0 = 1000◦C in (1)).
The last recognizable feature of the spectrum (see5 msimage
of Fig. 10) is a broad band at380 nm, which is currently
unidentified.

Hot particulates from the target would be easily imaged
via their blackbody emission [34] or by Rayleigh scattering.
It is important to note that we observed very few particulate
ejecta for the properly outgassed, hard, Dylon-fabricated tar-
gets used in this study.

5 Spectroscopic imaging

Once sharp spectral features have been identified through-
out a set of spectroscopic data (such as those described in
Sect. 4), optical filters can be used in conjunction with ICCD
imaging to selectively image different constituents of the
plume. Here, the320–380 nmspectral region was imaged at
1000◦C to locate the ground-state atomic Co in the plume.

Figure 11a,b shows these images along with correspond-
ing images from a pure carbon plume (to assess the extent of
blackbody emission from carbon species in the same spectral
region). The total integrated luminescence from both sets of
images is plotted in Fig. 11c. Again, the ground-state atomic
Co population is observed to rise (due to population of the
ground states via cooling of the hot plasma) and then decay as
these atoms become incorporated in clusters. As in Fig. 6, the
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Fig. 11a–c. Selective imaging in the320–380 nm spectral range at high
temperature in500-Torr Ar (100 nsgate width,∆τ = 0, peak image intensi-
ties listed)a to locate ground-state atomic Co in the plume under conditions
for SWNT synthesis using a graphite/Ni/Co target, andb to locate carbon
species in the same region using a pure pyrolitic graphite target.c Total
emission intensities from sets of images as shown ina, b compare the
ground-state atomic Co temporal history (from C/Ni/Co target) and the
background blackbody emission from carbon species (from C target) in the
same spectral region

carbon in the plume clusters much more quickly and forms
a vortex ring.

Further evidence of the sequential condensation of car-
bon and cobalt into clusters is the relatively uniform spatial
distribution of atomic Co in the plume for∆t < 2 ms com-
pared to the vorticity of the clustered carbon material (com-
pare Fig. 11a,b). We believe that the higher diffusivity of the
atomic Co effectively competes with the hydrodynamic trap-
ping within the vortex during this time. Only the leading edge
of the atomic-Co plume overlaps the carbon clusters during
the condensation of the Co atoms. Assuming that Co clus-
tering initiates nanotube formation, it appears that nanotubes
grow from a feedstock of aggregated nanoparticles during
seconds of time, confined first within the vortex ring and then
by thermophoresis and fluid flow in the quartz tube.

6 Controlled SWNT growth with in situ diagnostics

In order to check this conclusion and estimate the growth
rate, the target was positioned closer to the front furnace edge
(d= 12.5 cmin Fig. 1) such that the plume spent only∼ 0.5 s

within the hot zone before exiting the furnace in the upstream
direction (as shown in Fig. 12a). From estimates of heat trans-
fer coefficients and the thermal diffusivity of the gas (con-
vection currents were not considered) the thermal gradient
near the upstream edge of the furnace was estimated to extend
∼ 5 cm into the tube (d> 7 cm in Fig. 12a). Thermophoresis
is a powerful driving force for gas-suspended nanoparticles,
driving them toward cooler regions of the growth chamber
(and permitting capture of the nanomaterials on the collec-
tor) [24]. The intention in this experiment was to utilize the
natural plume velocity in the upstream direction (determined
from Fig. 6) to drive the plume into the region of the ther-
mal gradient near the upstream edge of the furnace. LIL-
ICCD imaging recorded the plume dynamics from ablation to
deposition.

The plume motion in Fig. 12a is quite similar to that of
Fig. 6 for∆t< 100 ms. However, for∆t> 100 msthe plume
propagation changes dramatically, i.e. the plane of the ring
vortex tilts relative to the tube axis and the ring elongates
along this axis. Between0.5–0.7 sthe plume exits the furnace
in this tilted orientation to deposit onto the upper surface of
the quartz tube (at point 1 in Fig. 1).

A transmission electron microscopy (TEM) image of this
deposit is shown in Fig. 12b. The collected material consists
of aggregated carbon and metal-catalyst nanoparticles, and
thin SWNT bundles of only∼ 100 nm length. The relative
yield of the carbon particles is larger than the yield of the
carbon nanotubes which clearly shows that the time spent by
the plume in the hot zone (∼ 0.5 s) was not sufficient to con-
vert all of the carbon material into nanotubes. This combined

Fig. 12. aLaser-induced luminescence (LIL) images of the C/Ni/Co plume
during synthesis of SWNT with controlled growth times of∼ 0.5 s. The tar-
get is positioned atd= 12.5 cm in Fig. 1.b Corresponding deposit collected
at point 1 in Fig. 1, showing short (∼ 100 nm) SWNT in the early stages of
growth
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imaging and TEM analysis permits the average growth rate at
1000◦C to be estimated at∼ 0.2µm/s.

7 Conclusions

In summary, we have used laser-induced imaging and spec-
troscopy diagnostic techniques, along with ex situ TEM, to
determine that single-walled carbon nanotubes form over
several seconds inside the hot furnace after laser vaporiza-
tion. Size-controlled SWNTs were formed in short100-nm
lengths by controlling the growth time with these diagnos-
tics to ∼ 0.5 s, yielding 0.2µm/s for the first estimate of
the SWNT growth rate by LV. The spectroscopy at early
times after laser ablation indicates that the plume initially
consists of atomic and molecular species, with no evidence
of hot molten particulates which were recently suggested
as the primary ejecta [35]. Condensation of carbon occurs
within 0.2 ms after ablation, whereas atomic Co condenses
much later (between 1.5 and2 ms) at 1000◦C. The nano-
tubes grow within a vortex ring which trap clusters and ag-
gregates within a∼ 1-cm3 volume during very long periods
of time (∼ 3 s). Assuming that metal catalyst clusters are re-
quired before carbon nanotube growth begins, we conclude
that feedstock for nanotube growth is this mixture of car-
bon and metal catalyst nanoparticles. It is quite possible that
the carbon clusters serve as the condensation centers for
the metal clusters, and mixed carbon–catalyst alloy clusters
are produced. Finally, we produced high-purity SWNT de-
posits with laser repetition rates as low as0.016 Hz. Through
these images of the growth process, we conclude that long
(∼ 10µm) SWNTs can form from the small amount of ma-
terial vaporized in a single-laser shot, a remarkable feat of
self-assembly.
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In situ imaging and spectroscopy of single-wall carbon nanotube synthesis
by laser vaporization

A. A. Puretzky, D. B. Geohegan,a) X. Fan, and S. J. Pennycook
Solid State Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831

~Received 9 September 1999; accepted for publication 10 November 1999!

The synthesis of single-wall carbon nanotubes by Nd:YAG laser vaporization of a graphite/~Ni, Co!
target is investigated by laser-induced luminescence imaging and spectroscopy of Co atoms, C2 and
C3 molecules, and clusters at 1000 °C in flowing 500 Torr Ar. These laser-induced emission images
under typical synthesis conditions show that the plume of vaporized material is segregated and
confined within a vortex ring which maintains a;1 cm3 volume for several seconds. Using
time-resolved spectroscopy and spectroscopic imaging, the time for conversion of atomic and
molecular species to clusters was measured for both carbon~200ms! and cobalt~2 ms!. This rapid
conversion of carbon to nanoparticles, combined with transmission electron microscopy analysis of
the collected deposits, indicate that nanotube growth occurs over several seconds in a plume of
mixed nanoparticles. By adjusting the time spent by the plume within the high-temperature zone
using thesein situ diagnostics, single-walled nanotubes of controlled length were grown at an
estimated rate of 0.2mm/s. © 2000 American Institute of Physics.@S0003-6951~00!02102-1#

The remarkable electronic and structural properties of
carbon nanotubes promise to revolutionize application areas
from nanoscale electronics to ultralightweight structural
materials.1 Since electronic transport in single-wall carbon
nanotubes~SWNT! is directly related to their atomic struc-
ture, it is essential to understand what controls nanotube size
and structure during synthesis. Furthermore, methods for
large-scale production of SWNT have not been developed
because so little is understood about the synthesis process.

Up until now, three principal methods have been used to
synthesize carbon nanotubes. These include laser vaporiza-
tion ~LV !,2 dc-arc vaporization~AV !,3,4 and chemical vapor
deposition~CVD!.5,6 Unlike CVD, both LV and AV now
produce nearly exclusively SWNT. However, very little is
known about where and when the SWNT are formed in LV
or AV growth chambers, the identity of the precursor spe-
cies, and the growth rates.

Pulsed LV is especially amenable to diagnostic investi-
gations. The vaporizing pulse lasts only;10 ns and SWNT
growth then can occur undisturbed from further excitation,
even for single laser ablation events.7 Recent spectroscopic
measurements of the luminous laser plasma have been made
for pulsed LV at early times after Nd:YAG laser ablation
~,200 ms!8 and after long-pulse CO2 laser ablation at room
temperature.9 However, these measurements were limited to
times while the ablated material is still quite hot.

Recently, laser induced luminescence~LIL !, gated inten-
sified charge-coupled device~ICCD! imaging, and optical
emission spectroscopy were applied to understand how nano-
particles form and grow in pulsed laser ablation plumes at
room temperature.10–12In this study these techniques are ap-
plied to investigate SWNT growth under typical ablation
conditions at high temperatures.

The SWNT growth setup in Fig. 1 was fashioned after

that used by Guoet al.2 It consists of a quartz tube~2 in.
diameter, 24 in. length! mounted inside a hinged tube fur-
nace~12 in. length! operating at 1000 °C. The quartz tube
was O-ring sealed to standard 4.5-in.-Conflat vacuum com-
ponents. The ablation and probe laser beams entered through
the same Suprasil window which was mounted in a vacuum
flange. Argon gas was introduced around this window, con-
trolled at 100 sccm to maintain a 500 Torr pressure, and
pumped out through a needle valve downstream of a brass,
water-cooled collector which was inserted as shown.

A 1-in.-diameter graphite target containing 1 at. % each
of Ni ~Alfa, 2.2–3.0mm, 99.9%! and Co ~Alfa, 1–6 mm,
99.8%! powders was prepared with the carbon cement~Dy-
lon GC! procedure described in Ref. 2. The target was
screwed onto a 0.25-in.-diameter graphite rod and was ro-
tated during operation. The ablation laser beam~single 8 ns
pulses, 140 mJ of combined 1.06mm and 532 nm outputs!
was focused to a 1.6-mm-diameter donut-shaped spot on the
target. An unfocused, time-delayed XeCl-laser~308 nm, 30
ns pulse, 20 mJ/cm2! was used to induce luminescence in the
ablation plume.

The furnace was opened for;3 s to permit imaging of
the plume with a gated ICCD-camera system~Princeton In-
struments, 5-ns-minimum gate, 200–820 nm spectral range!.

a!Electronic mail: odg@ornl.gov

FIG. 1. Schematic of the 2-in.-diameter quartz tube and hot furnace used for
laser vaporization growth of SWNT within situ LIL imaging and spectros-
copy diagnostics. Beam geometries and imageable area are indicated. The
black dots and the numbers show the collection points of the ablated mate-
rial: ~1! upstream;~2! collector. The C/Ni/Co target was positioned at dif-
ferent distances,d, from the front of the furnace.
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At each plume location, the plasma emission and/or laser-
induced luminescence was collected for optical emission
spectroscopy using a 0.3 m spectrometer~Acton VM-503,
resolution either 10 or 1.3 nm! with an intensified, gated
diode array~Princeton Instrument IRY-700RB!.

As shown in Fig. 2~a!, ;10-mm-long SWNT bundles
comprised very high fractions of the deposit found down-
stream on the collector~.70%–90% as estimated from
field-emission SEM analysis! when the target was positioned
d521 cm from the front of the furnace. Metal catalyst~,20
nm diameter! and small amounts of amorphous carbon nano-
particles accounted for the rest of the deposit~as described in
the literature!.2 EELS investigation of individual metal-
catalyst nanoparticles~using a 0.3-nm-diameter electron
beam! revealed that their compositions were reproducibly
NixCoy(x'y'0.5), with both Ni and Co uniformly distrib-
uted inside each nanoparticle to within sub-nm dimensions.

To determine where and when SWNT growth occurred,
LIL-ICCD imaging and spectroscopy of the C/Ni/Co plume
were performed at different times after laser vaporization,
Dt, spanning 20 ns<Dt<3 s. For Dt<0.2 ms, a series of
shocks within the plume13,14 results in segregation of the
ablated material into the vortex ring15,16~or ‘‘smoke ring’’!10

shown atDt50.2 ms in Figs. 3~a! and 3~b!. As shown in Fig.
3~a!, the vortex motion efficiently traps aggregated nanopar-
ticles in a confined volume for long times~;3 s within ;1
cm3 in this study!.

The leading edge of the plume propagates with velocities
of: 103 cm/s between 200ms,Dt,2 ms; 50 cm/s for
10 ms,Dt,50 ms; and 6 cm/s at 30 ms,Dt,200 ms. After
Dt52 s the plume stops moving upstream, and the plane of
the vortex ring tilts toward the tube axis, possibly due to flow
currents or thermophoretic forces. The plume is then dragged
by the gas flow back to the collector with an estimated flow
velocity of 0.6 cm/s. Finally, nanotubes, metal catalyst par-
ticles and unconverted carbon soot deposit on the cool col-
lector surface by thermophoresis.12 LIL-ICCD imaging en-
sured that all deposits and images were collected without
interference from previous laser shots using laser repetition
rates less than 0.016 Hz.

Optical emission spectra were obtained for each image.
Figure 4 presents a short summary. At early times in the
plume expansion, emission from excited states in the plasma

FIG. 2. TEM images of the raw soot collected:~a! downstream on the
collector ~point 2, ford521 cm in Fig. 1!, showing a very high fraction of
SWNT bundles along with metal nanoparticles~black dots!; ~b! upstream
~point 1, ford512.5 cm in Fig. 1! showing short~;100 nm! SWNT in the
early stages of growth, controlled by limiting the growth time to 0.5 s.

FIG. 3. Laser-induced luminescence~LIL ! images of the C/Ni/Co plume
during SWNT synthesis. A Nd:YAG laser vaporizes a C/Co/Ni target~right
edge of figure! inside a 2-in.-quartz tube at 1000 °C in 500 Torr Ar~flowing
to the right at 100 sccm,;0.6 cm/s at the center of the tube!. Each image
represents a different ablation event.~a! Unfiltered images show the location
of all C/Co/Ni species during nanotube growth~100 ns gate width, opened
Dt5100 ns after the XeCl-laser pulse!; ~b! selective imaging in the 320–
380 nm spectral region to locate ground-state atomic Co in the plume~100
ns gate width,Dt50!; ~c! temporal history of the total number density of
ground-state atomic Co, determined from integrating the LIL from a com-
plete set of atomic-Co images shown in~b!.

FIG. 4. Plasma emission~dashed! and laser-induced luminescence~solid!
spectra measured at different time delays after the ablation laser pulse,Dt,
and distances,x, from the target: ~a! Dt520ms, x50.2 cm; ~b! Dt
5100ms, x50.5 cm; ~c! Dt51 ms, x52 cm; and ~d! Dt520 ms, x
55 cm. Acquisition times of 100 ns@~a!, ~b!# and 3.5ms @~c!, ~d!# began 50
ns after the XeCl-laser pulse. The inset in~c! shows a 1.3-nm-resolution
spectrum of induced fluorescence from the following transitions:~1!
b4F7/2–y2G9/2

0 at 341.23 nm; ~2! b4F9/2–y4G11/2
0 at 345.35 nm; ~3!

b4F5/2–y4G7/2
0 at 350.98 nm;~4! b4F7/2–y4G9/2

0 at 352.98 nm; and~5!
b4F5/2–y4D5/2

0 at 357.50 nm.
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dominates any laser-induced luminescence. As in Fig. 4~a!,
the d3Pg→a3Pu Swan system of C2 and the A1Pu

→X1Sg band C3 are prominent at these times. Later when
the plasma expands, cools, and recombines, the 308-nm-
XeCl laser can induce emission by pumping transitions from
the ground states: of C3 ~via A1Pu←X1Sg!; of atomic Co
~via a4FJ←y4GJ

0!; and of atomic Ni~via a3D1←y3D2
0!.

In addition, blackbody radiation can be induced from
carbon clusters,17 nanoparticles,18 and nanotubes. The inten-
sity of this blackbody emission,I, is defined byI 5Ar3(T0

1DT)5 whereT0 is the initial temperature of the cluster,DT
is the temperature increase due to laser-heating,A is a con-
stant, andr is the cluster radius. This radiation becomes ob-
servable coincident with the disappearance of the C2 and C3

bands in both the plasma emission and the laser-induced
spectra forDt.200ms at 1000 °C~andDt.100ms at room
temperature!. We conclude that nearly all of the carbon in
the plume has converted into clusters or larger aggregates by
these times.

However, the Co in the plume remains in atomic form
until much later. As shown in Figs. 3~c! and 4~c!, the
ground-state Co population peaks atDt50.8 ms and drops
by an order of magnitude byDt52 ms, permitting estimates
of the Co clustering time of;2 ms at 1000 °C~;1 ms at
room temperature!. Blackbody radiation remains the only
feature of the spectra taken at all later times@Fig. 4~d!#.

Further evidence of the sequential condensation of car-
bon and cobalt into clusters is the relatively uniform spatial
distribution of atomic Co in the plume forDt,2 ms com-
pared to the vorticity of the clustered carbon material@com-
pare Figs. 3~a! and 3~b!#. We believe that the higher diffu-
sivity of the atomic Co effectively competes with the
hydrodynamic trapping during this time. Only the leading
edge of the atomic-Co plume overlaps the carbon-cluster
vortex ring during the condensation of the Co atoms. The
NixCoy alloy particles indicate similar condensation times
for Ni and Co. It is quite possible that the carbon clusters
serve as condensation centers for metal cluster growth.

Both imaging and spectroscopy indicate that within the
first few milliseconds after laser ablation, atoms and mol-
ecules of both carbon and metal catalyst disappear due to
condensation into nanoparticles. Unless SWNTs grow very
rapidly from atoms and molecules within these first few mil-
liseconds, the majority of growth appears to occur from a
feedstock of mixed nanoparticles over seconds of annealing
time.

In order to check this conclusion and estimate the
SWNT growth rate, the target was positioned at several dis-
tances from the front furnace edge to adjust the time spent
within the hot zone before exiting the furnace in the up-
stream direction. LIL-ICCD imaging recorded the plume dy-
namics from ablation to deposition and the collected deposits
were examined by TEM.

Figure 2~b! shows a TEM image of a deposit collected
for a target position ofd512.5 cm ~see Fig. 1!, where
LIL-ICCD imaging measured a time of 0.5–0.7 s spent by
the plume inside the furnace. The collected material consists
of aggregated carbon and metal-catalyst nanoparticles, and
thin SWNT bundles of only;100 nm length, yielding an

average growth rate of 0.2mm/s at 1000 °C. The relative
yield of the carbon particles is much larger than the yield of
the carbon nanotubes which clearly shows that the time spent
by the plume in the hot zone~;0.5 s! was not sufficient to
convert all of the carbon material into nanotubes.

In summary, these results confirm the conclusions of the
time-resolved imaging and spectroscopy measurements
~along with ex situ TEM, EELS, and FESEM!. Although
SWNT may initiate growth during the first few milliseconds
after laser ablation, the majority of growth occurs inside the
oven from a mixture of gas-suspended carbon and metal-
catalyst nanoparticles which are hydrodynamically trapped
in a vortex ring within a;1 cm3 volume for several seconds.
The spectroscopy at early times after laser ablation indicates
that the plume initially consists of atomic and molecular spe-
cies, with no evidence of hot molten particulates which were
recently suggested as the primary ejecta.19 Condensation of
carbon occurs within 0.2 ms after ablation, while atomic Co
condenses much later~between 1.5 and 2 ms!. Through these
images of the growth process, we conclude that long~;10
mm! SWNT can form from the small amount of material
vaporized in a single-laser shot, a remarkable feat of self-
assembly.

The authors gratefully acknowledge research assistance
by M. L. Simpson, M. Guillorn, and helpful conversations
with D. J. Rader. This work was sponsored by the Division
of Material Science, U.S. Department of Energy under Con-
tract No. DE-AC05-96-R22464 with Lockheed Martin En-
ergy Research Corp.
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Ab initio calculations of rigid-body displacements at theS5 „210… tilt grain boundary in TiO 2
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Through extensiveab initio total energy calculations of theS5 ~210! grain boundary in TiO2 ~rutile!, the
remarkably large rigid-body contractions found by high resolution electron microscopy andZ-contrast imaging
are explored. Unlike previous calculations, this work emphasizes the importance of the displacements of the
two halves of the bicrystal towards one another. Previous experimental work suggests that the stochiometry
and ionic charges at the boundary are preserved at their bulk values and therefore vacancies and impurities
within the grain boundary core were not considered. The calculations predict no significant rigid-body con-
traction or expansion. The implications of this result for both computational and experimental studies of
rigid-body displacements at grain boundaries are discussed.

It is well known that the grain boundaries in polycrystal-
line materials have a profound effect on their electronic and
vibrational properties, but the exact nature of these defects is
not well understood even in Si, the most studied electronic
material. Transition metal oxides have many physical prop-
erties that are important for such diverse applications as
catalysis,1,2 electronic devices,3 and electrochemical cells,4 to
name a few. One of the most widely used transition metal
oxides is TiO2, a semiconducting ceramic used in catalytic
processing of organic wastes,5 photovoltaic cells,6 protective
coatings and paints,7 and gas sensors.8 Many other techno-
logically important materials have the rutile and similar
structures.9 In these materials, as in Si, it is essential to un-
derstand grain boundaries on the atomic level, where the
electronic and vibrational states are determined and to relate
this structure to the various physical properties.

From a fundamental perspective, TiO2 has become of
great importance because well characterized bicrystals of it
can be readily grown and studied by a variety of powerful
experimental techniques such asZ-contrast scanning trans-
mission electron microscopy~STEM!, electron energy loss
spectroscopy~EELS!, and high resolution electron micros-
copy ~HREM!. Unfortunately, on the theoretical side, TiO2,
like all oxides, is difficult to work with because of the O ions
whose electronic structure is quite sensitive to the crystalline
environment~the O22 ion is unstable in free space!. This
problem becomes potentially severe near surfaces and inter-
faces where the crystalline environment may differ greatly
from that of the bulk material. It was found by Dahman
et al.10 using HREM that the lattice around theS5 ~210!
TiO2 grain boundary iscontractedthrough a rigid-body shift
by a remarkably large amount~;1 Å!. This result has defied
theoretical explanation in terms of eitherab initio or semi-
empirical calculations, leading Dahmanet al. to attribute it
to defects~a loss of oxygen! and/or nonstochiometry~excess
Ti with a 13 valence!. But the subsequent EELS measure-
ments of Wallis et al.11 gave details about the oxidation
states at cation sites and the atomic structure around anion
sites from multiple scattering theory. It was found that to a

large degree the stochiometry and ionic charges at the
boundary are preserved at their bulk values. Further, the
Z-contrast image of the grain boundary in Ref. 11 agrees
with the HREM results10 in that a large rigid-body contrac-
tion is indicated. In addition, it is clear from theZ-contrast
image that some of the projected Ti-Ti distances across the
grain boundary are significantly contracted~11–18 %! com-
pared to the bulk. In the work described here, we explore the
structure at the grain boundary through very extensiveab
initio calculations, with particular emphasis on the relative
stabilities of grain boundary structures that include rigid-
body shifts of various magnitudes.

Structural calculations have generally proceeded by two
approaches. One uses semiempirical methods such as the
shell model developed by Dick and Overhauser12 for the cal-
culation of phonon dispersion curves, while the other uses
first principles calculations, perhaps augmented by semi-
empirical considerations.13 In this work only first principles
calculations are used. It should be noted that a paper by
Dawsonet al.14 employed techniques quite similar to those
used here to study the same grain boundary in TiO2 but with
a few significant differences as discussed below.

Our calculations, like many others, are based on density
functional theory using the local density approximation com-
bined with nonlocal, norm-conserving pseudopotentials and
plane wave expansions.15 The calculations used the band-by-
band conjugate gradient technique to minimize the total en-
ergy with respect to plane-wave coefficients. Pseudopoten-
tials of the Kleinman-Bylander16 representation were
generated in real space using a well established optimization
scheme. The O potential was generated using the reference
atomic configuration 2s22p4 for thes and thep angular mo-
mentum components. For thed component, 2s12p1.753d0.25

was used. For all three components, the core radii were 1.8
a.u. The Ti potential used 3d24s2 for thes andd components
and 3d24s0.754p0.25 for the p component. Core radii of 2.5
a.u. were used for all three components. Brillouin-zone sam-
pling used the lowest-order set ofk points.17 After extensive
experimentation, a plane-wave cutoff of 1000 eV was used.
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The energy per unit cell was converged to 0.001 eV/atom
~0.066 eV/unit cell! and residual forces on the ions were less
than 0.1 eV/Å.

Before the grain boundary calculations, a bulk TiO2 unit
cell was allowed to relax and the results are as follows:

Parameter
Theory
~this work!

Theory
~Ref. 14!

Experiment
~Ref. 18!

a ~Å! 4.603 4.603 4.594
c ~Å! 2.976 2.976 2.956
Ti-O ~short! ~Å! 1.953 1.961 1.949
Ti-O ~long! ~Å! 1.989 1.978 1.980

It should be noted that the calculations in Ref. 14 used a 500
eV cutoff rather than the 1000 eV cutoff used in this work.

Figure 1~a! shows the grain boundary structural model
used in the initial calculations. The large unit cell of these
calculations is enclosed by the solid lines. The grain bound-
ary structure was generated by matching the two halves of
the bicrystal at one of the O sites in the bulk unit cell, car-
rying out the necessary rotations to get theS5 coincident site
lattice and removing all ions that were within 0.5 Å of one
another. The large unit cell contains sixty-six ions and is
electrically neutral for formal valences of14 and22 for Ti
and O, respectively. We also constructed structural models
by taking the match points at the Ti ions, but this generated
only symmetric boundaries that did not agree with the mi-
croscopy results unless an additional translation along the
boundary was introduced, as others10 have noted.

It is seen that our unit cell does not contain two grain
boundaries of opposite orientation as in Ref. 14. Instead we
include several ‘‘layers of vacuum’’ before repeating the
structure to form a periodic slab configuration. While this
approach introduces surface states, it allows more atoms per
grain boundary unit cell to be treated and eliminates the in-
teraction of close-lying, oppositely directed grain bound-
aries. Numerous calculations were made to study the effects
of varying the vacuum layer thickness. As the bicrystal was
expanded and contracted, the number of vacuum layers also
increased and decreased such that the length of the bicrystal
minus the length of the vacuum layers is constant at 5.5 Å.
This was done to satisfy long-range interactions of the crys-
tal atoms and at the same time prevent orbital overlap at the
surface edges. This approach will be discussed in detail in a
later paper.

Initially, the connectivity in thec direction was the same
as in the bulk but subsequently the two sides of the grain
boundary were displaced relative to one another alongc, as
described below. The ions on the outer extremities of the
slab were fixed and all others were allowed to relax. The
very lengthy calculations~carried out on an Intel Paragon
supercomputer! with this structure gave results so similar to
those of Dawsonet al. that they will not be discussed further
here. While the grain boundary structure is quite similar to
the experimental images, reproduced in Fig. 1~b!, the large
inward rigid-body shift could not be obtained. Although
these calculations, like those of Ref. 14, were unsuccessful in
this respect, they provided some important insights. It be-
came clear that only those ions in the immediate neighbor-
hood of the grain boundary plane undergo significant dis-
placements during relaxation. In contrast, other ions near the
grain boundary plane moved only slightly and still more dis-
tant ones hardly at all. This implied that some other approach
would have to be taken if the large observed contraction was
to be obtained.

The results of Ref. 10 suggest that one side of the grain
boundary is simply rigidly displaced toward the other while
maintaining essentially the bulk distances within each half of
the bicrystal. Thus, all atoms on one side of the bicrystal
must undergo large displacements relative to those on the
other side. Obviously, then one cannot fix one or more layers
of ions on both sides of the grain boundary, as is sometimes
done, and expect to find the observed result. To implement
this rigid displacement constraint in our calculations, the
number of atoms in the unit cell was reduced to forty-eight.
This simplification, which appears well justified in view of
the results for the sixty-six ion calculation, made it possible,
though computationally still extremely intensive, to carry out
the series of calculations discussed next.

It should be emphasized that, with the exception of the
rigid-body displacements of the two sides of the grain
boundary relative to one another, the atoms at the slab/
vacuum surfaces are held rigid throughout the calculations.
This is because the slab is cut out of, and is meant to mimic,
a bulk TiO2 material. The surface states are the same for
each structure considered and it is assumed that their effect
on the relative stabilitiesshould be negligible. Some evi-
dence for this is that the relaxation of grain boundary core
atoms in the sixty-six atom unit cell~with more rigid ‘‘bulk-
like’’ atoms between the grain boundary core and the surface
of the slab! was approximately the same as the relaxation of
grain boundary core atoms in the comparable forty-eight
atom unit cell ~with fewer ‘‘bulklike’’ atoms between the
grain boundary core and the surface of the slab!.

Figure 2 summarizes the results of the calculations. Curve
1 shows the total energy for the forty-eight ion configuration
discussed above and shown in Fig. 3 as a function of the
rigid projected displacement,xp , of Ti atomsat the edges of
the slabtowards and away from one another. The atoms at
the edge are shifted in such a way that their relative position
in thec direction is maintained at the level given in Fig. 1~a!.
This means that the projected distance observed by TEM is
shortened while keeping the14 Ti atoms fairly far apart
since they are on different levels in thec direction. The at-
oms that were allowed to relax are the twenty-seven inside
and at the perimeter of the grain boundary, indicated by the

FIG. 1. TheS5 ~210! grain boundary in TiO2: ~a! sixty-six-atom
unit cell used in the preliminary calculations where the lines indi-
cate the unit cell boundaries and~b! Z-contrast image.
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shading in Fig. 3. In addition to the rigid-body displacement,
we calculated the relaxed projected Ti-Ti distance across the
grain boundary. The results show no rigid-body contraction
of the bicrystal but there is a large contraction of the Ti-Ti
projected distance across the grain boundary of 12%~0.4 Å!
that does agree with theZ-contrast image obtained by Wallis
et al. However, the calculations also give a projected Ti-Ti
distance that is 10%~0.33 Å! greater than the bulk on one
side of the grain boundary region not seen in theZ-contrast
image. These expansions and contractions effectively cancel
each other out.

In the second series of calculations, the two sides of the
grain boundary were displaced relative to one another byc/2.
This is equivalent to interchanging the up-down positions of
all ions in the bulk unit cells as the grain boundary is
crossed. It also puts the 1 and 2 Ti atoms shown in Fig. 1~a!
on the same level in thec-direction. Thus, in this case the
actual and projected Ti-Ti distances are the same. The results
are shown in curve 2 on Fig. 2. The total energy is;0.44 eV
~0.009 eV/atom! higher than that of the preceding calcula-
tions and the minimum again occurs at a position where
there is little or no rigid-body contraction of the bicrystal. A
smaller contraction of the Ti-Ti projected distances across
the grain boundary relative to the bulk of 4.3%~0.14 Å! is
predicted for this structure.

The results of these calculations argue strongly that the
experimentally observed rigid-body contractions must be due
to some phenomena not considered in these calculations,

such as half-filled columns, vacancies, or impurities that are
present at this grain boundary and not detected in the EELS
work of Wallis et al.10 Whatever the origin of the contrac-
tion, the implication for the computational side is disturbing
in that long series of calculations for even more complex
structures will have to be considered, requiring greatly in-
creased computational power. However, for the experimental
side, the implications may be even more significant. Clearly,
the whole question of the growth of bicrystals, which is still
in its infancy, becomes crucial. How can it be established
that an ‘‘intrinsic’’ grain boundary, devoid of impurities, va-
cancies, half columns, etc. has been obtained under given
growth conditions? The crucial need for microscopes with
even higher resolution that are able to detect all the ionic
species in a given sample is evident. Recent progress in cor-
recting the large spherical aberration of present objective
lenses promises to make such microscopes a reality.19,20
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Abstract: NMR data have revealed thatγ-alumina surfaces do not contain any three-coordinated Al atoms,
despite the fact that their presence is expected on the basis of the bulk structure of the material. We report
density-functional calculations ofγ-alumina (110) surfaces that reveal a massive spontaneous reconstruction
of the ideally terminated bulk. The three-coordinated Al atoms initially in the surface layer drop into vacant
octahedral interstices in the second layer where they become six-coordinated. The predicted reconstruction is
also fully consistent with IR studies of hydroxylatedγ-alumina surfaces and reveals the physical origin of
results obtained by earlier computational simulations.

1. Introduction

The aluminas are among the technologically most important
catalytic materials, serving both as catalytic supports1 and as
catalysts in their own right.2 They are employed in applications
from petroleum refining2 to automotive emissions control.3

Accordingly, there has been prolonged widespread interest in
the structure and function of alumina surfaces.4 Of particular
importance is the distribution of surface Al atoms and their
coordination states, since coordinatively unsaturated surface Al
atoms are the source of the surface Lewis acidity, which is
central to catalysis.5 One of the most powerful techniques for
elucidating the distribution of Al atoms of various coordination
on the surface is27Al cross-polarization NMR spectroscopy.6

Meticulous studies ofγ-alumina with this technique have
produced a perplexing result.5 No three-coordinated Al is
observed, despite the fact that the presence of three-coordinated
Al on the surface would be expected based on the bulk structure.
This result is particularly important because the presence of
three-coordinated Al has often been assumed for the purposes
of assigning IR bands of the hydroxylated surface.2,4,7,8We have
resolved this conundrum with density-functional-theory (DFT)
calculations. We find that when the (110C) layer ofγ-alumina
is exposed, it undergoes a massive spontaneous reconstruction.
The three-coordinated Al atoms, initially in the surface layer,
drop from the surface layer into vacant octahedral interstices
in the next lower layer.

2. Computational Method

The density functional theory9 calculations employed the generalized
gradient approximation (GGA) to the exchange-correlation energy,10

as described in the review by Payne et al.11 The electron-ion
interactions were described with nonlocal reciprocal-space pseudopo-
tentials12 in the Kleinman-Bylander form.13 A plane wave basis was
used to describe the electronic density with a cutoff energy of 1000
eV as determined by convergence studies. Integrations over the Brillouin
zone employed a grid of k points with a spacing of 0.1 Å-1 chosen
according to the Monkhorst-Pack scheme.14 The structural relaxation
studies employed a 56-atom unit cell consisting of a slab ofγ -alumina
4 layers thick. The atoms in the bottom layer were frozen, as were the
dimensions (a, b, c,R, â, γ) of the unit cell. The system was infinitely
periodic with a vacuum spacing between slabs of 10 Å. The starting
structure from which the slab was generated was that of fully relaxed
γ-alumina in its lowest energy form.15

3. Results

γ-Alumina is derived from the thermal dehydration of
boehmite.16 Its structure is very closely related to that of Mg-
spinel,17 which has the primitive unit cell Mg2 Al4 O8. In Mg-
spinel, the oxygen atoms are cubic close-packed, the Mg atoms
are tetrahedrally (Td) coordinated by oxygen, and the Al atoms
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are octahedrally (Oh) coordinated by oxygen. Recently, we have
shown thatγ-alumina has a range of valid stoichiometries H3m

Al2-m O3, (0 e m e 1/3) but the lowest energy form has the
stoichiometry of a hydrogen-aluminum spinel.15 The primitive
unit cell of the lowest energy form is HAl5O8, where the H
atom and one Al atom occupy (nominally) the Mg sites in the
spinel structure, and the remaining 4 Al atoms occupy the Al
sites in the spinel structure. In HAl5O8, 20% of the Al atoms (1
in 5) are tetrahedrally coordinated by oxygen and 80% (4 in 5)
of the Al atoms are octahedrally coordinated by oxygen. It is
important to note, however, that throughout the range of valid
stoichiometries (0e m e 1/3), including the fully dehydrated
limit (m ) 0), the structure contains Al in both tetrahedral and
octahedral coordination. In the present work, calculations were
performed for the HAl5O8 stoichiometry. We will show,
however, that our main results have general validity.

Although early surface studies focused on the (100) face,18

it is now known that the (110) face ofγ-alumina is preferentially
exposed.2 For example, Z-contrast scanning transmission elec-
tron microscopy (Z-STEM) images ofγ-alumina, in application
as an automotive catalytic support, showed the (110) surfaces
to be exposed.19 There are, however, two (110) layers in
γ-alumina, denoted (110C) and (110D).2 We carried out
structural relaxations of these two surfaces and found that it is
energetically preferred to expose the (110C) layer. Structural
relaxation of the (110C) surface ofγ-alumina also showed that
it undergoes an interesting and important reconstruction. The
unrelaxed (110C) layer exposes both three-coordinated Al atoms
(Al in Td coordination with one oxygen removed) and four-
coordinated Al atoms (Al inOh coordination with two oxygen
atoms removed). When this structure is relaxed, the three-
coordinated Al atoms drop from the surface layer into vacant
octahedral interstices in the next lower layer. An edge-on view
of this reconstruction is shown in Figure 1. In addition to the
large physical displacement exhibited in Figure 1, the recon-
struction entails a large energy gain, about 10 eV for the unit
cell employed here, which translates into 2 J‚m-2.

The reconstruction can be rationalized by observing the
electrostatic distribution. We use the following definition of
effective charge introduced by Kno¨zinger and Ratnasamy,2 based
on the Pauling electrostatic valence rules:20 ( atom charge) )
( preferredValence of atom) + ( sum of strengths of bonds to
atom). Here, (bond strength) ) ( preferred charge of adjacent
atom)/ ( coordination of adjacent atom). Figure 2 shows the
unrelaxed (110C) surface ofγ-alumina along with charges
assigned as above. The arrows indicate the motion of the three-
coordinated Al atoms upon structural relaxation. Note that, prior
to relaxation, the three-coordinated Al atoms are assigned a
charge of 1.17, the largest (in magnitude) of any surface atom.
After relaxation, however, these Al atoms are six-coordinated
by oxygen. Since every oxygen atom in the bulk is four-
coordinated, the new charge on the Al atom after reconstruction
is, by the above scheme, (+3) + 6(-2/4) ) 0. The reconstruc-
tion therefore completely eliminates the electrostatically most
unstable surface species, three-coordinated Al.

The predicted reconstruction is consistent with results ob-
tained by earlier theoretical studies ofγ-alumina surfaces.
Alvarez et al.21 carried out molecular dynamics (MD) studies
of γ-alumina surfaces using empirical potentials. In MD
simulations starting from truncated bulk surfaces, they reported
the loss of Al from tetrahedral cation positions on theγ-alumina
(110C) surface. More recently, similar behavior was reported
by Gunji et al.22 While no mechanism for the observed depletion
was proposed, it is now clear that their observed result is a
manifestation of the spontaneous reconstruction reported here.

4. Discussion

The surface reconstruction reported here provides a natural
explanation for the perplexing experimental result7 mentioned
in the Introduction. As already noted, the (110C) layer contains
both four-coordinated Al and six-coordinated Al. When exposed,
one would therefore expect both three-coordinated and four-
coordinated Al atoms on the surface as shown in Figure 3.
Cross-polarizing27 Al NMR studies,6 however, found no
observable three-coordinated Al.5 This mystery is explained by
our surface-reconstruction studies. The three-coordinated Al
atoms drop from the surface layer into vacant octahedral
interstices in the next lower layer.

(18) Peri, J. B.J. Phys. Chem.1965, 69, 220. Peri, J. B.J. Phys. Chem.
1965, 69, 231.

(19) Nellist, P. D.; Pennycook, S. J.Science(Washington, D.C.)1996,
274, 413.

(20) Pauling, L.The Nature of the Chemical Bond, 3rd ed.; Cornell
University Press: Ithaca, NY, 1960.

(21) Alvarez, L. J.; Sanz, J. F.; Capita´n, M. J.; Centeno, M. A.; Odriozola,
J. A. J. Chem. Soc., Faraday Trans.1993, 89, 3623.

(22) Gunji, I.; Teraishi, K.; Endou, A.; Miura, R.; Yin, X. L.; Yamauchi,
R.; Kubo, M.; Chatterjee, A.; Miyamoto, A.Appl. Surf. Sci.1998, 132,
549.

Figure 1. Edge-on view of the top four layers ofγ-alumina before
(a) and after (b) relaxation. Note that the three-coordinated Al are
absorbed into the first subsurface layer. The bottom layer of atoms
was frozen during the calculation.

Figure 2. Top-down view of the unrelaxed (110C) surface of
γ-alumina. Note that the charge on the three-coordinated Al is+1.17
prior to reconstruction. After reconstruction the three-coordinated Al
atoms drop from the surface layer into the first subsurface layer, after
which their charge is zero. The observed reconstruction thereby
eliminates the electrostatically most unstable species from the surface.
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Further confirmation of the surface reconstruction reported
here comes from IR studies of hydroxylatedγ-alumina surfaces.
Dry γ-alumina is well-known to chemisorb water.18 This
chemisorption leads to the formation of surface hydroxyl groups
that have been the subject of numerous studies by IR spectros-
copy.2,4,7,8,18,23These studies clearly document that there are
three prominent bands in the IR spectrum of surface OH groups
of γ-alumina. Tsyganenko and Filimonov8 appear to be the first
to have proposed that these three bands arise from three basic
types of chemisorbed OH. These three types, denoted I, II, and
III, correspond to the O atom of the OH group in question being
bound to one, two, or three surface Al atom(s), respectively.
Later, Knözinger and Ratnasamy2 subdivided types I and II into
Ia, Ib, IIa, and IIb, where the subscripta denotes that (one of)
the bonding Al atom(s) is itself in tetrahedral coordination, and
the subscriptb indicates that all of the bonding Al atoms are in
octahedral coordination. More recently, Tsyganenko and Mar-
dilovich4 have replaceda and b with integer subscripts to
indicate the exact coordination of each of the Al atoms that are
bonding to the chemisorbed OH. Each digit of the integer
subscript denotes the coordination of one of the Al atoms
bonding to O of the chemisorbed OH. (O from the chemisorbed
OH is included in this count.) Equating the designations of
Knözinger and Ratnasamy with this most recent system we see
that Ia ) I4, Ib ) I6, IIa ) II 64, IIb ) II 66, etc. Liu and Truitt7

have added a few minor refinements to this model for the type
III case and give a complete review of the incremental
improvements of the model.

In the most modern assignment, the three major bands are
assigned to I6, II66, and III, with two other minor bands being
assigned to hydrogen-bonded OH and/or various type III
groups.7 Conspicuous by their absence are OH groups of type
I4. If the three-coordinated Al shown in Figure 3 were present
on theγ-alumina surface, upon hydroxylation one would expect
type I4 groups to form. This is particularly true in light of recent
ab initio results of Tachikawa and Tsuchida.24 The ab initio

studies showed that surface Al in tetrahedral sites is a stronger
Lewis acid than surface Al in octahedral sites. Type I4 OH
groups should therefore form even more easily than those of
type I6. The fact that the latter give rise to one of the three
prominent bands in the IR spectrum of surface OH, and the
former are not observed, is completely consistent with our
surface-reconstruction studies, which find that three-coordinated
Al atoms at the (110C) surface of truncated bulkγ-alumina are
depleted by a spontaneous reconstruction.

Finally, we address stoichiometries other than HAl5 O8,
namely H3m Al2-m O3, with m * 1/8.15 These materials also
have a spinel structure. Form < 1/8, a fraction of the cation
sites are vacant, thus a (110C) surface occasionally has a cation
vacancy. The existence of such cation vacancies has no bearing
on the mechanism we report. If a three-coordinated Al (see
Figure 3) is absent, obviously there is no Al to reconstruct. If
a four-coordinated Al (see Figure 3) is absent, it does not impact
the reported reconstruction since three-coordinated Al and four-
coordinated Al are not adjacent onγ-alumina (110C) surfaces.
For m > 1/8, there is excess interstitial hydrogen in the bulk.
Once more, this has no bearing on our results regarding the
relaxation of surface Al atoms. These observations are consistent
with those of Tsyganenko and Mardilovich,4 who noted that
different hydrogen contents donot lead to any new structures
on the hydroxylated surface.

5. Conclusions

We have carried out DFT studies of the energetically preferred
(110C) surface ofγ-alumina. It is found that that when the
(110C) layer is exposed, it undergoes a massive spontaneous
reconstruction. The three-coordinated Al atoms initially in the
surface layer drop into vacant octahedral interstices in the first
subsurface layer. In addition to the large physical displacement
of the initially three-coordinated Al, the reconstruction liberates
an energy of 2 J‚m-2. This spontaneous reconstruction of the
truncated bulk explains the perplexing experimental observation
that no three-coordinated Al is observed onγ-alumina surfaces5

despite the fact that their presence should be expected on the
basis of simple truncation of the bulk at the (110C) surface,
the preferentially observed surface. The predicted reconstruction
is also fully consistent with IR studies of hydroxylated surfaces
and gives new insight into earlier computational simulations.
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Figure 3. Two types of Al expected on the surface ofγ-alumina when
the (110C) layer is exposed.27NMR studies find four-coordinated Al,
but not three-coordinated Al,5 a quandary resolved by the reconstruction
reported here.
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The electronic structure of pure edge threading dislocations in metalorganic vapor phase epitaxy
grown wurtzite GaN thin films has been studied directly by atomic resolutionZ-contrast imaging
and electron energy loss spectroscopy in a scanning transmission electron microscope. Dislocation
cores inn-type samples grown in N-rich conditions show no evidence for the high concentration of
Ga vacancies predicted by previous theoretical calculations. NitrogenK-edge spectra collected from
edge dislocation cores show a sudden and significant increase in the intensity of the first
fine-structure peak immediately above the edge onset compared to the bulk spectra. The origin of
this increase is discussed. ©2000 American Institute of Physics.@S0003-6951~00!03404-5#

The benign effect of high density of threading
dislocations1 on GaN high efficiency light emitting diodes
has led to considerable interest in determining their funda-
mental properties. Although early work1,2 suggested that
threading dislocations are not nonradiative recombination
centers, the increase in optical properties that is achieved3 by
reducing the threading dislocation density in the epitaxial
lateral overgrowth method,4 provides circumstantial evi-
dence that dislocations do have a deleterious effect. Further-
more, recent more direct evidence indicates that threading
dislocationscan be optically and electrically active. In par-
ticular, atomic force microscopy~AFM! combined with
cathodoluminescence~CL!5 and plan-view transmission elec-
tron microscopy~TEM! combined with CL6 clearly show
threading dislocations to be related to dark spots in band
edge emission CL images. This effect is consistent with the-
oretical calculations suggesting that dislocations should be
charged depending on doping and growth conditions.7,8 The
presence of charged dislocations is further supported by low
transverse mobility measurements,9 near surface electrical
properties observed by AFM and scanning capacitance
microscopy,10 and selective photoelectrochemical etching.11

These observations have been used in calculations of dislo-
cation scattering.12 However, our detailed experimental re-
sults show that the density of acceptor states must be less
than is assumed in these calculations.

Our experiments used both a 200 kV JEOI 2010F and a
300 kV VG HB603U field emission microscope, which have
point resolutions of ;0.14 nm operating in scanning
model.13,14 This experimental setup allows atomic resolution
imaging and spectroscopy to be obtained. The incoherent
‘‘ Z-contrast’’ image15 of a threading dislocation along thec
axis is used to determine the core structure and position the

electron probe for electron energy loss spectroscopy
~EELS!.16 Core loss EELS probes the unoccupied density of
states near the conduction band minimum and is exactly
analogous to near edge x-ray absorption spectroscopy
~XAS!, but with a much higher spatial resolution afforded by
the microscope. Here, EELS spectra were acquired directly
from the dislocation core and compared with bulk spectra
taken from no more than 2 nm away. The sample under
investigation in this work was grown on a sapphire substrate
by low-pressure metalorganic vapor phase epitaxy under a
nitrogen rich~high V/III ratio! growth condition and doped
with Si at a level of;231018cm23. The free carrier mobil-
ity is about 200 cm2/V s. The threading dislocation density
was determined by TEM to be;331011cm22, with the
majority being pure edge dislocations.

Pure edge dislocations can be distinguished from those
with a screw component by differences in the strain contrast
in TEM images.17 Figure 1~a! shows a two beam bright field
image of the sample tilted close to the zone axis@11̄02# and
imaged withg5(11̄01̄). Both pure edge and mixed type
dislocations are visible in this image, but they have markedly
different diffraction contrast. The mixed type exhibits strong
contrast at both ends, as is indicated by the black arrows in
Fig. 1~a!, while the pure edge dislocations show no such
contrast~as is indicated by a white arrow!. This same lack of
strain contrast is also observed in theZ-contrast image which
means that by choosing only the dislocations that exhibit the
smallest contrast in the end-onZ-contrast images@Fig. 1~b!#,
we are able to select pure edge dislocations.

The core structure of such a dislocation is shown in Fig.
2~a!, and clearly shows the eight-fold ring structure, as pre-
viously reported.13 On the basis of the prior theoretical cal-
culations, thisn-type sample grown under N-rich growth
conditions is expected to show the Ga-vacancy core struc-
ture. Since atoms contribute to the image according to theira!Electronic mail: browning@uic.edu
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mean square atomic number~Z!, the light N atoms contribute
only 5% of the image contrast in a full GaN atomic column.
Thus, it is immediately apparent from the image that the Ga
vacancy concentration must be much less than 100%. At the
typical thicknesses used forZ-contrast imaging, the image
intensity is roughly proportional to the number of atoms in a
column.15 Therefore, our sensitivity to Ga vacancies is lim-
ited just by the statistical varyiations in column intensities
close to the dislocation core. Integrated columnar intensities
were obtained from a maximum entropy analysis13 and
showed a mean deviation of 15%. From this data we there-
fore estimate Ga vacancy concentration in the range 0%–
15% perc-axis repeat, implying a significantly lower line
charge than previously assumed for threading dislocations.

In order to investigate the local electronic structure of
the dislocations, we chose to use the nitrogenK-edge spec-
trum. This absorption edge gives information on transitions
from the 1s core level to the unoccupied density of states in
the conduction band with 2p symmetry. Figure 2~b! shows
the dislocation image obtained from the 2010F with the
larger beam diameter used for EELS, and Fig. 3~a! shows
experimental nitrogenK-edge spectra obtained from several
pure edge dislocation cores as well as nearby perfect regions

of the film for comparison. Each spectrum is the summation
of 13 spectra from 8 dislocation cores with an acquisition
time of 5 s for each individual spectrum. The energy resolu-
tion is 1.2 eV~as measured from the full width at half maxi-
mum of the zero loss peak!. Other than a power law back-
ground subtraction,18 the spectra are as acquired.

It can be clearly seen that there are dramatic changes in
the fine structure of the nitrogenK-edge spectra on and off
the dislocation core. In particular, in the core spectrum, the
first peak 2.2 eV above edge onset~398 eV! rises signifi-
cantly relative to the second peak. It should be noted that the
fine structure changes observed here are significantly differ-
ent from the effects of beam damage, which can therefore be
excluded.19 In addition, the change in fine structure is only
observed if we position the probe exactly on the core~a
misplacement of the probe by as little as 0.6 nm means that
the spectrum does not show the increase in the first peak!.
Simulations of the electronic structure using the multiple
scattering methodology of the FEFF eight codes20 are shown
in Fig. 3~b!. These simulations take account of the collection
conditions on the relative weighting of the in-plane and
c-axis component of the experimental spectrum21 and show a
similar trend to the experimental results.

The increase in absorption just beyond the band gap is
most likely due to the broken symmetry in the region of the

FIG. 1. ~a! Two beam bright field image of a plan view sample tilted close
to the @1–102# zone axis showing the different diffraction contrast from a
pure edge dislocation~indicated by a white arrow! and a mixed type dislo-
cation ~indicated by a black arrow!. ~b! Z-contrast image obtained at the
exact@0001# zone axis. The end-on dislocations are indicated for clarity.

FIG. 2. Z-contrast images of pure edge dislocations obtained with~a! the
0.14 nm probe in the VG Microscopes HB603 showing the presence of a
core column and~b! the 0.2 nm beam in the JEOL 2010F used for EELS.
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core. Studies of the polarization dependence of XAS have
shown the first peak of the spectrum to correspond to transi-
tions to final states in thec direction, i.e., to states that origi-
nate from the mixing ofs and pz molecular orbitals, while
the second peak is related to final states in thea–b plane,
i.e., from the mixing ofpx andpy orbitals.22 By comparison
of Fig. 3~a! with XAS nitrogenK-edge spectra23 it is clear
that the general shape of the acquired EELS data is very
similar to the x-ray absorption spectrum obtained when the
photoelectric vector,E, is perpendicular to thec axis. This is
not surprising as the effective collection angle used in this
experiment~;40 mrad! is much larger than the characteristic
angle, uE51 mrad, and therefore momentum transfer per-
pendicular to the beam~i.e., c axis! should swamp the com-
ponent parallel to thec-axis.21 This strong increase of states
along thec axis, i.e., mores–pz hybridization, is also seen in
the cubic form of GaN, and it therefore most likely just re-
flects the brokenC6v symmetry of the core. It is noteworthy
that no absorption is seen in the band gap. This is consistent

with any Ga vacancy induced acceptor states being full, as
expected if the dislocation line is charged, or may be simply
due to a low matrix element between the core states and the
defect states. A full understanding of this subtlety requires
extensiveab initio simulations.

In conclusion, we show that pure edge threading dislo-
cations inn-type GaN grown under N-rich conditions have a
Ga vacancy concentration of 0%–15% in the core, signifi-
cantly less than previously assumed. EELS studies show a
significant increase in the first peak above the nitrogen
K-edge onset at the dislocation core compared to the perfect
region, reflecting the reducedC6v symmetry of the core. No
absorption was observed below the band gap, consistent with
the dislocation line being negatively charged.

The authors are grateful to A. F. Wright of Sandia Na-
tional Laboratory for helpful discussions during the course of
this work, which was funded by NSF Grant No. DMR-
9733895 and by DOE Contract No. DE-AC05-96OR22464
with Lockheed Martin Energy Research Corporation.
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The mechanism for the high-quality single-phase growth of MnSi
films on Si „111… in the presence of Sb flux
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The microstructures of high-quality single-phase MnSi layers grown on Si~111! by Mn deposition
and reaction with Si in the presence of Sb flux are characterized by Z-contrast imaging. It is found
that there is a transition layer consisting of two Sb monolayers sandwiching a Mn layer in between
the Si substrate and the single-phase MnSi film. This Sb–Mn–Sb sandwich layer effectively
prevents deposited Mn atoms from direct reaction with Si atoms in the substrate to form Mn
silicides. This explains why high-quality single-phase MnSi layers can be grown with remarkably
smooth interface on Si~111! substrates. ©1999 American Institute of Physics.
@S0003-6951~99!01645-9#

Metal–silicide/silicon interfaces have drawn extensive
attention because of their microelectronics applications.1,2

While many studies have been carried out on W, Ti, Co, and
Ni silicides,3–5 much less attention has been paid to silicides
of the group VIIA elements, such as Mn. It is reported that
MnSi, a cubic FeS structure, shows a magnetic transition at
Tc529.1 K from a paramagnetic state to a helicoidal order.
Its interesting magnetic properties make it a promising ma-
terial for use in electronic and optoelectronic devices.6–8

However, there are few reports to date on the growth of
Mn-based layers on Si substrates. The main reason is due to
the difficulties of growing a high-quality single-phase layer
with a smooth interface. In the most common growth proce-
dures, Mn atoms easily react with Si atoms in the substrate to
form many different polycrystalline Mn–silicides phases, re-
sulting in a very rough interface.9–12 Very recently, the
growth of high-quality single-phase MnSi films on Si~111!
has been reported with remarkably smooth interfaces.13,14

The critical factor for the growth is the presence of an Sb
flux. Without the presence of Sb, polycrystalline Mn–
silicides form leading to rough interfaces. Thus, understand-
ing the effects of the Sb flux during the growth will enable
the growth of higher-quality films. However, so far no con-
clusive mechanism has been given.

In this letter, we report our Z-contrast imaging studies on
the interfaces of high-quality single-phase MnSi films grown
on Si ~111!, which reveal the growth mechanism for high-
quality films.

The MnSi films were grown on Si~111! substrates by
hot-wall epitaxy. The substrates were solvent degreased,
etched in HF solution, and rinsed with de-ionized water. The
oxide layer was etched away by immersing the wafers in a
dilute hydrofluoric acid solution (HF:H2O51:10), and dried
prior to loading into the vacuum chamber. Growth was per-

formed by simultaneous exposure of the Si substrates, held at
a temperature of 350 °C, to Mn and Sb atoms. The Mn flux
used was 231014atom/cm2 s, while the Sb/Mn flux ratio
supplied to the Si surface was 10.

Specimens were prepared for electron microscopy by
first mechanical polishing to;100 mm, then dimpling the
central portion of the specimens to;5 mm. Samples were
thinned to electron transparency using a 4 kV Ar ionbeam at
14° inclination and then cleaned at lower voltage~1.5 kV!. A
liquid N2 cooling stage was used in order to minimize the
damage during the ion milling. The Z-contrast images were
formed by scanning a 1.26 Å probe across a specimen and
recording the transmitted high-angle scattering with an annu-
lar detector~inner angle;45 mrad!. The image intensity can
be described accurately as a convolution between the elec-
tron probe and an object function. Thus, the Z-contrast image
gives a directly interpretable, atomic resolution map of the
columnar scattering cross section in which the resolution is
limited by the size of the electron probe.15,16

The quality and orientation of the Mn–Si film and the
smoothness of the interface have been characterized by con-
ventional transmission electron microscopy previously.13,14

The Mn–Si layer was confirmed to be the single MnSi phase,
with the epitaxial relationship between the MnSi layer and
the Si substrate given by (111),@ 1̄1̄2#MnSi i(111),@ 1̄10#Si.
The MnSi/Si interface is remarkably smooth, as seen in the
low magnification Z-contrast image of Fig. 1. The electron
beam is parallel to the@ 1̄10# zone axis of the Si substrate.
The MnSi layer gives higher intensity than the Si substrate
because Mn atoms have a higher atomic number (Z525)
than Si (Z514). It is seen that the interface is very smooth,
consistent with previous results.

Figure 2~a! shows a higher-magnification Z-contrast im-
age of the MnSi/Si interface viewed along the@ 1̄10# zone
axis of Si. The lattice image of Si is clearly seen, in which
the bright spots correspond to atomic columns. It is seen thata!Electronic mail: yyan@nrel.gov
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the MnSi/Si interface is atomically smooth. It is surprising
that the first two planes of the grown film are much brighter
than either the Si or the MnSi layer. Figure 2~b! shows the
intensity profile measured from the dotted box region across
the interface. The position of the interface is indicated by an
arrow. The two peaks at the interface have much higher in-
tensities than bulk MnSi or Si. This strongly suggests that Sb
atoms have segregated to the interface. This is consistent
with SIMS measurements showing Sb segregation on the
interface.17

Figure 3 is an enlargement of the image showing details
of the structure of the interface. The Si dumbbells~pairs of
atomic columns with a separation of 0.136 nm! are clearly

visible. Also seen is a monolayer of Sb atoms bound to Si
atoms on the~111! surface of the substrate~indicated by
larger circles!. The separation of two adjacent Sb columns is
the same as that of two adjacent dumbbells. The first mono-
layer of Sb modifies the surface of the substrate: the Si col-
umns at the surface no longer have the dumbbell shape as
indicated by the white arrow. The small increase of intensi-
ties for some Si columns at the surface suggests a small
occupation of Sb in those columns. Above the first mono-
layer of Sb is another monolayer as indicated by smaller
circles. The intensities of columns in this layer are higher
than Si columns in the substrate but lower than Sb columns,
indicating that they are Mn columns. This layer of Mn is
sandwiched by two Sb monolayers. The MnSi film then
grows epitaxially on top of the second Sb monolayer. The
two dark lines show how two planes of MnSi match the
Sb–Mn–Sb structure.

It has been reported that Sb–Si adsorption can easily
occur on Si surfaces even at low temperature.18 The desorp-
tion of Sb on Si~111!, i.e., the breaking of Sb–Si bonds,
takes place only above a peak temperature ofTp5950 °C.
This indicates that the Sb–Si bonds on the Si~111! surface
are energetically very stable. Since the Sb/Mn flux ratio sup-
plied to the Si surface was 10, it would greatly enhance the
formation of Sb–Si bonding. The substrate temperature
~350 °C! is too low to break the Sb–Si bonds. Thus, a mono-
layer of Sb can easily form and firmly cover the Si~111!
surface. However, it is known that the free energy of forma-
tion of MnSi ~7.25 kcal/g atom! is significantly higher than
that of MnSb ~3.25 kcal/g atom!.19 Thus, the formation of
MnSi is thermodynamically favored as compared with
MnSb. A thick layer of MnSb is therefore not expected at the
interface. This is consistent with the fact that only a Sb–
Mn–Sb sandwich layer is observed at the interface.

It is believed that reaction between deposited Mn and Si
in the substrate is responsible for the formation of many
different polycrystalline Mn–silicide phases that lead to
rough, wavy interfaces. The growth mechanism for the high-
quality MnSi films on Si~111! in the presence of Sb flux has
not so far been understood. However, it is now seen from the

FIG. 1. Low-magnification Z-contrast image of an epitaxial MnSi film
grown on Si~111! showing a very smooth interface.

FIG. 2. Higher-resolution Z-contrast image of the MnSi/Si interface show-
ing a narrow band of Sb segregation at the interface.

FIG. 3. High-resolution Z-contrast image of the MnSi/Si interface showing
the Sb–Mn–Sb sandwich structure at the interface.
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above observations, that in the presence of the Sb flux, a
Sb–Mn–Sb sandwich structure forms and covers the surface
prior to growth of the MnSi film. This Sb–Mn–Sb structure
prevents the diffusion of Mn into the substrate to react with
Si and form Mn silicides. This forces the epitaxial growth of
the single MnSi phase with an atomically smooth interface.
Thus, it is clear that the mechanism for the growth of high-
quality single-phase MnSi film with a smooth interface is the
formation of the Sb–Mn–Sb sandwich structure as a result
of the presence of Sb flux during the growth. This is very
similar to the recent report on the growth of Ge on Si:20,21

With the presence of Sb as a surfactant, the inner diffusion of
epitaxial Ge atoms into the Si substrate is greatly suppressed,
leading to the formation of a very abrupt Ge/Si interface. In
both cases, excess surfactant floats on the surface of the
growing film. In our case, however, some is used to form the
Sb–Mn–Sb sandwich structure at the film/substrate inter-
face.

In conclusion, we have studied the structure of high-
quality smooth MnSi/Si interface using Z-contrast imaging.
We found that the formation of a Sb–Mn–Sb sandwich layer
on the Si~111! surface is the reason that high-quality single-
phase MnSi films can be grown with atomically smooth in-
terfaces.

The work at NREL was supported by the U.S. Depart-
ment of Energy under Contract No. DE-AC36-98GO 10337;
at ORNL the work was sponsored by the Division of Mate-
rials Sciences, U.S. Department of Energy, under Contract
No. DE-AC05-96OR22464 with Lockheed Martin Energy
Research Corporation.
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Abstract

The structures of pure and Ca-segregated MgO (001) surfaces have been studied using first-principles density-
functional theory. The relaxation and rumpling for the pure surface are found to be 0.48% and 1.62%, respectively.
Ca segregation significantly modifies the surface structure. The surface-segregated Ca atoms protrude outwards owing
to the size mismatch between Ca and Mg. Consequently, their nearest neighbor oxygen atoms are pulled up. The
value of the protrusion of Ca atoms is strongly dependent on the Ca coverage of the surface. © 1999 Published by
Elsevier Science B.V. All rights reserved.

Keywords: Ab initio calculations; Magnesium oxide; Segregation; Surface

1. Introduction difficult to purify. It always contains a small
amount of impurities (in the parts per million
range) such as Al, Ca, C and Fe. Among theseThe MgO (001) surface is widely used as a

substrate for the epitaxial growth of superconduc- impurities, Ca often segregates to grain boundaries
and surfaces [10,11]. Very recently, the effects oftors and metals [1–3]. The structure and morphol-

ogy of the surface play a critical role in the growth Ca segregation on the MgO (001) surface have
of thin films. It is therefore important to under- been studied using time-of-flight impact-collision
stand the details of the surface structure for the ion scattering spectroscopy (IOF-ICISS),
growth of high quality thin films. Extensive studies Rutherford backscattering spectroscopy [12], and
have been carried out on the pure MgO (001) grazing-incidence X-ray scattering (GIXS) [13].
surface both experimentally and theoretically [4– These studies showed that Ca atoms substitute for
9]. However, a consistent picture for describing Mg atoms at the topmost layer, and protrude
the surface structure has not yet been produced. outwards owing to the size mismatch between Ca
It is known that low concentration of impurities and Mg. However, the value measured by GIXS,
that segregate to the surface can change the struc- 0.63 Å, is much larger than that measured by IOF-
ture of the surface, and thus affect the growth of ICISS, 0.4 Å. It is reported that the coverage of
thin films. MgO is a material that is extremely Ca on the surface of the sample measured by IOF-

ICISS is about 20%, while it is about 50% for the
sample measured by GIXS. Thus, it is reasonable

* Corresponding author. Present address: National
to speculate that the structure of the Ca-segregatedRenewable Energy Laboratory, 1617 Cole Boulevard, Golden,
surface is dependent on the coverage of Ca.CO 80401, USA. Fax: +1-303-384-6604.

E-mail address: yanfa_yan@nrel.gov (Y. Yan) However, so far, there are neither systematic exper-
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imental studies nor first-principles calculations on
the Ca-segregated surface. Only one empirical
potential calculation has been carried out by Masri
et al. [14]. The purpose of this paper is to investi-
gate the structure of the pure MgO (001) surface,
the effect of Ca segregation on the surface and the
dependence of the surface structure on the cover-
age of Ca using first-principles density-functional
theory.

2. Method

In our calculations, we use density-functional
theory with the exchange-correlation potential

Fig. 1. Structure of the perfect MgO (001) surface showing thetreated in the generalized gradient approximation
1×1, E2×E2 and 2×2 cells.(GGA) [15]. The atomic cores are represented by

nonlocal, norm-conserving pseudopotentials in a
of the cations Zc can be significantly different. Theseparable form [16 ]. The Ca pseudopotential
difference between the displacements Za−Zc isincludes the 3p states as valence electrons. We
called the surface rumpling, whereas the meanrelax the surface structures by a periodic slab
movement of the surface layer (Za+Zc)/2 is calledgeometry. Each slab contains 11 layers and a (001)
the surface relaxation. Normally both aresurface on each side of the slab. The vacuum
described in percentages of the bulk nearest-neigh-region between such slabs has a thickness of about
bor spacing. Our fully relaxed slab shows a very17 Å. To optimize the structure, atoms are relaxed
slight rumpling of the surface, with oxygen ionsalong the calculated forces until the remaining
displacing outwards by 0.022 Å and magnesiumforces are all within 0.1 eV Å−1. The wave func-
ions displacing inward by 0.012 Å with respect totions were expanded in a plane wave basis set with
the unrelaxed surface. Such displacements occuran energy cutoff of 600 eV and the integration
only at the topmost layer. The values of rumplingover the Brillouin zone was performed using three
and relaxation were calculated to be 1.62 andspecial k points chosen according to the
0.48%, respectively.Monkhorst–Pack scheme [17]. We calculated the

Calculations were then performed on thelattice constant for a perfect MgO crystal and the
Ca-segregated MgO (001) surfaces with three cov-structure of a pure MgO (001) surface using both
erages of Ca. Ca atoms are considered to substituteGGA and local density approximation (LDA)
for Mg atoms in the top layer. We use three[18]. Consistent results were obtained. The calcu-
different cell sizes on the surface to represent thelated value of the lattice parameter, a0=4.20 Å, is
coverages of Ca, as shown in Fig. 1. The largesatisfactorily close to the experimental value of
circles indicate oxygen atoms and the small ones4.21 Å.
magnesium atoms. If we substitute Mg with Ca
only at the center of these cells, the three cells
corresponding to 1×1, E2×E2 and 2×2 have3. Results
100, 50 and 25% coverages of Ca. Because, the
calculations are very time consuming, we did notWe first calculated the structure of the pure

MgO (001) surface. The terms rumpling and relax- calculate beyond the 25% coverage. Our calcula-
tions showed that the segregated Ca not onlyation are commonly used to describe the structure

of metal oxide surfaces. For a pure surface, the modifies the topmost layer, but also affects several
layers underneath. For each unit cell, sectionsperpendicular displacement of anions Za and that
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sured and our calculated results is shown in
Table 1. It is seen that the calculated values for
the protrusion of Ca, 0.547 Å, and the displace-
ment of Mg, −0.163 Å, are slightly smaller than
the measured values, 0.63±0.03 and −0.066±
0.14 Å, respectively. This difference is probably
caused by procedure used to fit the data: the O
atoms in the surface and all atoms below the
second layer were fixed, which is inconsistent with
our calculation. Our relaxed structure (Fig. 2)
clearly shows that O atoms in the top layer are
pulled outwards by 0.046 Å, and the relaxation
extends into the bulk for four layers. If we renor-

Fig. 2. Atomic positions on (a) (100) section and (b) (110) malize the calculated displacements by adding the
section of the relaxed E2×E2 structure with 50% coverage of

displacement of O in the top layer, 0.046 Å, theCa. The dotted lines indicate the position of the unrelaxed sur-
calculated displacements (the forth row in Table 1)face. The vertical inter-distances are given in Å.
for atoms in the top layer agree very well with the
experimental data.

Fig. 3 shows the (100) and (110) sections of theindicated by dotted lines cover all inequivalent
relaxed 2×2 surface structure with 25% coveragesites. Thus, the relaxation below the surface can
of Ca. It is seen that the relaxed structure differsbe described by giving the atomic position in these
from that of the surface with 50% coverage of Ca,sections.
as follows. The Ca-induced relaxation extends intoFig. 2 shows the atomic positions on both the
the crystal for only three layers. The protrusion of(100) and (010) sections for the relaxed E2×E2
Ca, 0.477 Å, is much smaller than for thestructure with 50% coverage of Ca. Ca atoms are
E2×E2 structure with 50% coverage of Ca.indicated by broken circles. It is seen that Ca
Oxygen atoms are pulled outwards by 0.073 Åprotrudes outwards by 0.547 Å and its neighboring
with respect to the unrelaxed surface, slightlyO on the surface is consequently pulled out by
smaller than for the E2×E2 structure. The first0.046 Å with respect to the unrelaxed surface, as
nearest neighbor Mg in the top layer is pushedindicated by dotted lines in Fig. 2. The neighboring
inwards by 0.058 Å, while the second nearestMg on the top layer is pushed inwards by 0.163 Å.
neighbor Mg is pushed inwards by 0.009 Å. SoudaThe effect of Ca-induced relaxation extends further
et al. [12] have measured the structure of the MgOinto the crystal; rearrangements are seen within
(001) surface with 20% coverage of Ca. The mea-four layers.
sured value for the Ca protrusion, 0.4±0.01 Å, isThe vertical displacements of atoms of the first
only slightly smaller than our calculated value oftwo layers of the E2×E2 surface structure with
0.477 Å, consistent with the slightly reduced cover-50% coverage of Ca were measured by Robach

et al. using GIXS [13]. Comparison of their mea- age of Ca in the experiment.

Table 1
Comparison of measured and calculated vertical displacements of atoms at the first two layers of the E2×E2 structure with 50%
coverage of Ca. The numbers labeling the atoms are the same as those used in Ref. [13]

1:Ca 2:Mg 3:O 4:O 5:Mg 6:Mg 7:O 8:O

exp 0.63±0.03 −0..066±0.14 fixed fixed 0.20±0.03 −0.42±0.18 −0.42±0.32 0.42±0.12
cal. 0.547 −0.163 0.046 0.046 −0.030 −0.030 −0.036 −0.042
renorm. 0.593 −0.117 0.0 0.0 0.016 0.016 0.010 0.004
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Fig. 3. Atomic positions on (a) (100) section and (b) (110) section of the relaxed 2×2 structure with 25% coverage of Ca. The dotted
lines indicate the position of the unrelaxed surface.

To strengthen our conclusion that the anions and cations are forced to move inwards.
Ca-segregated surface structure is dependent on This distortion would require a large amount of
the coverage of Ca, we calculated the surface energy. We therefore expect that the MgO (001)
structure with another coverage of Ca. Fig. 4 surface with 100% coverage of Ca would never
shows the atomic positions on the (010) section occur experimentally.
for the relaxed 1×1 structure with 100% coverage
of Ca. As we expected, owing to the higher Ca
coverage, the Ca-induced relaxation extends into
the crystal for more than five layers. Ca protrudes
outwards by only 0.244 Å, but O in the top layer 4. Conclusions
is pulled outwards by 0.071 Å with respect to the
unrelaxed surface as indicated by dotted lines in The density-functional calculations show that
Fig. 4. This again clearly shows that the surface the pure MgO (001) surface has a rumpling of
structure is dependent on the coverage of Ca. It 1.62% and a relaxation of 0.48%. Ca segregation
should be noted that, below the second layer, both significantly roughens the surface. The relaxation

induced by Ca segregation propagates further into
the bulk crystal. The surface structure is strongly
dependent on the coverage of Ca.
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We propose a structure model for the Al72Ni20Co8 decagonal quasicrystals based on itst2-inflated Al13Co4

approximant phase: Applying a 105 screw operation on a monolayer obtained from the approximant repro-
duces almost all features of 2-nm clusters seen in atomic-resolutionZ-contrast images of Al72Ni20Co8 decago-
nal quasicrystals. The exception is the central ring, where the symmetry is broken due to chemical ordering of
Al and transition metals. By restricting possible overlaps, this enforces the perfect quasiperiodic tiling.

Decagonal quasicrystals can be described by quasiperi-
odic packing of atomic clusters.1 For example, all Al-based
decagonal quasicrystals~e.g., Al-Ni-Fe, Al-Ni-Co, Al-Cu-
Co, ...! comprise distinct 2-nm clusters.2–5 The detailed de-
termination of the atomic arrangements within the 2-nm
clusters is critical for understanding why quasicrystals form.
So far, many structural models have been proposed for de-
cagonal quasicrystals based upon x-ray and neutron diffrac-
tion, high-resolution electron microscopy, and theoretical
calculations.6–11 However, controversies still remain among
these models. It is well known that quasicrystals and their
approximant phases have very similar chemical composi-
tions, densities, and electron diffraction patterns, and revers-
ible transformations between the two have been reported.12

These observations indicate that quasicrystals and their ap-
proximant phases have many similarlocal structures. Thus
an alternative approach to build the structure of quasicrystals
is to understand the differences and relationships between
quasicrystals and their approximant phases.

In the present paper, we use this approach to propose a
structure model for the 2-nm clusters of the Al72Ni20Co8 de-
cagonal quasicrystal. We take pentagonal structural features
present in its closely relatedt2-inflated Al13Co4 approximant

phase to propose a cluster monolayer. Applying a 105 screw
operation to this layer then gives a perfect fit to all features
seen in atomic-resolutionZ-contrast images obtained from
the Al72Ni20Co8 decagonal quasicrystal,exceptwithin the
central ring. Here we observe broken symmetry induced by
chemical ordering. This ordering restricts possible cluster
overlaps and so enforces the perfect quasiperiodic tiling. At
the same time, imperfect ordering throughout the structure
creates the entropic stabilization necessary to explain why
this phase is only stable at high temperatures.

We focus on the Al72Ni20Co8 decagonal quasicrystal be-
cause of its high perfection5 and because the structure of its
closely relatedt2-inflated Al13Co4 approximant phase~a
phase witha and c lattice parameterst2 times greater than
those of monoclinic Al13Co4, wheret is the golden mean!
has been well determined.13 So far, Al72Ni20Co8 is the only
high-perfection decagonal quasicrystal ever found, showing
no diffuse scattering in electron diffraction. This indicates
that it has a periodicity of about 0.4 nm along its periodic
axis. Our atomic-resolutionZ-contrast images14 @Figs. 1~d!–
1~f!# show an important difference from the most popular
models for the 2-nm clusters of Al-Ni-Co and Al-Cu-Co de-

FIG. 1. ~a!–~c! Three layers of
the 2-nm clusters seen in
t2-inflated Al13Co4 approximant
~from Ref. 13! with ~d!–~f! super-
imposition onto a high-resolution
Z-contrast image of a 2-nm cluster
of the high-perfection decagonal
quasicrystal Al72Ni20Co8, viewed
along the tenfold axis.
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cagonal quasicrystals: These proposed models have one
more ring containing transition metals~see, for example, the
second outermost ring in the model proposed by Burkov7!.
We now analyze the relationships between the Al72Ni20Co8
decagonal quasicrystal and itst2-inflated Al13Co4 approxi-
mant phase. It has been reported that thet2-inflated Al13Co4
approximant phase consists of fivefold and pseudofivefold
2-nm clusters.13 The fivefold 2-nm clusters are more similar
to the 2-nm clusters seen in the Al72Ni20Co8 decagonal qua-
sicrystal, and their atomic structure has been determined
recently.13 They contain four layers, since the periodicity
along the columnar axis is 0.8 nm. The various layers are
shown in Fig. 1, ~a! corresponding toz50, ~b! to z
51/4,3/4, and~c! to z51/2, which are stacked in the se-
quencea,b,c,b,... . It is seen that the~a! and ~c! layers
differ only in the Al atom positions, which are more disor-
dered in~c!.

All Al-Ni-Co decagonal quasicrystals have been reported
to contain a 105 screw axis,2–5 and many of the previously
proposed models for the 2-nm clusters have a 105 screw axis
through their centers.6–10Thus the structure of the 2-nm clus-
ter is solved once the structure for a single layer is known.
We therefore need to find which layer of the fivefold 2-nm
cluster of thet2-inflated Al13Co4 approximant phase is simi-
lar to the 2-nm clusters of the Al-Ni-Co decagonal quasic-
rystals. Figures 1~d!–1~f! show superimpositions of the three
approximant layers on theZ-contrast image of a 2-nm cluster
from the Al72Ni20Co8 quasicrystal, taken along the periodic
axis. It is seen that all sites in the pentagonal~a! layers match
sites in the quasicrystal. All transition-metal~TM! atom sites
show brightly in the image corresponding to high intensity,
while all Al sites are seen as gray, but are still local maxima
or saddle points in the image intensity, consistent with their

lower Z. Because the~b! layer structure has no atoms in the
outermost ring and the~c! layer structure has no Al atoms in
the outermost ring, we do not consider these two structures
further.

We now construct a cluster monolayer based on the~a!
approximant layer. This monolayer must keep the key struc-
tural features of the approximant layer, e.g., all the TM at-
oms located at pentagonal sites. Such pentagonal shapes giv-
ing local fivefold symmetry are common in decagonal
quasicrystals. We next assume that Al atoms also locate in
pentagonal arrangements. The Al atoms in the third ring
counting from the center are located at intensity maxima. We
thus split these Al sites into two to form small Al pentagons
as shown in Fig. 2~a!. Now we see that this overlapping array
of large TM and small Al pentagonal clusters fitsprecisely
half the brightest features in theZ-contrast image. If we now
apply the 105 screw operation to this monolayer, we obtain
the layer shown in Fig. 2~b!. Superimposing these two rota-
tional variants on theZ-contrast image matchesall image
features@Fig. 2~c!#.

This 105 screw axis can be understood as rotational order-
ing which occurs under certain conditions, presumably a spe-
cific range of chemical composition. The structure explains
the origin of the ten columns in the central ring and the ten
closely spaced TM column pairs around the 2-nm ring. Our
model is similar to the model proposed by Burkov:7 both
have ten TM columns at the central ring and ten closely
spaced Al and TM column pairs at the third and outermost
rings, respectively. The ten closely spaced TM columns pairs
at the outermost ring have also been observed by x-ray
diffraction6 and are predicted in the model of Cockayn and
Widom.10 It is noted that Burkov’s model predicts a stoichio-
metric composition of Al60M40, which is low in Al com-

FIG. 2. ~a! A layer structure obtained from the
z50 layer of thet2-inflated Al13Co4 approxi-
mant. Only the Al atoms in the third ring are
rearranged to form small pentagons.~b! The layer
after applying a 105 screw operation on~a!. ~c!
Both layers~a! and ~b! are superimposed on the
Z-contrast image. The TM columns are the bright
features, while the less intense intensity maxima
~gray! are Al columns.

FIG. 3. Z-contrast images showing three 2-nm
clusters with different degrees of chemical order-
ing at the central rings: ~a! low, ~b! medium,
and ~c! high. Chemical ordering breaks the sym-
metry of the central rings.
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pared to the Al72Ni20Co8 decagonal quasicrystal. A major
difference between our model and Burkov’s model is the
absence of the ten TM atoms in the fourth ring counting from
the center in our model~for which there is no evidence in our
Z-contrast images!. Thus our model significantly improves
the stoichiometry.

It is important to note that none of the central rings show
the uniform strong intensity characteristic of ten TM col-
umns. In Fig. 3~a!, the central ring shows a relatively uni-
form and high intensity, but in comparison to the ring of ten
TM columns, the intensity is clearly not high enough to cor-
respond to ten full TM columns. Partial substitution by Al
has taken place, which we referred to previously as chemical
disorder and proposed as the source of entropy to stabilize
the phase at high temperatures.16 Chemical ordering has also
been reported in other icosahedral quasicrystals.17 The cen-
tral rings of some clusters show much stronger broken sym-
metry, as shown in Fig. 3~c!. Similar broken symmetry has
also been reported previously.3,4,15 In our images we can see
that five columns show an intensity sufficiently high~bright!
to correspond to full TM columns, one being a single col-
umn, the others forming closely spaced column pairs. The
other five columns have lower intensity~gray!, indicating
high Al occupancy. The average composition of the ordered
ring is therefore 50% TM and 50% Al. In Fig. 3~b!, the
central ring shows an intermediate case, also with some bro-
ken symmetry. In the disordered case, the intensities are con-

sistent with thesameaverage composition for the ring, 50%
TM and 50% Al. Assuming this to be the case, the stoichi-
ometry of our model becomes Al73M27, which is very close
to the nominal composition Al72M28.

The intermediately ordered cases might also be inter-
preted as resulting from phason flips within individual or-
dered cluster columns.18 However, we find no correlation
between these different degrees of order and the configura-
tion of overlapping clusters, as would be expected in this
case. We propose therefore that these more uniform rings
represent true chemical disorder. Further evidence of chemi-
cal disorder is seen in Fig. 4, where large intensity variations
exist between different TM sites. These intensity variations
are many times too large to be attributed to statistical noise
in the image. They must represent real variations in compo-
sition in particular atomic columns, another indication of a
high chemical entropy contribution.

Atomistic explanations for the overlapping cluster net-
work in quasicrystals have been proposed previously.19 In
our case, the closely spaced pairs of TM columns that are
present in the ordered central rings and in the outer rings of
the clusters provide an ideal atomistic mechanism to inter-
link clusters and explain the matching rules.20 Such a growth
process naturally produces overlaps with intercluster separa-
tions in the ratiot, exactly the 0.74-, 1.23-, 2.06-, and
3.44-nm spacings seen in the Gummelt coverage model of
the ideal quasicrystal.21–23 If there is no chemical ordering
occurring, each 2-nm cluster will have many different ways
to overlap with the next. Thus the clusters will form a ran-
dom tiling. However, chemical ordering breaks the symme-
try in the central rings and limits the freedom in forming
overlaps. As seen from Fig. 4, the ordered central cluster has
only four possible overlaps, which are in precisely the con-
figuration of the Gummelt coverage model for the ideal qua-
sicrystal. The overall structure would therefore show ideal
quasicrystalline coverage only when complete chemical or-
dering occurs at the center ofall the 2-nm clusters.

In the case of the approximant phase, if we try to overlap
its clusters without the rotational variants, the density of
common sites is very low. The approximant phase therefore
grows only by the addition ofindividual small pentagonal
units around its basic 2-nm cluster, as found by Saitohet al.3

in the case of thet2-inflated Al13Co4 approximant. Thus we
believe that rotational ordering of 2-nm clusters, with chemi-
cal ordering in the central rings, is fundamental to stabilizing
the quasicrystalline form. At the same time, substantial
variations in site occupation occur throughout the cluster,
which explains the entropic stabilization. Order and disorder
coexist.

The work at NREL was supported by the U.S. Depart-
ment of Energy under Contract No. DE-AC36-99GO10337.
The work at ORNL was supported by the U.S. Department
of Energy under Contract No. DE-AC05-96OR22464 with
Lockheed Martin Energy Research Corporation. We thank
Dr. A. P. Tsai of the National Research Institute for Metals,
Japan for the provision of high-perfection decagonal quasi-
crystal Al72Ni20Co8 studied in this paper.

FIG. 4. Z-contrast image showing the four intercluster separa-
tions. The central circle shows a cluster with only four neighbors
nucleated due to the broken symmetry of the central ring. These
four clusters now show all the intercluster separations necessary for
quasiperiodic tiling: clusters 1, 3 and 2, 4 show the 3.44-nm sepa-
ration. Clusters 1 and 2 are 2.06 nm apart, as are 2 and 3 and also
1 and 4. Clusters 1, 2, 3, and 4 all show a 1.23-nm separation from
the central cluster, while a 0.74-nm separation is seen between clus-
ters 3 and 4.
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Abstract

High fluence implantation of Fe in a-Al O and post-implantation annealing leads to the formation of various phases in the2 3
near-surface region whose nature depend upon the annealing atmosphere and crystal orientation. The structural evolution of the
near-surface region and the magnetic properties of samples oriented with either the c-axis or a-axis normal to the surface and

Ž .annealed in oxidizing and reducing atmospheres were studied with glancing incidence X-ray diffraction GIXRD , transmission
Ž . Ž . Ž .electron microscopy TEM , Rutherford backscattering RBS rchannelling and vibrating sample magnetometry VSM . The

as-implanted samples contained metallic iron clusters in a damaged matrix. This matrix became amorphous for fluences of
2=1017 Feqrcm2 and above. The annealing in oxidizing atmosphere of the samples with the a-axis normal to the surface leads
to the formation of a mixed layer containing a-Al O and Fe O . The magnetization measurements indicate the presence of a2 3 2 3
large superparamagnetic contribution and a small ferromagnetic component. Annealing in a reducing atmosphere promotes the
in-diffusion of iron and the magnetization decreases. A similar annealing of the sample with c-axis normal to the surface induces
coalescence of precipitates in a discontinuous buried film of metallic iron parallel to the c-plane with a strong ferromagnetic
signal and a small superparamagnetic contribution. The magnetization increases with the annealing temperature. Q 2000 Elsevier
Science S.A. All rights reserved.

Keywords: Fe precipitates; Magnetization; Sapphire; Orientation dependence

1. Introduction

The formation of buried magnetic layers in oxides
allows the development of very attractive structures for

w xmagnetic recording technologies 1 . Due to its high
Ž .chemical and mechanical stability, sapphire a-Al O2 3

is one of the most important oxides for such applica-
tions. The production of magnetic buried layers can be
achieved through the implantation of high fluences of
magnetic ions. By choosing beam energy and ion flu-

U Corresponding author. Tel: q351-1-9946086; fax: q351-1-
9941525.

Ž .E-mail address: ealves@itn1.itn.pt E. Alves .

ence it is possible to control the depth and thickness of
the magnetic layers. Indeed, MacHargue et al. observed
the formation of elongated platelets in high fluence

w xiron-implanted sapphire 2 , the dimensions and dis-
tribution of which depend on the implantation condi-

Ž .tions e.g. energy and ion fluence . They noticed also
that the final state of the system was influenced by the

w xannealing conditions 3,4 . In all this work no evidence
was found for any effect of the substrate orientation on
the iron behaviour. Furthermore, although some stud-
ies on the magnetic properties of iron implanted sap-

w xphire have been done 5,6 , the influence of substrate
orientation, annealing conditions and ion fluence on
these properties was not investigated to date.

In this study we report on the magnetic and struc-

0257-8972r00r$ - see front matter Q 2000 Elsevier Science S.A. All rights reserved.
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tural behaviour of iron implanted a- and c-cut a-Al O .2 3
Samples implanted with different fluences were an-
nealed in oxidizing and reducing atmospheres. The
structural changes were followed by glancing incidence

Ž .X-ray diffraction GIXRD , transmission electron mi-
Ž .croscopy TEM and Rutherford backscattering spec-
Ž .trometry RBS , while a vibrating sample magnetome-

Ž .ter VSM was used to measure the magnetic be-
haviour. In this way, we could follow in detail the
relationship between the microstructural evolution and
magnetic properties.

2. Experimental

High purity a-Al O single crystals with optically2 3
² :polished surfaces cut perpendicularly to the 0001 axis

Ž . ² : Ž .c-samples and 1120 axis a-samples were im-
planted with 160 keV Feq ions to fluences in the range
of 1=1017 to 4=1017 at.rcm2. The samples were
tilted 78 with respect to the ion beam to avoid chan-
nelling and held at room temperature. The range of the
implanted ions was 72 nm. Thermal annealings were
carried out at 7008C, 8008C and 11008C for 1 h in

Ž .reducing 4% hydrogen]argon mixture and oxidizing
atmospheres.

RBSrchanneling studies were performed with a 1.6
and 2 MeV Heq beam after implantation and after

each stage of thermal annealing. The backscattered
particles were detected at 1608 and close to 1808 using
silicon surface barrier detectors with resolutions of 13
and 18 keV, respectively. In order to minimize the
effects of charge accumulation on the Al O surface2 3
during analysis, the crystal was masked with a thin Ni
foil with a 4-mm hole. A Siemens D-5000 spectrometer,

Ž .allowing both conventional Bragg]Brentano and graz-
ing incidence geometries, was used to perform the
X-ray diffraction studies. The diffraction patterns were
recorded using the Cu Ka radiation at 0.58 angle of
incidence to the specimen surface. The identification of
crystalline phases was done using the JCPDS database

w xcards 7 . Transmission electron microscopy observa-
tions were done with a Hitachi HF-2000 field emission
electron microscope operating at 200 kV. The magneti-
zation curves were obtained with a Digital Measure-
ment System magnetometer, model DMS 880.

3. Results

( )3.1. 0001 a-Al O2 3

The RBS spectra of Fig. 1 shows the annealing
behaviour under reducing conditions of two samples
implanted with 1 = 1017 Feqrcm2 and 2 = 1017

Feqrcm2. We can see that no significant change occurs

17 q 2 Ž .Fig. 1. Aligned and random RBS spectra of c-axis-oriented sapphire implanted with 2=10 Fe rcm before a and after the annealing at
Ž . Ž . 17 q 2 Ž .7008C b and 11008C c in a reducing atmosphere. The results of a sample implanted with 1=10 Fe rcm were also shown in d for

comparison.
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Ž .Fig. 2. Micrographs of the as-implanted a and annealed at 11008C
Ž .b in reducing atmosphere of c-axis-oriented samples implanted with
2=1017 Feqrcm2. The micrograph of a sample implanted with
1=1017 Feqrcm2 and submitted to the same annealing is shown in
Ž .c .

up to 7008C. The annealing at 11008C produces a great
reduction of the implantation damage, visible through
the decrease of the yield on the sapphire aligned spec-

trum. However, the as-implanted Gaussian profile of
iron became rectangular and the maximum peak con-
centration decreased but no loss of iron was detected.
The reduction observed in the iron yield in the aligned
spectrum reveals that approximately 50% of the ions
were incorporated at substitutional lattice sites or in-
terstitial sites shadowed by the matrix atoms along this
direction. These changes are compatible with the for-
mation of iron precipitates coherently aligned with the
² :0001 axis of a-Al O .2 3

The presence of the precipitates is revealed in the
micrographs of the cross-sectioned samples of Fig. 2.
Precipitates with diameters in the range of 5]20 nm
were found in samples implanted with 2 = 1017

q 2 Ž .Fe rcm even after implantation Fig. 2a . This is in
agreement with previous studies by Ren et al. who
showed that the precipitates consist mainly of crys-

w xtalline body-centred cubic a-Fe 8 . The annealing in-
duces the coalescence of the precipitates leading to the
formation of two distinct regions. At the front and rear
edges of the iron profile we see a disperse distribution
of small precipitates. Large precipitates with a rectan-
gular shape were found at a depth close to the range
where the maximum Fe concentration was located
forming a discontinuous band parallel to the surface.
The length of the precipitates increases with the flu-
ence of the implanted ions. The formation of such
precipitates suggests that iron diffuse faster parallel to
the c-plane.

Fig. 3 shows the influence of the annealing tempera-
ture on the magnetic behaviour of the sapphire sample
implanted with 2=1017 Feqrcm2. For comparison we
show the result obtained for a sample implanted with
1=1017 Feqrcm2 after annealing at 11008C, since at
lower temperatures only the diamagnetic contribution
of sapphire is seen. After implantation the curve of the
sample implanted with 2=1017 Feqrcm2 shows the
presence of a diamagnetic contribution of the sapphire
and the presence of a small ferromagnetic signal re-
sponsible for the hysteresis of the curve. The magneti-
zation increases with the annealing temperature, with
the ferromagnetic contribution being dominant with a
small superparamagnetic signal, which causes the ‘S’
shape of the curve. The increase of the magnetization
with the annealing temperature and the dose is clearly
correlated with the growing of the precipitates due to
the coalescence mechanism.

( )3.2. 1120 a-Al O2 3

Fig. 4 compares the annealing behaviour of sapphire
implanted with 1 = 1017 Feqrcm2 and 4 = 1017

Feqrcm2 annealed in reducing and oxidizing atmo-
spheres. For the samples implanted with the lower dose
iron starts to diffuse to the surface during the anneal-

Ž .ing at 8008C in both annealing conditions not shown .
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Fig. 3. Magnetization curves for the virgin and as-implanted c-axis-
17 q 2 Ž .oriented sapphire with 2=10 Fe rcm a and after annealing at

Ž . Ž .7008C b and 11008C c in reducing atmosphere. The dashed curve
Ž . 17 q 2in c was obtained for a sample implanted with 1=10 Fe rcm .

The amount of iron at the surface for the sample
annealed in an oxidizing atmosphere increased with the

Ž .annealing temperature Fig. 4b ; while for the samples
annealed in reducing atmosphere a large redistribution
of iron occurred and approximately 60% of the Fe was

Ž .lost Fig. 4c . Under oxidizing conditions the presence
of free oxygen allows the formation of iron oxides at
the surface and may explain this different behaviour.
The changes in the Fe profile agree with the assump-
tion made above that the diffusion along the c-plane is

Žmuch easier notice that in these samples the c-plane is
.perpendicular to the surface . The damage recovery is

also different as is evident from the large difference in
² :the minimum yields along the 1120 axis of the sam-

Ž .ples annealed in the oxidizing 35% and reducing
Ž .atmospheres 3% . Combining these results with those

found for the c-samples we conclude that the mi-
crostructure developed in the implanted region inhibits

the damage recovery as was also observed in other
w xworks 9 . The presence of Fe O in the samples an-2 3

nealed in oxidizing atmosphere was confirmed by
GIXRD. Fig. 5 shows the X-ray spectra of the samples
implanted with 4=1017 Feqrcm2 after implantation
and after annealing at 11008C in an oxidizing atmo-
sphere, respectively. The presence of metallic iron pre-
cipitates in the samples was observed immediately after
implantation in agreement with TEM observations. The
annealing in oxidizing atmosphere induces the forma-

Ž .tion of hematite Fe O , as shown by the X-ray2 3
diffraction spectrum. This transformation was also
noticed by the change in coloration from metallic to

Fig. 4. Aligned and random RBS spectra of a-axis-oriented sapphire
17 q 2 17 q 2 Ž .implanted with 1=10 Fe rcm and 4=10 Fe rcm before a

Ž . Ž .and after the annealing in reducing b and oxidizing atmosphere c .
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reddish brown. The X-ray diffraction spectrum of the
sample annealed in a reducing atmosphere does not
reveal the presence of any iron compound.

Fig. 6 shows the magnetization curves measured for
the samples implanted with 4=1017 Feqrcm2 before
and after different annealings. The curve obtained af-
ter implantation shows the formation of a ferromag-
netic system. This is due to the high dose of iron
present at the surface allowing the creation of an
almost continuous nearly metallic layer. The magneti-
zation decreases drastically after the annealing at
11008C in reducing atmosphere. One explanation for
this decrease could be the redistribution of the iron

Žions in the implanted layer as observed by RBS Fig.
.4c , which was accompanied by the loss of the im-

planted Fe. The remaining iron is more diluted, dis-
persed in small precipitates or isolated ions, leading to
a decrease of the magnetic component of the magneti-
zation curve. This redistribution and loss of iron, not
found in the c-cut samples, explains the totally differ-
ent magnetic properties observed in the two kinds of
samples after annealing. The anisotropy in the iron
diffusion could be the reason for that. In the samples
annealed in oxidizing atmosphere the ferromagnetic
component disappears after the first annealing and
only the diamagnetic contribution of sapphire was
observed.

4. Conclusions

Implantation of high fluences of iron in sapphire
leads to the formation of metallic precipitates during
the implantation. Above 2=1017 Feqrcm2 a layer with
metallic characteristics develops at the surface, leading
to a strong ferromagnetic behaviour. The microstruc-

Fig. 5. XRD spectra for a-axis-oriented sapphire implanted with
4=1017 Feqrcm2 before and after annealing at 11008C in an
oxidizing atmosphere.

Fig. 6. Magnetization curves for a-axis-oriented sapphire after im-
17 q 2 Ž .plantation with 4=10 Fe rcm a and after annealing at 8008C

Ž . Ž . Ž .b and 11008C c in a reducing atmosphere. The dashed curve in c
was obtained for a sample annealed in an oxidizing atmosphere.

tures developed during annealing are strongly depen-
dent on the substrate orientation and annealing atmo-

Ž .sphere. For 0001 a-Al O samples annealed in reduc-2 3
ing atmosphere we observe the formation of elongated
metallic iron precipitates parallel to the surface whose
dimension increases with ion fluence. The samples dis-
play ferromagnetic behaviour after annealing at 11008C.

Ž .The ferromagnetism in the 1120 a-Al O samples2 3
decreases after similar annealing due to diffusion and
loss of iron. Annealing in an oxidizing atmosphere
leads to the formation of non-magnetic mixed oxide
compounds in the implanted region.
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Abstract

Tensile specimens of a commercially pure iron, an iron±copper alloy and two ferritic pressure vessel steels, were

irradiated at 288°C with 2.5 MeV electrons to doses of 2:82� 1023 and 9:35� 1023 eÿ=m2, corresponding to calculated

atomic displacement doses of 9:53� 10ÿ4 and 3:16� 10ÿ3 dpa, respectively. Tensile tests at room temperature showed

dose-dependent increases in yield stress and ultimate tensile stress and reductions in uniform elongation, compatible

with literature data for A533B steel neutron-irradiated at 288°C to similar displacement levels. No systematic e�ect of

copper content was discerned in these electron irradiations, contrary to expectations based on neutron irradiations. For

the limited dose range over which direct comparison can be made, it is concluded that the hardening e�ciency of

electron irradiations per unit dpa at 288°C is similar to that for neutron irradiations. Ó 2000 Elsevier Science B.V. All

rights reserved.

1. Introduction

Radiation hardening in metals is caused by clusters of

point defects introduced in the metal lattice by atomic

displacements; such clusters may be complexed with

foreign atoms. Although most experimental investiga-

tions have involved neutron irradiation, it has long been

known that irradiations with energetic electrons can also

cause hardening [1,2]. Electron displacements are in-

volved in nuclear reactor irradiations, where electrons

are generated via the processes of Compton scattering

and electron±positron pair production by high energy

gamma rays emanating from materials in the core region.

The relative contributions of various sources of atomic

displacements such as fast neutrons, thermal neutron

capture recoils, energetic particles created by transmu-

tation reactions and gamma-induced electrons, have

been quanti®ed as a function of irradiation environment

[3]. The contribution of gamma (electron)-induced dis-

placements to the total atomic displacements responsible

for hardening and embrittlement in most reactor pres-

sure vessels (RPVs) is usually negligible compared to the

displacements from fast neutrons [3,4]. The atomic dis-

placement cross section for 1 MeV gamma rays in iron

alloys is only about 1 barn versus about 1500 barns for

1 MeV neutrons. Since, in most reactors, gammas and

neutrons with energies greater than about 1 MeV are

produced in roughly equal amounts and arrive at the

vessel in almost equal quantities, the damage from

gamma displacements to the RPV is relatively small.

However, in special situations where there is a long path

of water between the core and the RPV, the neutrons will

be attenuated more strongly than the gamma rays and

the fraction of atomic displacements in the RPV con-

tributed from gamma (electron) displacements will in-

crease and in exceptional circumstances may exceed that

from the neutrons [5±7]. Such was the case [5,6] for the

RPV of the High Flux Isotope Reactor (HFIR).

In neutron irradiations the point defect clusters re-

sponsible for hardening are considered to develop in two

ways. One way is directly within the large displacement

cascades generated by the energetic neutrons and knock-

on atoms. These clusters are left as almost instantaneous
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debris from the creation and collapse of the cascades.

The other way clusters are formed is by a more gradual

process of migration and coalescence of freely migrating

point defects (fmpds). The fmpds comprise those sur-

viving from the cascades and those resulting from rela-

tively ÔsoftÕ displacement events, i.e. low pka energy

events such as the gamma displacements and the recoils

from capture of thermal neutrons. Since both of these

cluster formation routes occur inseparably in fast neu-

tron irradiations, it is di�cult to discriminate the relative

e�ects of the cascade debris and the fmpd clusters on

irradiation hardening.

A discrimination of the hardening e�ciencies of these

two sources of clusters is fundamentally interesting be-

cause there are grounds for believing that a greater

fraction of the point defects from soft displacements

may avoid recombination than point defects from large

cascades. This belief stems from the recognition that

most of the point defects generated in energetic dis-

placement cascades are mutually annihilated by virtue of

the close spatial correlation of vacancies and self-inter-

stitial atoms within the cascade. In soft displacements

the fraction of point defects per unit initial displaced

atom (dpa) that survives immediate local annihilation is

much greater. These ÔextraÕ fmpds from the soft irradi-

ations are acknowledged to be the reason why bom-

bardments with 1 MeV electrons and protons cause

much greater degrees of void swelling and radiation-

assisted solute segregation per dpa than do irradiations

with 1 MeV neutrons or heavy ions. By corollary, it has

been suggested [8] that the higher survival fractions of

point defects in soft irradiations might result in more

fmpd clusters and greater hardening per unit dpa.

However, analysis of the HFIR RPV embrittlement [6]

indicated that the irradiation strengthening e�ciency of

the gamma (electron) displacements per dpa, seemed to

be the same as that of fast neutrons.

One way to test these hypotheses and deductions is to

compare the hardening responses of neutron irradiated

materials with those irradiated to equal atomic dis-

placement levels in an electron accelerator. In electron

irradiations made at energies below about 5 MeV, the

energy of the atomic recoils are too low to create true

cascade-like behavior and most point defects are created

as fmpds in the form of isolated Frenkel pairs. For ex-

ample, if the electron displacment cross sections of Oen

[9] are applied for iron with a 40 eV displacement

threshold, the cross sections at 5 MeV are about 43 and

69 barn for primary and total displacments, respectively.

At 2 MeV, the cross section for primary displacements is

about 31 b and 35 b for total displacements. Since pri-

mary Frenkel pair production dominates at these elec-

tron energies, there are few clusters formed directly as a

result of the displacement events and any hardening

must ensue solely from clusters formed by di�usion and

agglomeration of fmpds.

The ®rst comparison of electron- and neutron-irra-

diation hardening was made on copper by Makin and

Blewitt [2] and suggested a low hardening e�ciency for

electron displacements. More recently, tensile specimens

of the archive steel of the HFIR vessel and other ferritic

alloys were subjected to electron bombardments at about

60°C in a particle accelerator and their properties were

compared with those for the same materials irradiated to

the same displacement levels �1:4� 10ÿ3 ÿ 5:3 �
10ÿ3 dpa� with neutrons [10]. The electron hardening per

dpa was found to be equal for the electron and neutron

irradiations. These latter hardening experiments were

performed at a temperature of about 60°C, in keeping

with the low operating temperature of the HFIR

RPV. For the RPVs of commercial power reactors a

temperature of 288°C is more relevant. Hence it is desired

to know the hardening e�ciency of electron displace-

ments (fmpds) at 288°C. This paper describes the results

of new electron irradiations made on ferritic alloys

at 288°C.

2. Experimental

Chemical compositions of the four test materials are

given in Table 1. Materials 2A2 and 1B2 are, respec-

tively, pure iron and a Fe±0.28%Cu alloy kindly pro-

vided by J.R. Hawthorne of Materials Engineering

Associates. A212B is the archive steel of the HFIR

RPV. A533B is the reference HSST-Plate 02 correla-

tion monitor steel used in numerous investigations of

commercial RPV steels. Two ¯at SS-3 type tensile

specimens of each material, with gauge sections of

1:52� 0:76 mm2 and gauge length of 7.6 mm, were

mounted in an upright array in the target chamber of

the van-de-Graa� accelerator at the Institut f�ur Fest-

korperforschung, Forschungszentrum, Julich. The

specimens were irradiated with an incident beam of

2.5 MeV electrons through a thin foil window for

periods of 57.5 and 222 h to electron doses of

2:82� 1023 and 9:35� 1023 eÿ=m2. The average current

density in the few mm diameter beam spot was

0.2 A/m2 and the beam spot was rastered horizontally

and vertically over the specimen gauge areas

�height� width � 12:5� 12 mm2� at a rate of 500

scans per second, avoiding Lissajou e�ects. To ho-

mogenize the small gradient in damage through the

thickness of the specimens due to their attenuation of

the beam, the specimen assembly was rotated 180°
halfway through each run. The electron energy and

atomic displacement rates were calculated as a function

of depth through the specimens by accounting for both

ionization and radiative (Bremsstrahlung) losses. A

simple ®nite di�erence program was written which

implemented well-known expressions for these loss

terms [11]. After accounting for beam energy loss in
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the 25 lm-thick Hastelloy beam window, the thickness-

weighted average electron energy in the specimens was

1.98 MeV. Using the calculations of Oen [9] and the

ASTM-recommended displacement threshold of 40 eV

for iron [12], a displacement cross section of 33.8 b is

obtained. Based on total electron ¯uences of

2:82� 1023 and 9:35� 1023 eÿ/m2, the calculated

atomic displacement doses were 9:53� 10ÿ4 and

3:16� 10ÿ3 dpa, respectively, at an average displace-

ment rate of 4:1� 10ÿ9 dpa=s.

Cooling was provided by water-chilled helium gas

pumped across the faces of the specimens via ®ve

nozzles located on each vertical edge of the specimen

assembly. Temperatures were measured with a scan-

ning infrared pyrometer normalized to the readings

from a thermocouple welded to the gauge section of

one of the specimens and were held in the range 278±

298°C.

Unirradiated control specimens were sealed in

evacuated glass ampoules and were furnace-heated at

288°C for periods matching the irradiation periods.

Tensile tests were made in a screw-driven Tinius±Olsen

machine under computer control at room temperature

and at a strain rate of 1.1 ´ 10ÿ3 sÿ1. Tensile yield

strengths were read at the lower yield point in¯ection

or at 0.2% strain o�set when there was no yield in-

¯ection.

3. Results

The full set of data is given in Table 2. The super-

scripts s and l for the thermal controls indicate the short

and long aging periods corresponding to the two irra-

diation periods. During irradiation slight discoloration

of the specimens occurred. The discoloration was re-

moved from one of each pair of specimens by dry

sanding with 600 grit paper. No e�ects of the discolor-

ation on tensile properties were discerned. Thermal ag-

ing at 288°C did not alter the properties of the control

specimens, as is evident by comparing the control data

with previous data we have measured on unaged mate-

rials labeled various in the ®rst row for each material.

The electron irradiations caused well-de®ned and

reproducible hardening and loss in ductility. Examples

of typical stress±elongation curves are shown in Fig. 1

for the pure iron and the A533B steel. A peculiarity of

the curves for all four materials and especially for the

two steels, is that the increases in UTS are roughly

comparable with those for the yield strengths. Such be-

havior is in contrast to curves for neutron irradiated

materials which normally exhibit signi®cantly less in-

crease in UTS than in yield strength.

The increases in yield stress due to electron irradia-

tion at 288°C are dose dependent and show some

response to chemical composition and/or metallurgical

Table 1

Chemical compositions (wt%) and heat treatments of the test materialsa

Element 2A2(Fe)b 1B2(Fe±0.28Cu)b A212Bc A533Bd

C 0.013 0.013 0.26 0.23

Al <0.005 0.007 0.07

Co 0.015

Cr 0.075 0.04

Cu <0.005 0.28 0.15 0.14

Mn 0.018 0.013 0.85 1.55

Mo 0.02 0.53

Nb <0.001

Ni 0.018 0.012 0.20e 0.67

Si 0.29 0.20

Sn 0.02

Ti 0.01

V 0.0005 0.003

W <0.005

Zr <0.001

P 0.003 0.004 0.006 0.009

S 0.04 0.014

As 0.007

B <0.0005

N 0.0060

O 0.0024

a AC� air-cooled; FC� furnace-cooled; WQ�water-quenched.
b Anneal 1/2 h at 914±926°C, AC.
c Anneal 1093°C; reheat 3 h at 899°C, WQ; reheat 663°C, AC.
d Anneal 4h, at 857±885°C, AC; 4 h at 649±677°C, AC; 20 h at 607±635°C, FC to 315°C, AC.
e Believed to be too high; independent analysis at another laboratory showed 0.09.
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condition. In Fig. 2(a) the increases are plotted versus

the yield strengths of the unirradiated material. The in-

creases are consistently larger for the higher electron

dose. They are also seemingly insensitive to the original

strength for the Fe, Fe±0.28Cu and A212 materials, but

are notably lower for the highest strength material, the

A533B steel. Expressed as percentage increases in yield

strength they are progressively smaller with increasing

original yield strength, Fig. 2(b). These observations

imply that the degree of electron radiation damage is not

strongly sensitive to chemical composition and micro-

structure for the ®rst three materials but is reduced in

the A533B material, presumably because of its higher

content of alloying elements and/or its metallurgical

condition. The A533B steel has a much ®ner grain size

and a more uniformly distributed carbide phase than the

other materials.

4. Discussion

The observation that the UTS of each material is in-

creased to roughly the same extent as the increase in yield

strength concurs with a recent report of similar behavior

in ferritic alloys electron irradiated at 35±60°C [13].

There it was suggested that the post-yield strain hard-

ening mechanism in electron irradiated alloys is similar

to that for unirradiated materials and is di�erent than

that for neutron irradiations. The yield strengths for

electron- and neutron-irradiated materials were similar.

Table 2

Tensile properties

Mater. Spec. ID dpa Surface

condition

YS (MPa) UTS

(MPa)

Unif.

elong. (%)

Total

elong. (%)

Fe Various 0 Unaged 166±171 272±283 22.4±24.6 36.7±41.2

K36 0 As-ageds 158 276 25.3 42.0

K37 0 Sandeds 160 274 25.0 39.3

K30 9.5E)4 As-irrad. 200 287 21.5 34.9

K31 9.5E)4 Sanded 207 303 20.7 36.5

K35 0 Sandedl 151 269 23.8 38.9

K34 0 As-agedl 201 297 18.1 37.8

K32 3.2E)3 As-irrad. 255 337 14.7 29.5

K33 3.2E)3 Sanded 249 338 15.3 29.5

Fe±0.25Cu Various 0 Unaged 221±227 313±322 14.0±16.0 27.3±29.3

H41 0 As-ageds 214 321 15.5 24.9

H42 0 Sandeds 214 321 17.9 30.5

H32 9.5E)4 As-irrad. 273 367 19.7 30.4

H36 9.5E)4 Sanded 274 374 20.7 34.4

H39 0 As-agedl 229 328 19.7 31.1

H40 0 Sandedl 214 319 17.4 31.3

H37 3.2E)3 As-irrad. 307 397 14.6 25.5

H38 3.2E)3 Sanded 304 402 15.9 28.7

A212B Various 0 Unaged 318±345 542±569 14.1±17.7 24.7±30.1

A24 0 As-ageds 325 544 17.0 22.9

A105 0 Sandeds 358 577 14.3 25.3

A39 9.5E)4 As-irrad. 389 584 13.4 23.1

A89 9.5E)4 Sanded 394 593 13.6 23.7

A104 0 As-agedl 356 566 14.8 25.1

A23 0 Sandedl 333 558 16.7 27.9

A102 3.2E)3 As-irrad. 441 632 13.1 23.3

A103 3.2E)3 Sanded 445 633 13.5 23.9

A533B Various 0 Unaged 433±457 594±618 10.2±12.3 16.2±19.7

X11 0 As-ageds 459 614 10.9 20.4

X12 0 Sandeds 462 616 10.7 20.3

X1 9.5E)4 As-irrad. 489 634 10.9 18.5

X2 9.5E)4 Sanded 492 637 10.7 18.2

X9 0 As-agedl 463 616 11.4 20.9

X10 0 Sandedl 471 626 10.9 18.3

X3 3.2E)3 As-irrad. 505 649 9.3 17.5

X4 3.2E)3 Sanded 517 654 10.0 16.9
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Of the four alloys studied here, only the A533B steel

has a su�cient data base of neutron irradiations at

288°C to permit an assessment of the relative e�ciencies

of radiation hardening by electrons and neutrons at

288°C. In Fig. 3 the electron-induced increases in yield

strengths for the A533B steel from the present work are

compared with the yield strength changes in neutron

irradiated tensile specimens made from the same HSST-

02 plate material and from other A533B plates, all ir-

radiated with neutrons at 288°C [14,15]. It is evident that

the electron hardening for the A533B steel is the same as

the neutron hardening at the same dpa levels. This

agrees with the observation made for irradiations of

steels at temperatures <100°C [10]. The neutron-irradi-

ation data in Fig. 3 include results for the HSST-02 plate

irradiated in test reactors and other A533B plate data

with similar copper content from commercial reactor

surveillance programs (PR-EDB). The ORR and BSR

designations refer to the Oak Ridge Research and Bulk

Shielding reactors, respectively. The surveillance data

cover a range of fast ¯uxes �E > 1 MeV� from about

6:7� 1012 to 1:6� 1015 n/m2/s, while the test reactor

data ¯uxes are in the range of 2� 1015±1:3� 1016 n/m2/s.

The agreement within the neutron data for neutron

¯uxes in this range is consistent with both theoretical

and other analyses of radiation-induced hardening in

these materials [16±19]. These same data support the

comparison of the HSST-02 plate and other materials

with similar copper content since ¯uence and copper are

the variables that contribute most signi®cantly to the

hardening. The 2.5 MeV electron-induced displacement

rate corresponds to a higher e�ective neutron ¯ux of

about 4� 1016 n/m2/s �E > 1 MeV�, which is slightly

above the ¯ux-independent regime identi®ed in

Fig. 2. (a) Increases in yield strengths versus unirradiated yield

strengths; (b) ratios of increases in yield strengths to unirradi-

ated yield strengths versus unirradiated yield strengths.

Fig. 3. Comparison of increases in yield strength for the elec-

tron-irradiated A533B steel (HSST-02 plate) with A533B steels

neutron irradiated at 272±296°C. The neutron data are taken

from [14,15]. The neutron ¯uences in [14,15] were originally in

units of n (E > 1 MeV) /cm2; they were converted to dpa by

multiplying them by 1:5� 10ÿ21 dpa/unit ¯uence.

Fig. 1. Examples of tensile test curves for iron and A533B steel

electron irradiated at about 288°C and tested at room temper-

ature.
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Refs. [17,18]. Since the predicted impact of the higher

displacement rate would be only a modest increase in the

hardening [17], the comparison of the electron- and

neutron-irradiated data is sensible.

It is also obvious that the dose range for which

agreement between electron and neutron hardening is

demonstrated in Fig. 3 is quite narrow and is at low dpa

levels. This is a regrettable shortcoming of the electron

irradiations, which would require unreasonably lengthy

irradiation times to attain displacement levels of 0.01±

0.1 dpa. This severely limits the generality of our ap-

parent conclusion that there is apparently a one-to-one

relationship between the hardening e�ciencies of elec-

tron and neutron induced displacements in these mate-

rials. Unfortunately, there is a lack of de®nitive data

from other sources to con®rm or refute this equivalence.

We were able to ®nd only two publications containing

comparisons of radiation hardening data for iron-based

materials irradiated with electrons and neutrons at

about 288°C [20,21].

In contrast with our results, the data from both Refs.

[20,21] show signi®cantly greater hardening per dpa for

the electron irradiations. However, a direct comparison

of these data with ours is confounded by several factors.

First, the authors of Ref. [20] indicate that it is only the

hardening rate that increases under electron irradiation

and that saturation of hardening is reached earlier. They

state that the saturation level of hardening is higher

under neutron irradiation. We have not observed satu-

ration in our experiments. Second, only hardness data

are available in Refs. [20,21], while the data shown in

Fig. 3 are all tensile data. There are well established

correlations that can be applied to convert Vickers

hardness changes to equivalent yield strength changes,

typically DYS (Mpa)� 3.3±3.6 DHv. However, when

such a correlation is applied to the hardness data from

Ref. [21], the resulting yield strengths are much higher

than those measured in the current experiment at the

same doses. This result may partially arise from the

lower irradiation temperatures employed in the experi-

ment reported in Ref. [21], although this is contrary to

the weak irradiation temperature dependence observed

in that experiment.

A more important di�erence between our data and

that reported in Refs. [20,21] is that their materials were

all Fe±Cu binary alloys that were solution annealed and

rapidly cooled to maintain a high copper supersatura-

tion in the solid solution. Copper impurities have long

been recognized as a cause of accelerated hardening and

embrittlement in ferritic steels neutron irradiated at

288°C and the extra hardening and embrittlement are

attributed to the formation of a ®ne dispersion of Cu-

rich clusters or precipitates. In the materials used in

Refs. [20,21] copper-rich precipitates dominate the

hardening, as evidenced by alloys of very low copper

levels in the experiments which showed relatively minor

hardening. During electron irradiations of supersatu-

rated alloys the high concentrations of fmpds introduced

by the electrons can be expected to increase the migra-

tion of copper atoms and thereby encourage the for-

mation of copper-rich particles and associated

hardening. In neutron irradiations the lesser quantities

of fmpds and the destructive action of displacement

cascades on precipitate nuclei will no doubt give fewer

precipitate particles per dpa and less hardening. It is

now generally agreed that a steelÕs sensitivity to copper

impurity depends more on the amount of copper in solid

solution than on the total copper content. The alloys in

the present experiments were not heat treated to maxi-

mize the dissolved copper concentrations and we found

no sensitivity to copper content. The increment of ra-

diation hardening in our Fe±0.28Cu alloy is the same as

in the iron which contains almost no copper and had the

same heat treatment. This equality of hardening illus-

trates unambiguously that copper-rich precipitates and

clusters of other solutes are not likely to be the sole

sources of radiation hardening in commercial RPV

steels; the matrix defect clusters should not be down-

played. As a whole, these electron irradiation experi-

ments on Fe±Cu alloys support the view that formation

of copper-rich phases in steels during reactor irradiation

is controlled by di�usion processes, not by in-cascade

events.

The present and earlier [10] observations that the

hardening e�ciency of electron displacements in ferritic

steels is equal to the hardening e�ciency of fast neutrons

per dpa is interesting on four counts. First, Ref. [10]

strongly supports the conclusion that the embrittlement

of the HFIR RPV is dominated by gamma (electron)

displacements. Second, both observations demonstrate

that clusters generated directly in large displacement

cascades are not necessarily the primary source of ra-

diation hardening and associated embrittlement in fer-

ritic alloys. This conclusion is particularly important for

the HFIR RPV investigations because there it was not

clear whether the gamma-induced atomic displacements

were generating their own hardening clusters or whether

they were simply stabilizing or enhancing clusters of

cascade debris created by the neutrons. Third, it chal-

lenges the postulation that soft irradiations might have

greater hardening e�ciencies than irradiations with fast

neutrons. Fourth, it con¯icts with the benchmark ®nd-

ing by Makin and Blewitt [2] of relatively weak electron

irradiation hardening e�ciency in copper which had set

a tone of expectation of low electron irradiation hard-

ening e�ciencies for other metals.

5. Conclusions

The hardening e�ciencies of electron irradiations per

dpa in ferritic materials irradiated at 288°C are the same
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as those of neutron irradiations, at least at low doses.

This agrees with earlier conclusions for irradiations

made at 60°C. These observations indicate that point

defect clusters created in displacement cascades are not

the only source of radiation hardening centers in RPVs.

The insensitivity of radiation hardening to copper im-

purity content indicates the importance of dissolved

copper and suggests that matrix defect clusters might

play a larger role than hitherto acknowledged. The re-

sults do not support the contention that point defects

produced in soft displacements might be more e�cient

than those generated in large displacement cascades.
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Abstract

In an attempt to explore the potential of oxide dispersion strengthened (ODS) ferritic steels for ®ssion and fusion

structural materials applications, a set of ODS steels with varying oxide particle dispersion were irradiated at 650°C,

using 3.2 MeV Fe� and 330 keV He� ions simultaneously. The void formation mechanisms in these ODS steels were

studied by juxtaposing the response of a 9Cr±2WVTa ferritic/martensitic steel and solution annealed AISI 316LN

austenitic stainless steel under the same irradiation conditions. The results showed that void formation was suppressed

progressively by introducing and retaining a higher dislocation density and ®ner precipitate particles. Theoretical an-

alyses suggest that the delayed onset of void formation in ODS steels stems from the enhanced point defect recom-

bination in the high density dislocation microstructure, lower dislocation bias due to oxide particle pinning, and a very

®ne dispersion of helium bubbles caused by trapping helium atoms at the particle±matrix interfaces. Ó 2000 Elsevier

Science B.V. All rights reserved.

PACS: 81.20.Ev; 81.30.Mh; 61.80.Jh; 61.70.Yq

1. Introduction

In recent years, oxide dispersion strengthened (ODS)

ferritic steels have been considered for structural mate-

rials for advanced fast breeder reactors and future fusion

®rst wall applications [1±3]. These e�orts are motivated

mainly by the fact that ODS steels have superior creep

resistance which permits operation at higher tempera-

tures [1±4], and they have outstanding stability under

irradiation [5], and meet low activation criteria for fu-

sion power system [3]. In a 4 MeV Ni ion irradiated

12Cr±8Mo±0.1Y2O3 ODS ferritic steel, no voids were

found after irradiation up to 300 dpa with 4 MeV Ni3�

ions at 525°C, and it was alluded that the void sup-

pression might be prolonged inde®nitely in such an ODS

steel without considering the e�ect of helium generation

under neutron irradiation [5]. On the other hand, elec-

tron irradiation of a 13Cr±0.23Y2O3 steel at 400°C

produced a high number density of dislocation loops

and faceted voids at oxide particle±matrix interfaces, but

void formation was suppressed with increasing irradia-

tion temperature, and ceased at 550°C [4].

In general, ferritic/martensitic steels have shown ex-

cellent swelling resistance under both neutron [6±10] and

ion irradiation [5,11,12]. It is, however, well known that

voids do form in ferritic steels under gas generating

environments such as in neutron irradiation [6±10] or

ion irradiation with helium injection [11,12]. Although
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bias-driven void growth [13] is generally delayed in fer-

ritic steel, evidences suggest that the void growth rate is

not much slower than that in austenitic stainless steels

once a bias-driven void growth regime is established

[14,15].

It is the aim of this paper to elucidate the nature of

swelling resistance of ferritic steels and the potential

bene®t for the inclusion of Y2O3 particles in ODS

steel. For this study, a set of ODS steels were irradi-

ated together with a tempered martensitic steel,

9Cr±2WVTa, and a solution annealed AISI 316LN

austenitic stainless steel under the same irradiation

condition by employing 3.2 MeV Fe� and 330 keV

He� ion beams simultaneously. After irradiation, the

damage and cavity microstructures were studied with

transmission electron microscopy (TEM). The results

are explained ®rst by establishing a strong correlation

between microstructure and void formation behavior

and then analyzing the information under a powerful

theoretical framework based on a rate theory model

[13].

2. Experimental

The three ODS steels (17Y3, 12Y1, 12YWT) inves-

tigated in this work were provided by Kobe Specialty

Tube Company in Japan, and the 9Cr±2WVTa ferritic/

martensitic steel (Heat #3791) and AISI 316LN au-

stenitic stainless steel (Heat #18474) were procured by

Oak Ridge National Laboratory. The alloy composi-

tions are tabulated in Table 1.

The ODS steels were prepared by a mechanical al-

loying (MA) process, which involved a preparation of

pre-alloyed powder of � 70 lm diameter particle size

via an Ar gas atomization process, mixing the metal

powder with � 20 nm Y2O3 powder in Ar gas atmo-

sphere, milling with high energy attrition type balls for

48 h, degassing for 2 h at 400°C in < 2� 10ÿ2 Pa vac-

uum, hot isostatic press (HIP) canning, hot extrusion to

a bar at 1150°C, hot rolling into plate at 1150°C,

thickness reduction with cold rolling for 17Y3 and 12Y1

and warm rolling at 600°C for 12YWT, ®nal annealing

at 1050°C for 1 h, and air cooling. The detailed alloy

preparation procedures can be found in [16]. The 9Cr±

2WVTa alloy was prepared by austenitizing at 1050°C

for 30 min under ¯owing He, fast inert gas cooling,

tempering at 750°C for 1 h, and fast inert gas cooling.

The AISI 316LN steel was solution annealed at 1050°C

for 30 min in vacuum.

TEM disks were prepared from each steel by me-

chanically polishing followed by electrochemical pol-

ishing prior to irradiation. Irradiation was carried out

with 3.2 MeV Fe� and 330 keV He� ion beams simul-

taneously using the Triple Ion Facility (TIF) at ORNL.

Details of the triple ion beam facility can be found in

[17]. The ion energies were chosen to render the maxi-

mum damage and gas atom deposition near a depth of

750±800 nm determined by the computer code, stopping

and range of ions in matter (SRIM, 1998 version) [18].

An Fe� ion beam was applied to give a peak damage

rate of � 10ÿ3 dpa/s (displacements per atom/s) together

with � 5 appm He/dpa injection rate at 650°C. The ®nal

dose attained was 50 dpa with 260 appm He at the peak

damage region. The procedure for the dpa calculation is

described in [19].

TEM specimens were prepared by electrochemically

removing � 700 nm from the ion bombarded side and

then thinning from the unirradiated side until perfora-

tion occurred. This procedure produced TEM foils with

thicknesses of � 100 nm on average and allowed ex-

amination of the microstructure between 700 and 800

nm original depth. Damage microstructure was exam-

ined with JEOL FX2000 and Philips CM30 electron

microscopes operated at 200 keV.

The nature of the oxide particles after MA were

characterized by an energy-compensated 3-dimensional

atom probe ®eld ion microscopy (APFIM). The detailed

APFIM study results are published in a separate paper

[20]. Here, only brief experimental ®ndings are included

in Section 4 to aid the understanding of the state of

oxide particle dispersion in the mechanically alloyed

ODS steels and its impact on void formation during

irradiation.

Table 1

Alloy compositions in wt%a

Alloy Fe Cr Ni Mn Mo W V Ta Ti Si C P Y2O3

316 LN Bal 16.31 10.20 1.75 2.07 ±b ± ± ± 0.39 0.009 0.029 )
9Cr±

2WVTa

Bal 8.72 ± 0.43 ± 2.09 0.23 0.075 ± 0.23 0.10 0.015 )

17Y3 Bal 17.07 ± < 0:1 ± ± ± ± ± < 0:1 < 0:05 < 0:01 0.239

12Y1 Bal 12.35 ± < 0:1 ± ± ± ± ± < 0:1 < 0:05 < 0:01 0.248

12YWT Bal 12.29 ± < 0:1 ± ± ± ± 0.39 < 0:1 < 0:05 < 0:01 0.249

a Trace inclusions such as B, Co, Ni, Cu, N, S (< 0:01) etc., exist also.
b Not added.
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3. Results

The initial microstructure of solution annealed AISI

316LN austenitic stainless steel was characterized by

well de®ned, clean grains with a very low density of

dislocations (� 1013 m/m3). On the other hand, the 9Cr±

2WVTa ferritic/martensitic steel was characterized by

complex lath subgrains with a higher dislocation density

(K 1015 m/m3). The dislocation density was higher

(� 1015 m/m3) still in the 17Y3 and 12Y1 ODS steels.

Finally, among the three ODS steels, the 12YWT had

the highest as-processed dislocation density, which var-

ied slightly from grain to grain (1015 ÿ 1016 m/m3). These

di�erences in the initial microstructures have a profound

impact on the evolution of defects and cavities during

irradiation.

Figs. 1 and 2 compare the oxide particle dispersions

in 12Y1 and 12YWT, respectively. Electron di�raction

indicated that most oxide particles in 12Y1 were in

crystalline form, the particle sizes ranging from 10 to 40

nm diameter. Particle distribution was non-uniform,

with the number density in the range of 1020±1021 mÿ3.

Besides the large particles, numerous tiny particles a few

nm in diameter were also present. Although not shown

here, the particles in 17Y3 steel were coarser and fewer

in number compared with those in 12Y1. By compari-

son, much ®ner (median 3±5 nm diameter) and ®nely

dispersed particle-like objects were found in the 12YWT

steel. Surprisingly, however, except for di�raction spots

from occasional large particles, neither di�raction spots

nor amorphous rings were derived from these small

objects. A dark-®eld image from a matrix di�raction

spot revealed profuse white specks, presumably arising

from the strain contrast around these objects (Fig. 2),

suggesting that these objects may be clusters of atoms

which reside as solid solution with lattice mismatch

around them. The cluster number density in 12YWT

steel was estimated to be in the range 1±2� 1023 mÿ3 by

counting the white strain-contrast specks in the weak-

beam dark-®eld image.

During irradiation, dislocation microstructures were

modi®ed and cavities formed. Figs. 3 and 4 are low

magni®cation TEM micrographs for the ®ve steels ir-

radiated to 50 dpa and 260 appm He at 650°C. The

microstructure of the irradiated solution annealed AISI

316LN showed bubbles (r < 0:5 nm), voids (0:5 nm K
r < 100 nm), faulted interstitial loops, and segments of

line dislocations. Here, the term ÔbubbleÕ is used to de-

scribe cavities smaller than a certain critical size where a

bimodal cavity size distribution is observed, and ÔvoidÕ
describes cavities larger than the critical size, which grow

via a bias-driven mechanism (by absorption of vacancies

without the aid of gas atoms). The de®nition of the

critical cavity size and a theoretical basis for the

Fig. 1. Microstructure of unirradiated 12Y1 ODS steel: bright- and dark-®eld TEM micrographs taken near beam direction

B � h1 2 2i. The weak-beam dark-®eld image is taken at g � 110, (g, 4g) di�racting condition. Y2O3 precipitate particle sizes are in the

range of a few tens of nanometers in diameter.
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Fig. 2. Microstructure of unirradiated 12YWT ODS steel: bright- and dark-®eld micrographs taken near beam direction B � h1 0 0i.
The weak-beam dark-®eld image is taken at g � 110, (g, 4g) di�racting condition. The average cluster size is in the range of 3±5 nm. No

di�raction spots were seen from these particles, but the presence of high number density clusters is apparent from the strain contrast of

clusters in dark-®eld image.

Fig. 3. Low magni®cation microstructure of solution annealed AISI 316LN austenitic stainless and 9Cr±2WVTa ferritic/martensitic

steels after irradiation to 50 dpa (260 appm He) at 650°C with 3.2 MeV Fe� and 330 keV He� ions.
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appearance of a bimodal cavity size distribution will be

further clari®ed in Section 4. In the ferritic steel sub-

grains, varying degrees of dislocation recovery were

observed after irradiation, but only a few subgrains

showed complete recovery. The least amount of radia-

tion-induced recovery occurred in the 12YWT ODS

steel. Although bubbles and voids were not clearly vis-

ible at low magni®cation, high magni®cation micro-

graphs showed that bubbles and voids were also present

in the 9Cr±2WVTa and ODS steels, mainly in the re-

covered areas.

Figs. 5 and 6 show high magni®cation microstruc-

tures of the irradiated steels corresponding to Figs. 3

and 4. Bimodal cavity size distributions can be seen

clearly in the solution annealed AISI 316LN and 9Cr±

2WVTa steels in the magni®ed insets in Fig. 5. In the

9Cr±2WVTa steel, dislocation loops were nucleated in

the recovered area, in which bubbles (r < 0:5 nm) and

voids (0:5 nm K r < 10 nm) were also found, mainly

associated with the irradiation induced dislocation loops

and remnant dislocations. In both the 17Y3 and 12Y1

steels, voids were very small (r < 5 nm) but a careful

examination clearly indicated bimodal cavity size dis-

tributions. The 12YWT steel contained the highest

concentration and the ®nest bubbles (r < 1 nm), but

there was no indication of bimodal cavity development.

Overall, the microstructural evidence indicated that bi-

modal cavity evolution occurred earliest in the solution

annealed AISI 316LN austenitic stainless steel, next in

the 9Cr±2WVTa ferritic/martensitic steel, and last in the

17Y3 and 12Y1 ODS steels.

However, a bimodal cavity distribution did not de-

velop in the 12YWT ODS steel. Although bubbles in the

12YWT were too small to make a precise counting, very

high number density of bubbles seems to present in as-

sociation with dislocations and clusters. It is well known

that dislocations and mis®t particle interfaces are good

gas atom trap sites. Therefore, in consideration of the

initial high density of dislocations and the high number

of mis®t clusters con®rmed by APFIM and TEM, the

bubble number density in 12YWT is believed to be in the

range of 1023±1024 mÿ3.

4. Discussion

Before discussing the radiation-induced microstruc-

tures, the ®ndings on the nature of oxide particles by

APFIM and X-ray are reviewed here ®rst to better un-

derstand the nature of mechanically alloyed ODS steels.

In an independent APFIM study [20] of the 12YWT

steel, (Ti, O, Y, C, B, Cr)-rich nebulous clusters were

found to be present, embedded in the matrix of the host

Fe, with atomic Y and O scattered around them, rather

than as well-de®ned isolated particles, Fig. 7, con®rming

the TEM di�raction results. The cluster number density

Fig. 4. Low magni®cation microstructure of 17Y3, 12Y1, and 12YWT ODS ferritic steels after irradiation to 50 dpa (260 appm He) at

650°C with 3.2 MeV Fe� and 330 keV He� ions.
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Fig. 6. High magni®cation microstructure of 17Y3, 12Y1, and 12YWT ODS ferritic steels after irradiation to 50 dpa (260 appm He) at

650°C with 3.2 MeV Fe� and 330 keV He� ions.

Fig. 5. High magni®cation microstructure of solution annealed AISI 316LN austenitic stainless and 9Cr±2WVTa ferritic/martensitic

steels after irradiation to 50 dpa (260 appm He) at 650°C with 3.2 MeV Fe� and 330 keV He� ions.
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was estimated to be about 1� 1024 mÿ3, an order of

magnitude higher than those observed by TEM. In

particular, O was found to be in strong association with

Ti, seemingly as a single TiOx complex or a cluster of

such. Interestingly, tungsten was distributed uniformly

in the matrix showing no particular association with any

speci®c element, but re®nement of cluster sizes were

observed in ODS steel with W but no Ti added [20]. The

sizes of the enriched core were in the range of a few to

several nm in diameter, a similar size scale found in

TEM.

In 12Y1 steel, no ®ne clusters were found, but rather

large (� 30 nm) and well-de®ned (Y, O, C)-rich clusters

were present in association with scattered Y, O, and C

atoms around them, Fig. 8. These results suggest that a

substantial fraction of the crushed and smeared particles

during MA recrystallized into a larger cluster by ac-

commodating other alloying elements in the matrix

during the ®nal annealing at 1050°C. This is signi®cantly

di�erent from the clustering behavior observed in

Ti-added 12YWT steel, indicating that Ti might have a

signi®cant role in the re®nement of oxide particles dur-

ing annealing. Finally, it should be noted that thermally

produced precipitates such as M23C6 and MC appear as

well-de®ned isolated particles in APFIM.

In X-ray di�raction analyses, it was found that Y2O3

particles broke down into smaller sizes with increasing

MA time, eventually below the detection limit after 48 h

of milling in various ODS steels [21]. X-ray di�raction

analyses of the mechanically alloyed Ti-containing ODS

steel showed the characteristic b.c.c. iron matrix peaks

but no Y2O3 peaks, suggesting that Y2O3 dissociated

into atomic yttrium and oxygen during the MA process,

eventually producing a single phase solid solution. Very

weak new peaks corresponding to Y2O3, Y2TiO5

(Y2O3 � TiO2), and Y2Ti2O7 (Y2O3 � 2TiO2) began to

Fig. 7. APFIM image of the oxide clusters in 12YWT ODS steel. The ®ne (1±7 nm) oxide cluster regions are depleted in Fe and

enriched in Y, Ti, O, Cr, C, and B. The composition of the arrow-marked cluster is in at.% FebalCr15:3W0:70Y1:21Ti4:32O3:78C

0:57Si0:19B0:13. The scatter of Y and O atoms around the clusters and the enrichment of Ti, C and B in the clusters suggest that the

original Y2O3 particles were smashed into atomic scale during mechanical alloying and reconstructed as new clusters during the ®nal

annealing process at 1050°C. The re®nement of particle size occurred only in the presence of Ti.
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emerge after annealing at 1000°C for 1 h, but no new

peaks were observed for 900°C annealing. The Y2O3

peak after 1000°C annealing was very small and broad,

indicating either a smaller fraction or a ®ner dispersion

of the dissociated Y2O3 recrystallized at this tempera-

ture. The intensity of the new peaks increased with in-

creasing annealing temperature, becoming prominent

above 1200°C. Most particle sizes were initially smaller

than 1 nm, smaller even than the unit cell dimension of

cubic Y2O3 (1.06 nm), indicating that Y2O3 particles

were almost atomized during MA. Electron di�raction

and X-ray analyses of the extracted particles from

the1100°C annealed ODS steels also indicated that Y2O3

particles were in the form of ®ne (� 3 nm) Y2TiO5 and

Y2Ti2O7 complex clusters in the presence of Ti, whereas

crystalline coarse (� 13nm) Y2O3 and Y2SiO5 particles

were present in 12Cr±Y2O3 steel with no added Ti [22],

consistent with the new APFIM ®ndings.

The microstructures of irradiated austenitic stainless,

ferritic/martensitic, and ODS ferritic steels were exam-

ined after a displacement damage of 50 dpa and 260

appm helium implantation at 650°C with 3.2 MeV Fe�

and 330 keV He� ions. The results showed that void

formation in the irradiated steels diminished with in-

creasing complexity of the initial microstructure as

summarized in Table 2.

The most conspicuous void formation occurred in

solution annealed AISI 316LN austenitic stainless steel

with the lowest dislocation density, then 9Cr±2WVTa

ferritic/martensitic steel with more dislocations, then the

17Y3 ODS steel with the coarser oxide dispersions and

higher dislocation density, then 12Y1 ODS steel, and

®nally only bubbles were present in 12YWT ODS steel

with the ®nest oxide cluster dispersions and the highest

dislocation density. The development of a bimodal

cavity size distribution occurred in all but the 12YWT.

Void formation in the AISI 316LN was accompanied by

the formation of interstitial faulted loops followed by

the development of prismatic loops and line disloca-

tions, and void formation in ferritic steels occurred

mainly in the recovered areas in the subgrains. The most

re®ned bubble distribution and the least dislocation re-

covery were found in the 12YWT steel, which contained

the ®nest oxide dispersion.

Table 2

Summary of microstructure before and after irradiation

Steels Before irradiation After irradiation

SA AISI 316LN Well-de®ned clean grains low dislocation density,

ql � 1013 m/m3

Evolution of black dots, faulted loops, prismatic loops,

line dislocations, and bimodal cavities (< 100 nm radius)

9Cr±2WVTa Complex lath subgrains, ql K 1015 m/m3 Partial recovery of dislocations bimodal cavities

(< 10 nm radius)

17Y3 Finer complex subgrains with coarse and ®ne

particles, ql � 1015 m/m3

Partial recovery of dislocations bimodal cavities

(<5 nm radius)

12Y1 Finer complex subgrains with coarse and ®ne

particles, ql � 1015 m/m3

Partial recovery of dislocations bimodal cavities

(< 5 nm radius)

12YWT Finest complex subgrains with ®nest particles or

clusters, ql � 1015 ÿ 1016 m/m3

Partial recovery of dislocations unimodal bubbles

(< 1 nm radius)

Fig. 8. APFIM image of the oxide particles in 12Y1 ODS steel.

Shown here is an oxide particle in a (10� 10� 50 nm3) box:

light dots ± Yttrium (� 1%), medium dots ± Carbon (� 5%) and

dark dots ± Oxygen (� 10%). The white particle on the right is

the contour of 5% Y�O� C surface. Dispersion of constituent

elements of Y2O3 is evident around the particle suggesting that

atomization of Y2O3 particle also occurred during mechanical

alloying. The particles are enriched in Y, O and C, much dif-

ferent from that of original Y2O3, again suggesting that the

clustering (recrystallization in this case) occurred during the

secondary annealing process. These particles are found to be in

crystalline form under TEM. Particle sizes in ODS steels

without Ti were larger than those in ODS steel with added Ti.
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Generally, void formation in ferritic/martensitic steel

is delayed compared to that in solution annealed 300

series austenitic stainless steel under the same irradiation

condition. However, this di�erence in void formation

between the two di�erent types of steels is not consid-

ered to stem from fundamental di�erences in material

parameters (i.e., crystal structure, point defect di�usivi-

ty, migration energy, formation energy, etc.). Rather,

the apparent void formation resistance of the ferritic/

martensitic steels originates from the di�erence in mi-

crostructure, namely high density dislocations in the

subgrains in the ferritic/martensitic structure. It has been

well documented that void formation was also sup-

pressed in austenitic stainless steel when a high density

of dislocations were introduced by cold working, and/or

the microstructure contained a high number density of

precipitates and/or He-bubbles [14,23].

During irradiation, bubbles nucleate and grow by

forming vacancy±gas-atom complexes as they accu-

mulate gas atoms. When bubbles exceed a certain

critical size or accumulate a certain number of gas

atoms, they can grow inexorably by absorbing vacan-

cies without the need for gas atoms. This process is

often referred to as a Ôbias-driven mechanism.Õ When

bubbles are smaller than a certain size, thermal emis-

sion prevails over the absorption of vacancies. This

demarcates bubble sizes below and above the critical

size, which causes development of a bimodal cavity size

distribution. Numerous examples of bimodal cavity

distributions are documented in [24]. Here, cavities

below the critical size are simply called Ôbubbles,Õ and

the larger ones Ôvoids.Õ A more rigorous de®nition of

the critical cavity and the related theoretical concepts

can be found in [25±27].

The critical cavity size is not a ®xed number, but

varies dynamically with material parameters, irradiation

conditions, and microstructure. Speci®cally, vacancy

supersaturation, and correspondingly void formation,

are a�ected by material parameters, temperature, defect

and gas generation rates, and sink number density

(dislocations, precipitates, cavities). In the presence of a

high number of sinks, most of the interstitials and va-

cancies produced by radiation recombine at the sinks

and fewer vacancies are available for cavity growth. This

causes the critical cavity size to increase, and void for-

mation becomes more di�cult. In the absence of sinks,

most point defects recombine in the matrix and the same

e�ect on void formation results. Dislocation bias (pref-

erential absorption for interstitials over vacancies or vice

versa) is not a ®xed value either, and it also varies with

the state of dislocation evolution. Tangled or pinned (by

particles or bubbles) dislocations are di�cult to climb up

or down, and this makes the bias in a high dislocation

density microstructure initially very low, particularly for

dislocations immobilized by pinning. Pinned disloca-

tions not only have a low bias, but also have di�culty

recovering, as observed in the 12YWT ODS steel. Pre-

cipitate±matrix interfaces are particularly good trap sites

for gas atoms, and thus very ®ne dense precipitates lead

to a microstructure with a high concentration of ®ne

bubbles. In such a system, the available helium atoms

are diluted over many bubbles as the bubbles themselves

also act as recombination sites. In e�ect, such feedback

makes the critical cavity size large, which requires more

helium for conversion from bubbles to voids.

Critical quantities associated with cavity formation

are calculated by employing the rate theory formulation

described in [14]. The results of the calculations are

shown in Fig. 9. The calculations require detailed

knowledge of material parameters, irradiation variables,

and microstructural information. The material parame-

ters used in the calculation are summarized in the ®gure

caption. Although precise material parameters are still

unknown, the material parameters used here have been

justi®ed previously. Moreover, the outcomes of the

calculated values are determined most sensitively by the

dominant sink strength (dislocation density and cavity

number density), and the use of a wide range of material

parameter values does not greatly alter the calculations.

In the irradiated ODS steels, the cavity sizes were too

small to derive microstructural statistics from the TEM

micrographs. So, the microstructural data used for cal-

culations are approximate and the results are qualita-

tive. However, they do clearly show that there exists a

fundamental physical basis to explain the development

of a bimodal cavity distribution, its delay, or perhaps

near inde®nite delay in systems with very high number

density of ®ne precipitates, such as the oxide clusters

found in the 12YWT steel.

In Fig. 9, the variations of critical cavity radius are

plotted as a function of dislocation density for two dif-

ferent cavity number densities and dislocation biases

with the corresponding helium concentration levels on

the right. The helium concentration that is required for

all cavities to reach a critical size (N �g � Nc, number of

helium atoms per critical cavity multiplied by the cavity

number density) is expressed in appm.

The implications of the plots are the following: (1) in

a solution annealed or low dislocation system, the crit-

ical cavity radius (r�c ) is initially large because most point

defects recombine in the matrix. r�c decreases as dislo-

cation microstructure evolves (i.e., black dots faulted

interstitial loops ! unfaulted prismatic loops ! line

dislocations); (2) in a cold worked (CW) system, r�c is

initially large, this time because most point defects re-

combine at dislocations and r�c decreases as dislocations

recover by either climbing up or down by absorbing

vacancies or interstitials during irradiation; (3) when the

cavity number density is high, cavities themselves be-

come the point defect recombination sites and r�c be-

comes large, particularly in the low dislocation density

regime; (4) when dislocation bias decreases (i.e., by
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pinning dislocations), defect recombination is enhanced

and r�c becomes large; (5) ®nally, when the cavity number

density increases (i.e., by introducing a high number of

gas atom trap sites such as ®ne particles in the ODS

steel), r�c increases and the helium required for the onset

of bias-driven cavity growth increases for the reasons

mentioned already.

From the above considerations it can be said that:

(1) solution annealed AISI 316LN austenitic stainless

steel, defect evolution was rapid and bias-driven void

growth started earlier; (2) the 9Cr±2WVTa ferritic/

martinsitic steel, bias-driven void growth was delayed

because of the initial high density of dislocations and

slow recovery; (3) the 17Y3 and 12Y1 ODS steels, bias-

driven void growth was further delayed because of slow

recovery and a low dislocation bias due to oxide par-

ticle pinning; (4) in the 12YWT ODS steel, the latter

e�ects were further ampli®ed by the presence of a very

high number density of ®ne oxide clusters. While mi-

crostructural evolution can be studied in more detail as

a function of dose or the bias change in association

with precipitate pinning, overall response of the mate-

rials to irradiation is generally in accord with theoret-

ical expectations.

5. Conclusions

Void formation mechanisms in solution annealed

AISI 316LN austenitic stainless steel, 9Cr±2WVTa fer-

ritic/martensitic steel, and three (17Y3, 12Y1 12YWT)

ODS ferritic steels were examined after irradiation to 50

dpa with 260 appm simultaneous helium injection at

650°C with 3.2 MeV Fe� and 330 keV He� ions. These

results showed that void growth was delayed with in-

creasing microstructural complexity, namely by in-

creasing the dislocation density and immobilizing

dislocations via nanoscale oxide particles and clusters.

The most signi®cant void suppression occurred in

12YWT ODS steel, which possessed the highest dislo-

cation density and the ®nest and highest number of

oxide clusters. Analyses based on a rate theory model

suggested that the sink density in the system dictates

point defect recombination and void formation, and

that change in bias could also be a signi®cant factor in

controlling void formation and growth. The suppression

of void formation in the ODS steels is attributable to the

initial high density of dislocations, slow dislocation re-

covery by oxide particle pinning, low bias of immobi-

lized or pinned dislocations, and to the nucleation of a

Fig. 9. Variation of critical cavity radius as a function of dislocation density and the corresponding helium concentration (N�g �Nc,

number of helium atoms per critical cavity multiplied by the cavity number density). The plots are made for two di�erent cavity

number densities and dislocation biases. The parameters used in this computation are displacement damage rate G � 1� 10ÿ3 dpa/s,

vacancy di�usivity pre-exponential D0
v � 1� 10ÿ6 m2=s , interstitial di�usivity pre-exponential D0

i � 1� 10ÿ6 m2=s, vacancy migration

energy Em
v � 1:2 eV, interstitial migration energy Em

i � 0:15 eV, vacancy formation energy Ef
v � 1:6 eV, vacancy formation entropy

Sf
v � 1:29� 10ÿ4 eV=K, and surface energy c � 1:5 J/m2. Dislocation bias changes with microstructural evolution and thus precise bias

values are not known. For simulation, 1% and 5% bias values were used.
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high number density of cavities by trapping helium at-

oms at particle±matrix interfaces. Overall the data

suggest that, within a practical limit, void formation

can be suppressed if the dislocation microstructure is

stabilized and helium bubbles are dispersed on a ®ne

scale via ®ne stable oxide particles or atom clusters.

However, for steel with such a microstructure, radiation

hardening-induced embrittlement could become a con-

cern. Further research is clearly needed prior to the

application of ODS steels for ®ssion and fusion struc-

tural materials.
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Abstract

There is considerable interest in understanding how dislocations interact with defect clusters produced by radiation

to evaluate and remedy the radiation induced degradation of mechanical properties. In this paper, it is demonstrated

that deformation mechanisms for irradiated materials can be studied with small TEM disks by employing a disk-bend

method. Results showed that dominant deformation modes in ion-irradiated austenitic steel were planar glide and

microtwinning. It was concluded that the disk-bend method will be a powerful tool in studying deformation micro-

structures of irradiated materials. Ó 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

Ductility loss and embrittlement of steels associated

with radiation induced defects and helium accumulation

have been an important subject of investigation in the

®ssion and fusion reactor materials research communi-

ties [1]. Recently, the development of accelerator based

spallation neutron sources are underway in the US,

Europe, and Japan [2±4]. In such a system, as a result of

nuclear reactions, helium will be generated at a rate of

�200 appm/dpa, which is about 100 times higher than in

®ssion reactor materials and about 10 times higher than

in fusion-irradiated materials. Hence, the e�ects of he-

lium build-up in the target vessel steel have come under

intense scrutiny. In recent studies on proton and heavy

ion irradiated AISI 316 austenitic stainless steel, a sig-

ni®cant ®nding was that radiation induced hardening

was dramatically augmented at high helium concentra-

tions [5,6].

In the past, various in-reactor irradiation experi-

ments have been carried out to study or monitor the

radiation e�ects on structural components subjected to a

radiation environment. At the same time, many simu-

lation experiments have been conducted for various Fe±

Cr±Ni base austenitic steels using accelerators to un-

derstand the radiation induced phenomena [7]. Howev-

er, most simulation studies were con®ned to an

examination of the radiation induced microstructure of

helium implanted 316L austenitic stainless steel [8] and

the measurement of surface hardness with a sensitive

hardness tester, such as the NanoindenterÒ for 316LN

austenitic stainless steel irradiated by H, He, and Fe ions

in single, dual, and triple ion-beam irradiation modes

[9]. Thus far, only a few experiments have been con-

ducted to study the deformation mechanisms for ion

irradiated materials (i.e., 304L austenitic stainless steel)

[10], mainly because the ion damage is con®ned to the

near-surface region, not to the bulk. Although the de-

formation microstructure has been examined for various

in-reactor irradiated and tensile tested specimens in-

cluding Fe±Cr±Ni base steels, and Al, Cu, Nb, Mo, Re,

and V alloys [11±13], such a process is very time con-

suming, expensive, and strenuous because of long irra-

diation time and di�culty in handling radioactive

materials. Moreover, a well-designed, systematic study is

often di�cult in reactor irradiation because of system

constraints, such as controlling temperature and dose.

In this work, a method to study deformation mech-

anisms using a small ion irradiated transmission electron

microscopy (TEM) disk is developed for the ®rst

time, although many investigators have employed the
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indentation technique to study mechanical properties in

the past [14]. The method involves irradiation of a small

steel disk under controlled conditions, deformation of

the disk to a desired level by the disk-bend method,

electro-chemical thinning of the strained disk to reveal

the irradiated and deformed region, and examination of

the microstructure. The results show that deformation

mechanisms can be studied economically and systemat-

ically by employing ion irradiation, with easy variation

of irradiation conditions (e.g., temperature, dose, gas

atom injection etc.). Thus far, several series of experi-

ments have been conducted to investigate the e�ects of

radiation induced defects on mechanical deformation

mechanisms. In this report, a procedure for specimen

preparation and test method are described to demon-

strate the feasibility of this new approach. An example

of the test results is presented to demonstrate the power

and convenience of this new approach in studying the

e�ects of radiation on deformation mechanisms.

2. Experimental

One alloy investigated in this experiment was a so-

lution annealed AISI 316LN austenitic stainless steel

(Jessop Steel Company Heat # 18474), which is a can-

didate material for the future spallation neutron source

(SNS) target container vessel. The nominal composition

of the alloy was, in weight percent, 16.3 Cr, 10.2 Ni, 2.01

Mo, 1.75 Mn, 0.39 Si, 0.009 C, 0.11 N, 0.029 P with the

balance Fe. Disks of 3 mm diameter and 0.25 mm

thickness were prepared by mechanical and electro-

chemical polishing prior to irradiation. Irradiation was

carried out with 360 keV He� ions at 200°C using a 2.5

MV Van de Graa� accelerator at ORNL. The 360 keV

ion energy resulted in a maximum gas atom deposition

near a depth of 750±850 nm, according to a depth cal-

culation by the computer code, Stopping and Range of

Ions in Matter (SRIM, 1998 version) [15]. The 360 keV

He� ion also produced atomic displacements at a rate of

' 7:5� 10ÿ5 dpa/appm at this depth. The specimen re-

ceived about 2000 appm or 0.2 at.% helium and 0.15 dpa

at the peak damage region. The procedure to calculate

dpa is described in Ref. [16].

The irradiated disk was clamped into a recessed cir-

cular holder with a central opening area of 1.6 mm di-

ameter, as illustrated in the schematic drawing in Fig. 1.

The irradiated side of the disk was placed face-down,

and a tungsten carbide (WC) ball of 1 mm diameter was

placed on top of the unirradiated side of the TEM disk.

A load up to �30 N was applied on the WC ball at a

strain rate of �10ÿ2 per second at room temperature

using a Tinius Olsen testing machine until the average

plastic strain of the center region of the disk attained

about 7%.

The average plastic strain (ep) was calculated by

employing a volume constant criterion and the relation,

ep � ln�t0=t�, where t0 and t are the thickness of the

center region of the disk in contact with the WC ball

before and after deformation, respectively. The thick-

ness change after relaxation (zeroing the load) was de-

termined by reading the displacement of the tensile

machine cross-head bar in contact with the top of the

WC ball and the displacement of a linear variable dif-

ferential transducer (LVDT) placed underneath the

TEM disk.

In this experimental set-up, the irradiated side of the

TEM disk surface was strained in multiaxial tension.

The irradiated surface strain was more than that at the

surface in contact with the WC ball. A comparison of

relative displacements of landmarks on the specimen

surface before and after disk bend straining indicated

that the local strains were not uniform due to varied

grain orientations and slip directions. Such uneven

strain is also true in a conventional tensile tested speci-

men, but it is not of great concern because the tensile

properties are derived from an average strain of the

entire test gauge. However, this inherent variation can

be a signi®cant source of uncertainty when a very limited

area is examined, as in TEM. In consideration of these

uncertainties, the strain at the irradiated surface was

estimated to be in the range of 7±13%.

Specimen thinning for TEM was carried out by two

methods. First, a thin TEM foil was prepared by elec-

trochemically removing '700 nm from the ion bom-

barded side of the disk and then thinning from the

unirradiated side until a perforation occurred. This

procedure produced TEM foils with thicknesses of

'100 nm on average and allowed examination of the

microstructure at the peak damage region between

700 and 800 nm of the original depth. Secondly, the

Fig. 1. Schematic drawing of a disk bend setup. The thickness

change after deformation was measured by the displacements of

the machine cross-head in contact with the WC ball and a

LVDT placed underneath the disk.

66 E.H. Lee et al. / Journal of Nuclear Materials 281 (2000) 65±70



irradiated and deformed TEM disk was Ni-plated elec-

trochemically, sliced across the disk thickness in the ion

beam direction, and electrochemically thinned until a

perforation occurred across the irradiated region. This

cross-sectioned and thinned specimen allowed us to ex-

amine the full damage pro®le and the transition of de-

formation modes from irradiated to unirradiated areas.

Microstructures were examined with a Philips CM12

electron microscope operated at 120 keV and a JEOL

FX2000 electron microscope operated at 200 keV. Op-

tical microscopy was also carried out to examine the

surface morphology after disk-bend deformation.

3. Results

Microstructures of unimplanted and 0.2 at.% He-

implanted TEM disks were examined before and after

deformation. Optical microscopy examination revealed

a noticeable di�erence in slip characteristics between the

unirradiated and He-implanted specimens as shown in

Fig. 2; the bubble-like specks on the surface are stains

caused by moisture condensation, which were removed

during polishing for TEM foil preparation. The surface

morphology of the pristine disk was characterized by

numerous very ®ne slip steps with frequent cross-slip

lines, whereas the implanted specimen showed fewer and

coarser slip bands. The number of optically visible slip

traces, including very faint traces, was about 5 per lm in

the pristine specimen. About the same number of slip

traces was observed by TEM. One notable observation

was that the implanted specimen showed highly local-

ized, large surface steps with very shallow slip traces

between them, suggesting that the strain was con®ned

mostly to larger slips and that such localized strain could

be a degrading factor on mechanical properties.

Fig. 3 compares the TEM microstructures corre-

sponding to Fig. 2 for the pristine and implanted spec-

imens after deformation. A major deformation feature

in the pristine specimen was random glide dislocations

and formation of dislocation network cells. Despite the

presence of random cross-slip, there was a tendency

of dislocations to align along the {1 1 1} slip planes,

a characteristic of fcc steels with low stacking fault

energy.

At a helium level of 0.2 at.%, bubbles could not be

resolved clearly by TEM, although a grainy bubble-like

feature at high magni®cation suggested the presence of

small bubbles. However, a high number density of ex-

tremely ®ne black-dots (radiation induced interstitial

defect clusters) were present, Figs. 3(b) and 4(d). The

deformation mode in the He-implanted specimen was

characterized by extensive dislocation pileups on glide

planes and formation of microtwins and stacking faults

resulting from planar glide (movement of widely sepa-

rated partial dislocations). TEM di�raction analyses

revealed that twin formation occurred exclusively as a

result of dislocation glide on {1 1 1} planes. Cross-slip

was severely restricted in the presence of radiation in-

duced defects.

Fig. 2. Optical micrographs of AISI 316 LN austenitic stainless steel after deformation to an average strain of about 7%: (a) unir-

radiated and (b) implanted with 0.2 at.% helium by 360 keV He-ions at 200°C.
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Fig. 4(a) shows a thin cross-sectioned area with two

holes around it because of the uneven polishing among

the Ni-plated, He-implanted, and unirradiated bulk re-

gions. The bright ®eld micrograph showed the presence

of black-dot defects and deformation microtwins in the

He-implanted region (Fig. 4(b)). The dark-®eld micro-

Fig. 4. TEM cross-sectional view of deformation microstructure for the specimen with 0.2 at.% helium implanted with 360 keV He

ions at 200°C: (a) description of TEM viewing area; (b) bright ®eld image taken near beam direction B� [0 1 1] at g� 200 di�racting

condition; (c) image taken from twin streaks in di�raction pattern, and (d) weak beam dark ®eld (WBDF) image taken at g� 200, g/5g

condition.

Fig. 3. TEM micrographs of deformation microstructure corresponding to Fig. 2: (a) unirradiated and (b) 0.2 at.% helium implanted

with 360 keV He ions at 200°C.
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graph taken from the twin streaks from the di�raction

pattern further con®rmed the presence of twin bands in

the irradiated region (Fig. 4(c)). A weak beam dark ®eld

image showed the white strain-contrast spots arising

from the black-dots, a few dislocation lines, and a grain

boundary in the implanted region (Fig. 4(d)). In the left

side of the irradiated grain, twins were also present but

not visible because of the di�erence in grain orientation.

A particularly interesting feature was that the defor-

mation twins were con®ned only to the region where the

radiation induced black-dot defects were present, and

the twins were not present in the unirradiated region,

even in the same grain.

4. Discussions

The deformation mechanism in the pristine specimen

was characterized by dislocation multiplication and

dislocation network cell formation. Although disloca-

tions tended to align on {1 1 1} glide planes, the presence

of randomly distributed dislocations and the slip o�sets

seen in the optical micrograph indicated that a signi®-

cant fraction of dislocations cross-slipped during de-

formation. On the other hand, deformation in the He-

implanted specimen was characterized by extensive lin-

ear dislocation pileup and microtwin formation. Cross-

sectional examination of the irradiated and deformed

areas showed that the deformation twins were observed

only in the region with radiation induced defects, namely

black dot interstitial clusters (perhaps also small helium

bubbles), attesting that the twin formation was associ-

ated with radiation induced obstacles.

The shear displacement associated with plastic

deformation occurred primarily by the motion of dislo-

cations. It is well established that plastic deformation in

fcc crystals occurs mainly by dislocation glide on ener-

getically favorable close packed {1 1 1} planes in á1 1 0ñ
directions [17]. Furthermore, in steels with low stacking

fault energy such as austenitic stainless steel (Esf < 10

J/m2) [18], á1 1 0ñ b type dislocations tend to dissociate

into two á1 1 2ñ b type Schockley partials having a

stacking faulted (also twinned) region between them.

That is, atoms move by zig-zagging along the energeti-

cally favorable valleys (á1 1 2ñ b) on close packed {1 1 1}

planes instead of directly over the hills (á1 1 0ñ b). The

partial dislocations repel one another to reduce the stress

while the driving force to minimize the stacking faulted

surface area between the two partials makes them attract

one another. Thus, the spacing between the two leading

(zig) and trailing (zag) partials is determined by the forces

of repulsion and attraction balance at an equilibrium

spacing that depends on the speci®c stacking-fault ener-

gy. The movement of either partial on a di�erent plane

would involve energetically unfavorable atomic move-

ments, so the movement of the two widely separated

Shockley partial dislocations (planar glide) occurs pre-

dominantly on the close packed planes. For these

reasons, most slip steps (multiples of the unit dislocation

vector b) appear straight in stainless steels. In fcc crystals,

the close-packed {1 1 1} glide planes are also the coherent

twin planes. Therefore, when a layer of atoms is removed

from the normal order sequence by dislocation move-

ment, stacking faults and twins are formed as a result of

the violation of close packing on the fault plane [17].

Consistent with the mechanisms stated above, most

slip traces in the pristine austenitic stainless steel were

straight (Fig. 2). However, the presence of slip o�sets

indicated that cross-slip also occurred. TEM micro-

structure con®rmed that although most dislocation lines

aggregated on {1 1 1} planes, various segments of dis-

location lines cross-slipped to di�erent planes becoming

screw or mixed-type dislocations. As a result, very few

stacking faults and twins were observed.

In the He-implanted specimen, however, the align-

ment of slip traces was enforced, and micro-twins and

stacking faults became the dominant deformation mi-

crostructures. It is known that cross-slip of an extended

screw dislocation around obstacles is di�cult, and shear

occurs mostly by the successive motion of twinning dis-

locations, each on a glide plane one interplanar spacing

removed from its predecessor [17,18]. Less frequently,

however, application of suitably large stress can squeeze

the partial dislocations together against a barrier to form

a whole dislocation and facilitate cross-slip. Such an in-

cidence often leads to a bifurcation of a channel band and

becomes one of the mechanisms of widening a channel

band. Clearly, our experimental observations indicated

that the restricted dislocation motion on easy glide planes

and the limited cross-slip observed in the He-implanted

specimen were attributable to radiation induced obsta-

cles (black dots). Although helium bubbles were not

visible, probably small bubbles also played a role in re-

stricting dislocation motion. Moreover, stacking faults

(twins) themselves are important barriers to dislocation

motion, and glide-twinning and twin±twin interaction

lead to an opening of a gap in the twin if untwinning

occurs successively on twin planes [19].

5. Conclusions

Radiation e�ects on deformation mechanisms were

studied by employing a disk bend method for AISI

316LN stainless steel irradiated with 360 keV He ions at

200°C. The dominant deformation modes in an unirra-

diated specimen were dislocation multiplication and

formation of dislocation network cells, and those in a

He-implanted specimen were planar dislocation pileups

and the formation of microtwins and stacking faults.

Cross-slip occurred readily in unirradiated materials,

but the shear deformation was dictated by planar glide
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in the He-implanted specimen, suggesting that disloca-

tion motions were con®ned mostly on glide planes due

to the presence of radiation induced obstacles. The

combined e�ects of radiation induced defects and de-

formation induced microstructure are considered to be a

contributing factor to the degradation of mechanical

properties of irradiated material.

An important outcome of this experiment is the

demonstration that radiation e�ects on deformation

mechanisms can be studied with small TEM disks by

employing ion irradiation and a disk-bend test. This

method can also be applied to in-reactor irradiated disks

for speedy screening tests and for studying the radiation

e�ects on mechanical deformation. At this time, an en-

vironment chamber capable of controlling the test tem-

perature from )150°C to 400°C is being installed to

study temperature e�ects. This new approach can be a

powerful tool for studying deformation mechanisms of

irradiated materials e�ectively, economically, and sys-

tematically under various simulation conditions.
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Abstract

In the construction materials surrounding the spallation neutron source (SNS) mercury target, considerable

quantities of transmutation products, particularly hydrogen and helium, will be generated due to the exposure to a high

¯ux of 1 GeV protons and associated neutrons. In an e�ort to investigate the e�ects of high helium, therefore, bubble

formation and defect clustering processes in AISI 316 LN austenitic steel were studied as a function of helium con-

centration and displacement damage dose with 360 keV He� and 3500 keV Fe� ion beams at 200°C. Helium irradiation

was less e�ective in producing defects such as black dots and dislocation loops than Fe� ion irradiation at equivalent

displacement dose. On the other hand, the formation of helium bubbles produced a strong depressive e�ect on the

growth of loops and the evolution of line dislocations. The results indicated that the e�ect of helium bubbles was

augmented as the bubble number density and size increased with increasing helium beyond 1 atomic percent (at.%). In

such a case, the e�ect of helium bubbles can be more important than that of radiation-induced defects on the evolution

of microstructure and the change in mechanical properties. Ó 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

For future neutron scattering research, the con-

struction of an accelerator based spallation neutron

source (SNS) facility, operating at approximately 2

MW, is presently under design and construction [1]. The

materials R&D program that is underway for the SNS

target includes major e�orts on spallation radiation ef-

fects [2]. Type AISI 316 austenitic stainless steel is the

candidate material for the containment vessel of the

mercury (neutron source). The containment vessel will

be exposed to an intense pulsed 1 GeV proton beam and

to neutrons generated by spallation reactions in the

mercury. It is anticipated that atomic displacement rates

will be high, up to �10ÿ2 dpa/s (displacements per atom/

second) during the microsecond beam pulse period, with

a 60 Hz pulse frequency. The time average displacement

rate would be in the range of �10ÿ6 dpa/s. The operating

temperature is expected to be below 200°C. Besides the

radiation-induced displacement damage, various trans-

mutation products will be generated as a result of nu-

clear reactions. In particular, hydrogen and helium will

be produced at rates of �1000 and �100 appm/dpa,

respectively.

One of the major concerns is the ductility loss of the

vessel material due to radiation-induced hardening and

helium e�ects, which could limit the serviceable lifetime of

the vessel. In recent work [3], a dramatic increase in

hardness was observed in association with bubble for-

mation when helium was implanted to a level of 10 at.%.

In our on-going work in parallel to the present study, to be

published in a separate paper, it was found that the

hardness increase by helium implantation alone began to

exceed the saturation hardness value achieved by dis-

placement damage with 3500 keV Fe� ions at 1 at.% He

level and reached a saturation hardness value which was

twice as high as that by Fe ions at 10 at.% He level.

However, it is important to note that for the presently

anticipated end-of-life dose for the target vessel of SNS

(<10 dpa), the helium level would be below 2000 appm.

Nonetheless, there is little systematic information to
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evaluate the e�ects of the high helium to dpa rates ex-

pected under the SNS condition. The aim of this work is

to study the agglomeration process of helium as a func-

tion of helium concentration and its impact on micro-

structural change in order to provide information to guide

design and lifetime estimates for the SNS target vessel.

In this work, AISI 316 LN austenitic stainless steel

was irradiated with 360 keV He� or 3500 keV Fe� ion

beams at 200°C with systematic increment in helium

concentration and displacement dose. Microstructural

evolution during helium irradiation was studied by

comparing with the displacement induced defect mi-

crostructure by Fe� ions.

2. Experimental

A solution annealed AISI 316LN stainless steel

(Jessop Steel Company Heat # 18474) was used for this

investigation. The nominal composition of the alloy was,

in weight percent, 16.3 Cr, 10.2 Ni, 2.01 Mo, 1.75 Mn,

0.39 Si, 0.009 C, 0.11 N, 0.029 P with the balance Fe.

Disks of 3 mm diameter and 0.25 mm thickness were

prepared by mechanical and electrochemical polishing

prior to irradiation. Irradiation was carried out at 200°C

with 360 keV He� or 3500 keV Fe� ion beams using the

triple ion facility (TIF) at ORNL. Details of the TIF can

be found in [4]. The ion energies were chosen for the

maximum gas atom deposition and damage to occur

near a depth of 750±850 nm. For the depth calculations,

the computer code, Stopping and Range of Ions in

Matter (SRIM, 1998 version) was used [5]. The proce-

dure for the dpa calculation is described in [6]. The He�

ion beam was applied with a deposition rate of ' 0:2
appm/s at the peak, which also produced a displacement

damage at a rate of ' 7:5� 10ÿ5 dpa/appm or

' 1:5� 10ÿ5 dpa/s. This gives the helium appm/dpa

ratio almost 100 times higher than that expected in the

actual SNS target. The implanted helium concentration

levels were from 2 appm (2� 10ÿ4 at.%) to 500 000

appm (50 at.%) and the corresponding doses were from

' 1:5� 10ÿ4 to ' 37 dpa. To appraise the damage mi-

crostructure produced by helium, a set of reference ir-

radiation was carried out separately with 3500 keV Fe�

ions at a rate of 2±3� 1016 ions/m2/s (' 1� 10ÿ3 dpa/s

at the peak).

Transmission electron microscopy (TEM) specimens

were prepared by electrochemically removing ' 700 nm

from the ion bombarded side of the disks and then

thinning from the unirradiated side until perforation

occurred. This procedure produced TEM foils with

thicknesses of ' 100 nm on average and allowed ex-

amination of the microstructure at the peak damage

region between 700 and 800 nm original depth. Damage

microstructure was examined with a Philips CM12

electron microscope operated at 120 keV.

3. Results

The bubbles and defect clusters were examined after

helium irradiation to various concentration levels. At

low helium concentration levels ( K 2 at.%), it was very

di�cult to image bubbles clearly by TEM because

bubbles were too small in size (r < 0:2 nm) and too

high in number density. However, the grainy micro-

structure revealed increasingly bubble-like features with

increasing helium concentration in high magni®cation

micrographs. Discernible bubbles could be imaged at a

helium level of 5 at.% (�1.5 ´ 1023 He/m2). Patches of a

well-de®ned lattice of bubbles were visible at 5 at.%

helium level as indicated in the magni®ed inset of

Fig. 1, although complete bubble alignment was not

observed as found in 30 keV He� ion irradiated copper

elsewhere [7]. The bubble lattice spacing was in the

range of 1:5� 0:3 nm, the bubble radii were smaller

than 0.3 nm, and the bubble number density was

estimated to be in the range 2±6� 1026 mÿ3. With

increasing helium concentration, bubbles assumed a

more distinctive spherical shape, but bubble coalescence

was insigni®cant up to 10 at.% helium. A signi®cant

fraction of bubbles coalesced at 20 at.% helium as

shown in Fig. 2 and a severe blistering occurred at the

irradiated surface at 50 at.%. Although the blistering

might have caused some variation in dose from area to

area, the larger and coarser bubble microstructure in

the 50 at.% He-implanted specimen indicated that the

examined area appeared to be an area not a�ected by

the blistering.

As already mentioned, helium implantation also

produced atomic displacement damage at a rate of

' 7:5� 10ÿ5 dpa/appm. Black dots (vacancy and inter-

stitial clusters) and Frank type faulted interstitial loops

evolved on {1 1 1} planes with increasing helium con-

centration. It is known that most surviving defect clus-

ters are interstitial clusters [8,9]. Fig. 3 illustrates defect

microstructures for 0.02, 0.2, 2, and 10 at.% helium,

which also produced 0.015, 0.15, 1.5 and 7.5 dpa dam-

age, respectively. Very few defects were visible at 0.02

at.% (0.015 dpa). At 0.2 at.% (0.15 dpa), a high number

density of black dots evolved but were too small to

produce good images within the TEM resolution limit.

At 2 at.% (1.5 dpa), black dots were small ( K 1 nm) but

the number density approached a saturation level and

occasional small loops began to develop. The number

density of black dots and loops was estimated to be in

the range 2±4 ´ 1023 mÿ3 from high magni®cation mi-

crographs. We use the term loops when defect clusters

become large (>5 nm) and take on a planar disk mor-

phology. With increasing helium ¯uence, some black

dots were converted to Frank type interstitial faulted

loops as they grew but there was very little indication

of unfaulting to prismatic loops even at 50 at.%.

Loop growth was noticeably suppressed during He�
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irradiation compared to that of Fe� irradiation, as de-

scribed below.

Although a similar defect evolution occurred dur-

ing 3500 keV Fe� ion irradiation, black dot formation

and loop growth occurred at somewhat lower dose in

Fe� irradiation than in He� irradiation. Neither

bubbles nor cavities were observed after Fe� irradia-

tion. Fig. 4 illustrates the defect microstructure after

Fig. 1. Bubble microstructure after 5 at.% helium implantation with 360 keV He� ions at 200°C. The micrographs are taken near

Z � �110�: (a) under-focus, (b) near-focus, and (c) over-focus images. The magni®ed inset shows an area of aligned bubbles in which

the spacing between the bubble lattices is found to be in the range of 1:5� 0:3 nm and the bubble number density is estimated to be in

the range of 2±6� 1026 mÿ3.

Fig. 2. Bubble microstructure after (a) 20 and (b) 50 at.% helium implantation with 360 keV He� ions at 200°C. A signi®cant fraction

of bubbles coalesced at 20 at.% and a severe blistering occurred on the irradiated surface at 50 at.%.

20 E.H. Lee et al. / Journal of Nuclear Materials 280 (2000) 18±24



0.01, 0.1, 1, and 10 dpa Fe� ion irradiation. At 0.01

dpa, defects were not visible. At 0.1 dpa, black dots

were well established and some small loops began to

evolve. At 1 dpa, small but copious well-de®ned loops

were visible. At 10 dpa, some large faulted loops be-

gan to unfault to prismatic loops. The black dot and

loop number density appeared to saturate between 0.1

and 1 dpa. Here, it should be pointed out that the

image of a small loop or black dot comes from the

strain-®eld around the cluster and varies strongly with

Bragg di�racting condition, so it is often di�cult to

make a precise size determination from a TEM image;

the defect cluster sizes at 0.1 dpa appeared to be

larger than at a dose of 1 dpa because of the di�er-

ence in di�racting conditions and partly due to

streaking.

Fig. 4. Defect microstructure after 0.01, 0.1, 1, and 10 dpa irradiation with 3500 keV Fe� ions at 200°C.

Fig. 3. Defect microstructure after 0.02, 0.2, 2, and 10 at.% (or 0.015, 0.15, 1.5, and 7.5 dpa) irradiation with 360 keV He� ions at

200°C.
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Under He� irradiation, not only black dots evolved

slowly but also loop growth was suppressed noticeably.

Fig. 5 compares the defect microstructures for 50 at.%

(37 dpa) He versus 10 dpa Fe. The defect clusters in the

He-implanted specimen were noticeably smaller than

those in the Fe irradiated one, even though the dis-

placement dose for He was almost four times higher.

4. Discussion

As described in Section 2, the microstructures in the

depth between 700 and 800 nm depth were examined

after removing about 700 nm surface region. A calcu-

lation based on a rate theory model showed that point

defects at this depth would not see the free surface e�ect,

particularly at low temperature and high sink density

conditions where most point defects were recombined or

captured by sinks before any signi®cant di�usion could

occur [10]. Thus, the microstructures in the depth ex-

amined here were considered to represent the bulk be-

havior. The most notable observation was that the black

dot evolution and loop growth was slower for He irra-

diation compared with Fe irradiation at equivalent dpa

dose. The suppressed defect evolution is attributable to

the lower displacement damage rate for He irradiation,

smaller cascade energies produced by a lower mass and

lower energy He� ion, enhanced point defect recombi-

nation at helium bubbles, and dislocation pinning by

bubbles. These e�ects are described further below.

During irradiation, vacancies and interstitials are

generated as a result of displacement damage. Some of

these point defects are absorbed by pre-existing or gen-

erated defects such as dislocations, grain boundaries,

precipitates, and cavities, and the rest are either anni-

hilated via direct recombination or form clusters. At a

given temperature, the point defect supersaturation de-

creases with decreasing damage rate, but the fraction of

surviving point defects is higher at a lower damage rate,

since the probability of point defect recombination is

Fig. 5. Bright and dark ®eld defect microstructure (a) and (b) after 50 at.% (37 dpa) He implantation, and (c) and (d) after10 dpa Fe�

irradiation. Black dot and loop sizes in (a) and (b) are smaller despite the higher displacement damage dose.
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lowered in proportion to the product of vacancy and

interstitial concentration, which are lower at lower dis-

placement rate [11]. However, the nucleation rate of

defect clusters is lower at lower damage rate because the

absolute point defect ¯ux to sinks is lower. The em-

ployed He� ion energy (360 keV) was about 10 times

lower than that of the Fe� ion (3500 keV) and the

damage rate from He� (' 1:5� 10ÿ5 dpa/s) was about

two orders of magnitude lower than that from Fe�

(' 1� 10ÿ3 dpa/s). A slower defect-clustering rate is

thus expected for He� ion irradiation because of the

lower damage rate.

The second reason for the slower defect nucleation

rate in He� irradiation is due to the smaller cascade

energy of He� ions because of the lower ion mass and

energy. When an ion penetrates into a material, the in-

cident ion energy is transferred to the target atoms via

nuclear and electronic energy loss processes. Atoms

displaced from their lattice sites by elastic collisions with

the ion are called primary knock-on atoms (PKAs). The

PKAs have various energies depending upon the energy

received from the ion. PKA energies are similarly

transferred to other target atoms in subsequent sec-

ondary knock-on processes. The PKAs produced by an

ion can be simulated in a full cascade SRIM calculation

[5]. A 360 keV He� ion produces about 35 PKAs with

energy between 40 ´ 103 and 5.2 ´ 103 eV, and a 3500

keV Fe� ion produces about 350 PKAs with energy

between 40 ´ 106 and 1.6 ´ 106 eV. Fe� ions produce

more and higher energy PKAs. About 40% of the PKA

energy lies below 100 eV for both ions. Since an average

displacement threshold energy for stainless steel is about

40 eV [12], the interstitial clustering for PKA energies

below 100 eV is inconsequential within the damage rate

range of interest. The value 40 eV was used for all SRIM

simulations in this work. In a recent molecular dynamic

(MD) simulations of cascade process in bcc iron [9], it

was shown that the total number of surviving point

defects and the resulting fraction of interstitials in clus-

ters in a cascade increased with increasing cascade en-

ergy. Although the austenitic stainless steel studied in

this work has a fcc crystal structure, for 3500 keV Fe�

ion irradiation, a larger number of interstitial clusters

per dpa is expected to form because of the larger PKA

energy.

In a previous study, we found that defect evolution

and void growth were suppressed by a high helium in-

jection rate or in the presence of high bubble number

density because of enhanced point defect recombination

at bubble sinks [13,14]. Since bubbles were nucleated in

high number during the 360 keV He� irradiation, point

defect recombination at bubble sinks may be an im-

portant factor for the slow evolution of black dots and

loops. An impeded loop growth has also been observed

in the presence of high helium because of pinning by

helium bubbles [15]. On the other hand, there is evidence

that helium often promotes loop formation by retaining

vacancies during the process of helium-vacancy cluster-

ing and by punching-out interstitials by over-pressurized

helium bubbles [16,17]. In the present study, the relative

importance between these two competing e�ects could

not be di�erentiated. Nevertheless, the microstructural

evidence indicated that bubble pinning and enhanced

point defect recombination played important roles in

loop growth because most loops remained small and

faulted in the presence of high helium contents.

A notable ®nding was that very limited loop growth

and unfaulting occurred even at 50 at.% (37 dpa) helium,

even though the defect cluster number density saturated

near 2 at.% (1.5 dpa). In fact, very little change in mi-

crostructure occurred beyond the saturation dose except

bubble growth. The primary reason for this static defect

microstructure is believed to be due to helium bubbles

acting as a barrier to loop growth in addition to en-

hancing point defect recombination. Helium bubbles are

considered to be a weak barrier for dislocation motion

[18]. Up to now, there has been no information re-

garding the synergistic e�ect of bubble size and number

density. However, hardness measurement data reported

in other work [3] indicated that, when helium bubbles

were present in such high concentration, the barrier

strength (hardness) was augmented as bubbles grew,

particularly when helium clusters began to become

identi®able as bubbles under TEM. That is, at a helium

level of above 1 at.%. This trend of microstructural

evolution con®rms the trend of hardness data measured

for the 25 MeV helium implanted 316 L stainless steel by

other investigators [3,19] and gives insight into the cause

of the high hardness values measured in our more recent

work.

5. Conclusions

To investigate the impact of high helium concentra-

tions on a spallation neutron source target material, the

microstructural evolution in an AISI 316LN stainless

steel was studied after irradiation with 360 keV He� and

3500 keV Fe� ions. The results indicated that defects

(black dots and loops) evolved slower in 360 keV He�

irradiation than in 3500 keV Fe� ion irradiation when

the defect microstructure was compared at equivalent

damage doses. With increasing helium concentrations

above 1 at.%, bubbles grew continuously but loop

growth was severely impeded. The slower evolution and

growth of defect clusters during 360 keV He� irradiation

was attributed to the lower damage rate, smaller PKA

energies, enhanced point defect recombination at bubble

sinks, and dislocation pinning by helium bubbles. An

important realization is that barrier strength of helium

bubbles increase with increasing bubble size, and that

helium bubbles impede not only the motion of disloca-
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tions but also the evolution of loops and dislocations.

Such e�ects can augment the radiation-induced hard-

ening and ductility loss for steels subjected to a high

helium generation environment. However, within the

expected service period of the SNS target, hardening by

helium appears to be insigni®cant.
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Abstract

For an assessment of the future US spallation neutron source (SNS) target performance, radiation induced hard-

ening and microstructural evolution were investigated as a function of ion dose for EC316LN stainless steel. Irradiation

was carried out using 3.5 MeV Fe�, 360 keV He�, and 180 keV H� simultaneous ion-beams at 200°C to simulate the

damage, He and H production in the SNS target vessel wall. At low dose (< 1 dpa), the predominant defects were black

dots whose number density saturated rapidly within a few dpa. This was followed by the evolution of interstitial loops

whose number density saturated below 15 dpa. Although He-bubbles were not visible, severely scalloped loops sug-

gested that the implanted He/H atoms existed in the form of small clusters. Comparison with reported neutron irra-

diation data showed that hardening and ductility loss occurred mostly in the black dot regime (< 1 dpa), but that good

ductility (>20% elongation) was maintained up to a dose level of ' 10 dpa. Ó 2000 Elsevier Science B.V. All rights

reserved.

1. Introduction

Detailed design and construction of an accelerator-

based high power spallation neutron source (SNS) for

neutron science applications is underway at Oak Ridge

National Laboratory. In this system, a type AISI 316

stainless steel vessel containing a liquid mercury target

as the neutron source will be subjected to an intense

pulsed proton beam and associated neutron ¯ux, ac-

companied by heat and stress loads. The requirement for

the target vessel is to withstand a pulsed beam of 1 GeV

energy protons, which produces 2 MW [1].

Under SNS conditions, the peak damage rate at the

vessel nose is expected to be ' 1� 10ÿ6 dpa/s on average

and ' 1� 10ÿ2 dpa/s during the microsecond beam

pulse period. In addition, gaseous atoms will be pro-

duced in the vessel wall by transmutation at a rate of

500±1000 appm H/dpa and 50±200 appm He/dpa. The

target vessel will be damaged due to atomic displace-

ments by primary protons, spallation neutrons and re-

coil atoms, and by the high concentrations of

transmutation products such as He and H, and cyclic

stresses induced by thermal and pressure pulses. The

important radiation e�ects within the SNS operating

temperature range will be hardening and ductility loss.

Additional possible sources of damage are fatigue loads,

liquid metal embrittlement and temperature gradient

mass transfer associated with mercury. These e�ects are

expected to determine the lifetime of the target assembly.

A wealth of information on the environment and ma-

terials considerations is available in the reports of a se-

ries of workshops [2±4]. To appraise the damaging

e�ects on the target, EC316LN SS specimens were ir-

radiated under a simulated SNS irradiation environment

by simultaneous irradiation with 3.5 MeV Fe�, 360 keV

He�, and 180 keV H� ions. In two previous reports [5,6],

the changes in microstructure and hardness by H, He,

and Fe ions were systematically investigated by em-

ploying single, dual, and triple ion-beam irradiations. In
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this work, radiation induced hardening and micro-

structural evolution were studied as a function of ion

dose for triple ion-beam irradiated EC316LN stainless

steel.

2. Experimental

The nominal composition of the subject alloy (des-

ignated as EC316LN SS by European Community fu-

sion energy materials research group) is, in weight

percent, 17.4 Cr, 12.3 Ni, 2.3 Mo, 1.8 Mn, 0.46 Si,

0.02 C, 0.06 N with the balance Fe. Transmission elec-

tron microscopy (TEM) disks were annealed at 1050°C

for 30 min and electrochemically polished prior to ir-

radiation. Details of the triple ion beam facility can be

found in Ref. [7]. The ion energies were chosen to render

the maximum damage and gas atom depositions near

800 nm depth, determined by the computer code,

Stopping and Range of Ions in Matter (SRIM, 1998

version) [8]. An approximate Fe� current to give a peak

damage rate of ' 10ÿ3 dpa/s was applied continuously

with 200 appm He/dpa and 1000 appm H/dpa injection

rates. A conversion from ion ¯uence (ions/m2) to dis-

placement dose (dpa), calculated using the NRT model

[9], is given by

dpa � 0:8

2Ed

dE
dx

� �
nuclear

ion fluence

target atomic density
; �1�

where Ed is a displacement threshold energy (about 40 eV

for steel) and (dE/dx)nuclear is the nuclear energy loss per

unit length per ion, fraction of ion energy expended to

atomic nuclei by ion beam. In SRIM calculation, this is

derived by adding phonon and displacement energies

together. Most of the damage is caused by the Fe� ions.

He� and H� ions contributed only about 1.8% and 0.6%

of the damage, respectively. The dose ranges covered for

this investigation were from 0.1 to 80 dpa. The operating

temperature of the SNS target vessel is expected to be

between 80°C and 130°C. Ion irradiations were thus

carried out at 200°C in consideration of an upward shift

in peak damage temperature with increasing damage

rate [10]. With increasing damage rate, the point defect

concentration does not rise in proportion with the dose

rate because of enhanced recombination of vacancies

and interstitials. Consequently, the relative fraction of

point defects arriving at sinks (i.e., loops) decreases.

To compensate, the point defect ¯ux to sinks can be

increased by increasing the temperature.

Hardness changes were measured using a nanoin-

dentation hardness tester, which records hardness (load

divided by the contact area of the indenter) as a function

of contact indentation depth. It is known that the stress

®eld under the indenter extends to about 7 times the

indentation depth [11]. Consequently, for a material

which has only ' 1000 nm deep irradiated layer, the

viscoelastic properties of the underlying substrate are

probed increasingly as the indentation depth increases.

For this reason, hardness values at 200 nm contact in-

dentation depth were used as reference values to indicate

the relative increase in hardness due to the irradiation.

The same reference indentation depth was also used in

previous work [5,6]. A detailed procedure of hardness

measurement and a basis for choosing the reference

depth can be found in Refs. [12,13], respectively.

TEM specimens were prepared by electrochemically

removing ' 700 nm from the ion bombarded side and

then thinning from the unirradiated side until perfora-

tion occurred. This procedure produced TEM foils with

thicknesses of ' 100 nm on average and allowed exam-

ination of the microstructure between 700 and 800 nm

original depth. For examination, a JEOL FX2000 elec-

tron microscope operated at 200 keV was used.

3. Results

Hardness values at 200 nm contact indentation depth

are plotted as a function of displacement dose in Fig. 1.

The scatter in hardness data was attributable to exper-

imental limits in determining dose, indenter tip geome-

try, surface and subsurface e�ects imposed upon shallow

irradiated depth, and to non-uniform microstructure

such as dislocations and hard inclusions. The shaded

area in the ®gure shows the trend of hardness change

with dose and also the estimated range of error. The

data showed that, upon irradiation to 0.1 dpa, hardness

increased rapidly to above 4 GPa from a pristine value

of 2.7 GPa but showed only a small increase from 0.1 to

1 dpa and beyond. The hardness saturation at higher

doses becomes more apparent if the data is plotted in a

Fig. 1. Hardness variation as a function of ion dose for

EC316LN stainless steel irradiated with triple ion-beams at

200°C. The shaded area is the trend of hardness increase with

dose and also the range of estimated error.

E.H. Lee et al. / Journal of Nuclear Materials 278 (2000) 266±272 267



linear dose scale. More controlled experiments which

resolve the scatter are underway. Nonetheless, hardness

increase showed a cogent relation to microstructural

evolution with dose as described below.

Microstructural examinations were carried out on a

di�erent set of TEM disks triple ion-beam irradiated at

200°C to 0.2, 1.7, 15, 30, 36, and 80 dpa. Electron mi-

crographs were taken at zone axis or beam direction B

near h1 1 0i and h1 1 2i, and the corresponding weak-

beam dark-®eld images were taken at (g, 3g) or (g, 5g)

di�racting condition, or from the di�raction streaks

arising from faulted loops. TEM micrographs taken

near B ' h1 1 0i are shown for 1.7, 15, and 80 dpa

irradiated specimens in Fig. 2.

At 0.2 dpa, the predominant defects were small defect

clusters less than a few nm in diameter which are often

called black dots, and few loops were visible at this dose.

Although not determined in this work, the damage-in-

duced black dots are believed to be vacancy type

stacking-fault tetrahedra (SFT) and small interstitial

loops, according to Horiki and KiritaniÕs investigation

[14]. At 1.7 dpa, loops became more visible, while black

dot number density approached a saturation value of

1� 1023±2� 1023 mÿ3. Between 1.7 and 15 dpa, inter-

stitial loops evolved continuously but black dot number

density remained at about the same level. It should be

pointed out that most of the hardness increase occurred

in the black dot regime.

At 15 dpa, the loop microstructure appeared to be

complete resulting in quite an extensive loop network

structure. Overall, the defect microstructures of 15 and

80 dpa were very similar as shown in Fig. 3(a) and (b),

respectively, in bright and dark-®eld images taken near

B ' h1 1 2i. It thus appeared that defect microstructure

evolution might have reached a saturation near or below

15 dpa. The ®shnet-like loop networks shown in the

dark-®led images of Fig. 3 are due to overlapping loop

images in projection. The loops were mostly faulted

Frank interstitial loops on {1 1 1} planes with a BurgerÕs
vector b � ah1 1 1i=3. The complex and distorted Moire

fringes shown in the bright ®eld images of Fig. 3 are due

to overlapping stacking fault fringes arising from the

faulted loops on four di�erent {1 1 1} planes de®ned by

the Thomson tetrahedron.

The saturation number densities for black dots and

Frank loops were 1� 1023±2� 1023 mÿ3 and 22� 1022±

3� 1022 mÿ3, respectively. Black dots were smaller than

a few nm in size and Frank loop sizes were in the range

5±60 nm in diameter at 80 dpa. It should be noted that

the Frank loops shown in Fig. 2(c) (dark ®eld) are about

one-fourth of the total loops, because there are four

{1 1 1} planes in fcc. Almost all loops remained faulted

with very little indication of unfaulting to prismatic

loops �b � ah1 1 0i=2� or growth to line dislocations;

perhaps the resistance to unfaulting may have been due

to the low irradiation temperature (200°C) and pinning

e�ect by He/H clusters as described below.

Fig. 2. Bright and dark ®eld TEM micrographs taken near

B ' h1 1 0i for: (a) 1.7 dpa, (b) 15 dpa, and (c) 80 dpa. Black

dot number density approached a saturation near or below 1.7

dpa, and Frank interstitial loops evolved between 1 and 15 dpa.

Fig. 3. Bright and dark ®eld TEM micrographs taken near

B ' h1 1 2i for: (a) 15 dpa, and (b) 80 dpa. The loop micro-

structures of 15 and 80 dpa were similar.
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Despite the high concentration of injected helium (1.6

at.% at 80 dpa), no cavities were observed. However, the

®nely scalloped appearance of the loops indicated that

loops are pinned probably by small invisible gas bub-

bles, (see the dark ®eld loop images in Fig. 3). Helium

bubbles are known to exert a pinning e�ect on loop

growth and produce a scalloped loop structure due to

bowing between two pivotal bubbles. Such an example

was clearly demonstrated for loops formed in Ti-modi-

®ed stainless steel irradiated at 675°C with 4 MeV Ni

and 0.2±0.4 MeV He dual ion-beams [15] and P7 au-

stenitic alloy neutron irradiated in the Oak Ridge Re-

search Reactor (ORR) [16]. Helium clusters are also

believed to contain hydrogen based on nuclear reaction

analysis data reported previously, in that hydrogen re-

tention was found to be enhanced in the presence of

helium [6].

4. Discussion

In the temperature regime of primary interest for SNS

components (<200°C), the triple ion-beam irradiation

results showed that the defect cluster (black dot) density

increased rapidly at a fraction of a dpa and saturated

within a few dpa. Thereafter, a conversion of interstitial

defect clusters to Frank loops occurred slowly up to

K 15 dpa. Beyond that, no appreciable change in defect

microstructure (black dots and Frank loops) occurred.

The microstructure at 80 dpa was very similar to that at

15 dpa, suggesting that the defect microstructure had

reached a dynamic steady-state near or below 15 dpa.

Since black dots and loops are recombination sites for

vacancies and interstitials, the negligible change in defect

number density between 15 and 80 dpa is attributable to

the high sink density attained at saturation and the en-

suing enhanced recombination of point-defects.

The primary microstructural features introduced

during triple ion-beam irradiation at 200°C were black

dots, Frank loops, and, although not visible, small He/H

clusters. From a relationship between number density

(N) and average distance 1/(N)1=3 and our experimen-

tally measured defect number densities at saturation,

average distances among black dots and loops were

found to be ' 22 and 32 nm, respectively. Similar mi-

crostructural evolution was also observed for austenitic

steels irradiated by neutrons and ions [17±19], although

microstructural saturation occurred at somewhat vary-

ing dose levels near 10 dpa, perhaps due to di�erences in

alloy composition, thermomechanical treatment, irradi-

ation temperature, damage rate, and helium generation

rate.

During the triple-beam irradiations, hardness in-

creased rapidly within a few tenths of a dpa and ap-

proached a saturation near 1 dpa, following the trend of

black dot number density. Only a small increase in

hardening occurred beyond a few dpa, suggesting that

vacancy clusters, interstitial loops and helium made

small contributions to hardening. A similar trend was

also observed for various AISI 316 austenitic steels

neutron irradiated below 100°C [20±23]. This tempera-

ture is considered to be comparable to the 200°C ion

irradiation temperature because of the shift of peak

damage temperature for the higher ion damage rate as

mentioned already [10]. Figs. 4 and 5 illustrate the dose

dependence of yield strength and elongation, respec-

tively, for AISI 316 austenitic steels neutron irradiated

below 100°C. The neutron data were compiled from

Fig. 4. Yield strength (YS) and ultimate tensile strength (UTS)

as a function of dose for AISI 316 stainless steel irradiated by

neutrons �E > 1 MeV� below 100°C. Both YS and UTS in-

crease rapidly up to 1 dpa (black dot evolution regime) and

thereafter show little change. The original data are from Refs.

[19±21].

Fig. 5. Uniform and total elongation as a function of dose for

AISI 316 stainless steel irradiated by neutrons �E > 1 MeV�
below 100°C. The most rapid reduction in elongation occurs

below 1 dpa (black dot evolution regime) although it declines

continuously with increasing dose. The original data are from

Refs. [19±21].
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various sources, so there is considerable scatter in data.

In spite of the scatter, it is clear that most of the yield

strength increase occurred very rapidly within a few

tenths of a dpa and showed very small increase beyond

1 dpa, similar to the trend of hardness (Fig. 4). Although

the elongation decreased continuously with dose until a

complete ductility loss occurred above 10 dpa, again the

elongation reduction per unit dose was the highest in the

black dot evolution regime �< 1 dpa�, see Fig. 5.

It is known that radiation induced defects such as

voids, bubbles, precipitates, black dots (vacancy clusters

and small loops), Frank loops (large loops), and dislo-

cations inhibit or retard dislocation motion, thereby

increasing the ¯ow stress of the material. All of these

extended defects are responsible for the changes in me-

chanical properties for alloys subjected to irradiation

[24±29]. Of these barriers, Frank loops are considered to

be strong barriers for macroscopic deformation, fol-

lowed by black dots as intermediate, and gas bubbles as

weak barriers [29]. However, since the change in me-

chanical properties (hardness, yield strength, and elon-

gation) was the largest per unit dose in the black dot

dominant regime, the black dot number density seems to

be the most important factor in a�ecting mechanical

properties at low temperatures; note that the black dot

number density was an order of magnitude higher than

that of Frank loops.

Deformation in irradiated steel occurs primarily by

normal dislocation slip, twinning, and channeling (an-

nihilation of small defect clusters and loops on slip

planes by glissile dislocations) [28±31]. In the channeling

process, dislocations clear out defects along the path and

subsequent dislocations tend to glide along the cleared

path resulting in a channel, free of defects [29]. With

increasing dose, dislocation motion, cross slip, and jog

formation become progressively more di�cult because

of increasing interaction with defects (black dots and

loops). Moreover, in an fcc system, a moving dislocation

interacts with loops oriented in four di�erent {1 1 1}

planes [32], and the sessile nature of faulted loops,

multiplicity of jog formation direction, and pinning by

helium clusters all exert augmented barrier e�ects for

moving dislocations. Thus, in a highly defected micro-

structure, most deformation is likely to occur by chan-

neling with the surrounding defected region remaining

undeformed [28]. In irradiated materials, therefore, lo-

calized plastic deformation tends to occur on these

cleared channels without signi®cant work hardening

resulting in a failure with reduced elongation.

Under the SNS condition, the helium generation rate

would be 50±200 appm/dpa, over two to three orders of

magnitude higher than that of ®ssion neutron irradia-

tion �' 0:4 appm=dpa�. Loops pinned by He/H clusters

are not only di�cult to grow but also di�cult to shear

and thus exert a stronger barrier e�ect to moving dis-

locations. This may accentuate localized deformation

induced ductility loss. It is also known that helium ac-

cumulation at grain-boundaries causes embrittlement,

but probably not at these low temperatures. Thus, a

microstructural (black dot and loop) saturation alone

may not be a su�cient criterion in evaluating materials;

the possible e�ects of helium/hydrogen must also be

considered. In fact, an almost total loss of uniform

elongation in tensile tests was observed at a dose level of

3 dpa for austenitic stainless steels irradiated below

100°C by 800 MeV protons at the Los Alamos Neutron

Scattering Center (LANSCE) accelerator, where He and

H generation rates were comparable to those of SNS

[33]. A substantial ductility loss (strain reduction from

' 30% to ' 8%) was also observed for a AISI 316 L

steel implanted with 0.45 at.% helium (' 0:45 dpa) at

300°C [34].

A relation between microstructure and macroscopic

deformation characteristics is illustrated in Fig. 6. In our

triple-beam experiments, microstructural evidence

showed that black dot number density was almost an

order of magnitude higher than that of loops at the

saturation dose. The initial hardening and yield strength

increase can be attributed entirely to black dots (Figs. 1

and 4). Although the elongation reduction rate was the

largest in the black dot evolution regime (Fig. 5), it de-

clined continuously with dose throughout the entire

range of microstructural evolution up to ' 10 dpa. Since

black dots evolved at the earliest dose and in the highest

number density, they acted as the major barrier to the

onset of plastic deformation �< 1 dpa�, whereas Frank

loops and He/H clusters produced an additional resis-

tance to plastic deformation at higher doses as they

evolved. With increasing temperature, however, the ra-

tio of black dots to Frank loops declines as black dots

Fig. 6. Schematic representation of microstructural evolution

and expected macroscopic mechanical property changes for

EC316LN steel irradiated by triple ion-beams at 200°C. This

representation may also be relevant for the materials subjected

to a ®ssion or fusion reactor irradiation environment, particu-

larly at low temperatures (<400°C) where dynamic recovery is

not signi®cant during irradiation.
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convert to loops. With further increase of temperature

�J 350°C�, loops grow faster as the number density

declines due to enhanced kinetics, and cavity formation

is also facilitated. Thus a maximum loop and cavity

barrier strength appeared around 300±330°C for the

neutron case [17,20,29].

Although hardness change showed a similar dose

dependence as yield strength, neither hardness nor yield

stress alone could provide adequate information to

evaluate ductility loss by irradiation. They cannot be

used as a criterion to determine the degradation of me-

chanical performance. Importantly, a comparison be-

tween neutron data and triple ion-beam microstructure

indicated that a severe reduction in uniform elongation

(macroscopic deformation) may occur at a dose level

where the defect microstructure (black dots and loops)

saturates. However, under SNS conditions, ductility loss

may occur at a lower dose level because of the high

helium and hydrogen generation. This seems to be

consistent with the data from a 800 MeV proton irra-

diation experiment [33].

5. Conclusions

For an assessment of the performance of future SNS

target materials, hardness change and microstructural

evolution during irradiation were investigated for

EC316LN austenitic steel irradiated by triple ion beams

(3.5 MeV Fe�, 360 keV He�, and 180 keV H�) at 200°C.

The results showed that black dots evolved very rapidly

within a few tenths of a dpa and saturated at 1� 1023±

2� 1023 mÿ3 below ' 2 dpa. Frank interstitial loops

started to evolve below ' 1 dpa and saturated at

2� 1022±3� 1022 mÿ3 near or below 15 dpa. Although

cavities were not visible, severely scalloped loop features

suggested that loops were decorated by small He/H

clusters.

From triple ion-beam, neutron, and 800 MeV proton

irradiation data, it was shown that black dots, which

appeared at the earliest dose and in the highest number

density, dictated the changes in mechanical properties.

Thus, most of the increase in hardness and yield strength

occurred in the black dot evolution regime �< 1 dpa�.
Although the highest elongation reduction rate was also

in the black dot regime, elongation was reduced con-

tinuously as Frank loops and He/H clusters evolved,

suggesting that black dots, Frank loops, and He/H

clusters, all contributed.

A direct comparison between triple ion-beam and

neutron data may not be exact because of the three or-

ders of magnitude di�erence in damage rate. However,

at low temperatures, theoretical calculations based on a

kinetic model revealed that the interstitial and vacancy

cluster strength would become less sensitive to damage

rate because defect supersaturation would dominate

over a thermal annealing e�ect [27]. Guided by the pre-

sent ion data, and neutron data obtained previously, a

signi®cant ductility loss is expected near a dose level of

' 10 dpa, at which the loop microstructure saturates

and He/H accumulation becomes signi®cant. However,

the helium and hydrogen e�ects should be further stud-

ied for a better assessment of the SNS target lifetime.

Finally, an important outcome from this work is the

suggestion that macroscopic materials properties might

be appraised from small TEM specimens. This mapping

would require de®nitive microstructural correlation to

macroscopic deformation behavior as well as a theo-

retical basis to con®rm such a relationship. Information

gained from this work is not only of immediate interest

for the SNS project, but also provides a stepping stone

to establish the fundamental basis to map mechanical

properties of radiation-induced microstructure for ma-

terials subjected to radiation. Such information would

also enable better alloy design for ®ssion and fusion

reactor materials.
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Abstract

In an e�ort to develop alloys for ®ssion and fusion reactor applications, 28Fe±15Ni±13Cr base alloys were fabricated

by adding various combinations of the minor alloying elements, Mo, Ti, C, Si, P, Nb, and B. The results showed that a

signi®cant fraction of undesirable residual oxygen was removed as oxides when Ti, C, and Si were added. Accordingly,

the concentrations of the latter three essential alloying elements were reduced also. Among these elements, Ti was the

strongest oxide former, but the largest oxygen removal (over 80%) was observed when carbon was added alone without

Ti, since gaseous CO boiled o� during melting. This paper recommends an alloy melting procedure to mitigate solute

losses while reducing the undesirable residual oxygen. In this work, 14 di�erent types of precipitate phases were iden-

ti®ed. Compositions of precipitate phases and their crystallographic data are documented. Finally, stability of precipitate

phases was examined in view of Gibbs free energy of formation. Ó 2000 Elsevier Science B.V. All rights reserved.

PACS: 64.75.+g; 81.30.Mh

1. Introduction

This work was carried out in the course of developing Fe±Cr±Ni base austenitic stainless steels for ®ssion and

possible fusion reactor materials applications. Historically, various alloying elements have been added to steels during

fabrication to improve or control ductility, hardenability, formability, and other properties such as resistance to

corrosion, oxidation, and creep [1]. For reactor applications, however, additional considerations are required for

alloying to mitigate the degradation of alloys by radiation induced cavity swelling, solute segregation, creep, and

radiation hardening. Currently available heavy ion and neutron irradiation data suggest that small quantities of

impurities or alloying elements can have large e�ects on the materialsÕ response to radiation [2,3]. In particular, it has

been known that while oxygen promotes cavity formation [4,5], ®ne carbide, phosphide, and silicide particles asso-

ciated with Ti, C, P, and Si additions suppress cavity growth by trapping and dispersing gas atoms at particle±matrix

interfaces (i.e., MC, M2P, radiation induced c0) [6±8]. Therefore, it is important to minimize residual oxygen and to

maintain certain precipitate forming elements to desired levels during alloy fabrication. Moreover, in the presence of

excessive oxygen, the crucial alloying elements such as Ti, C, and Si form oxides, and their e�cacy as carbide or

silicide forming agents diminishes, although they appear to be present in alloys in chemical analysis. Therefore, it is
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important to ensure that required alloying elements are maintained to desired levels and kept in an active state or in

solution during alloy fabrication. With this objective in mind, a set of 28Fe±15Ni±13Cr base alloys were fabricated.

E�ects of alloying elements on precipitate phase stability and their impact on the ®nal alloy compositions were

systematically investigated. Finally, based on thermodynamic considerations, a proper alloy melting procedure, which

facilitates the control of solute concentrations, is described. The same set of alloys was aged at 600°C and 675°C to

study thermal e�ects in Part II (this issue), and also irradiated by heavy ions in Part III (this issue) and neutrons to

investigate alloy responses to irradiation. Some of the ion and neutron data were reported previously in Refs. [9,10],

respectively.

2. Alloy fabrication and characterization

A ternary Fe±15Ni±13Cr alloy was procured from Combustion Engineering, Chattanooga, Tennessee. The alloy was

prepared by melting high purity electrolytic Fe, Cr, and Ni charges using argon blanked induction heating. Table 1

shows the chemical analysis of Heat No. 3756 ingot used in this study. Oxygen was a notable impurity at 0.031 wt%.

From this master ternary ingot, 28 compositional variant alloys were fabricated by adding one or several alloying

additions. Bars of 500 g each (13 mm ´ 25 mm ´ 130 mm) were prepared at ORNL using the non-consumable arc

melting and drop casting technique. After removing hot tops, the ingots were subsequently rolled to 0.58 mm sheets

having approximately 23% ®nal cold work. A solution annealing temperature of 1200°C was applied twice during the

intermediate rolling processes to assure a proper dissolution of precipitates, particularly MC particles.

During the preparation of charges, exact amounts of desired alloying elements were added to produce, in wt%, 15

Ni, 13.5 Cr, 2.2 Mn, 2.0 Mo, 0.22 Ti, 0.044 C, 0.85/0.35 Si, 0.05/0.01 P, 0.002 B, and 0.4/0.2 Nb in the ®nal alloys. The

®nal alloy compositions deviated somewhat from the intended compositions due to the loss of precipitates to the hot

tops. The chemical compositions of the sheet alloys (not hot tops) are summarized in Tables 2 (Basic alloy series) and 3

(Engineering alloy series). In particular, oxygen analyses were carried out to con®rm the exact residual oxygen contents

in the ®nal sheet alloys by using various analytical means such as vacuum fusion, calorimetric, gravimetric, and LECO

T-36 (glow discharge gas analysis) methods. Of particular interest, for alloys with Ti, Si, and C additions, the residual

oxygen contents in the sheets were substantially less than that in the master ternary stock. This was mainly because

large fractions of light oxide and carbide particles ¯oated up during melting and were subsequently removed with hot

tops. Details will be discussed in later sections.

3. Precipitate analysis

Precipitate phases in the sheet alloys and hot tops were analyzed to understand the ®nal alloying conditions. Pre-

cipitates were extracted by electrolytically dissolving the ®nal sheet materials and slices from selected hot tops. Ex-

traction was done by applying 50 mA current in 10% hydrochloric acid and 90% methyl alcohol electrolyte. Precipitate

weight fractions were determined by weighing residues. The precipitate compositions were then analyzed using energy

dispersive spectroscopy (EDS) techniques, and crystal structures were determined by X-ray di�raction powder method

and transmission electron microscopy (TEM). When particle volume fractions were too small for X-ray analysis or

particles were too thick for TEM, crystal structures were derived from the stoichiometric relationship obtained from

EDS. A JEM-120CX electron microscope equipped with an energy dispersive X-ray detector was used for EDS and

TEM. Details of experimental procedures were described elsewhere [11].

Fourteen precipitate phases were identi®ed in as-fabricated alloys. Table 4 summarizes the types of precipitate

phases and their weight fractions found in the sheet alloys. Table 5 summarizes crystallographic data and compositions

of the precipitate phases found in all B- and E-series alloys. The precipitate weight fractions in hot tops were several-

fold to an order of magnitude higher than those in the corresponding sheet alloys, suggesting that signi®cant fractions

of light oxide particles ¯oated up during melting. Speci®c gravities of TiO, TiC, SiO (SiO2 and Si mixture), CO are 4.93,

Table 1

Chemical analysis of ingot (wt%)a

Fe Cr Ni Mo Ti Si Mn C P Nb B N O

Bal 12.96 15.08 0.01 <0.01 0.04 <0.01 0.008 0.003 <0.01 <0.001 0.012 0.031

a Trace elements of S, V, Cu, Al, and Co also exist but are less than 0.01 wt%.

2 E.H. Lee, L.K. Mansur / Journal of Nuclear Materials 278 (2000) 1±10



T
a
b

le
2

C
o

m
p

o
si

ti
o

n
o

f
B

-s
er

ie
s

a
ll

o
y
s

(w
t%

)a

A
ll

o
y

s
F

e
C

r
N

i
M

o
T

i
S

i
M

n
C

P
N

b
B

N
O

B
1

B
a
l

1
3

.7
9

1
4

.9
5

)
)

)
)

)
)

)
)

)
0
.0

3
0

B
2

B
a
l

1
3

.6
9

1
4

.9
6

)
0
.1

7
)

)
)

)
)

)
)

0
.0

1
1

B
3

B
a
l

1
3

.6
6

1
5

.0
2

)
)

0
.8

3
)

)
)

)
)

)
0
.0

1
9

B
4

B
a
l

1
3

.7
4

1
4

.8
8

)
)

)
)

)
)

)
0
.0

0
1

)
0
.0

3
1

B
5

B
a
l

1
3

.6
8

1
4

.9
4

)
0
.1

7
)

)
0
.0

4
0

)
)

)
)

0
.0

0
4

B
6

B
a
l

1
3

.3
6

1
5

.0
4

1
.9

7
0
.1

9
)

)
0
.0

5
6

)
)

)
)

0
.0

0
3

B
7

B
a
l

1
3

.5
5

1
5

.0
1

)
0
.1

6
0
.8

3
)

0
.0

4
1

)
)

)
)

0
.0

0
4

B
8

B
a
l

1
3

.7
0

1
4

.9
5

)
0
.1

6
)

)
0
.0

3
7

)
)

0
.0

0
1

)
0
.0

0
6

B
9

B
a
l

1
3

.7
1

1
5

.2
3

)
)

)
)

)
0
.0

4
9

)
)

)
0
.0

3
1

B
1
0

B
a
l

1
3

.6
4

1
5

.1
5

)
)

0
.8

4
)

)
0
.0

5
0

)
)

)
0
.0

2
0

B
1
1

B
a
l

1
3

.6
3

1
5

.2
0

)
0
.1

8
)

)
0
.0

4
1

0
.0

4
9

)
)

)
0
.0

1
3

B
1
2

B
a
l

1
3

.5
8

1
5

.1
5

)
0
.1

7
0
.8

3
)

0
.0

4
4

0
.0

4
9

)
)

)
0
.0

0
4

B
1
3

B
a
l

1
3

.4
2

1
4

.8
8

)
)

)
)

0
.0

2
5

)
0
.4

0
)

)
0
.0

0
5

B
1
4

B
a
l

1
3

.6
9

1
4

.9
0

)
)

)
)

)
0
.0

1
0

)
)

)
0
.0

3
1

a
N

o
t

a
d

d
ed

b
u

t
sh

o
w

ed
re

si
d

u
a

l
im

p
u

ri
ti

es
:

<
0

.0
1

M
o

,
<

0
.0

1
T

i,
<

0
.0

5
S

i,
<

0
.0

1
M

n
,

<
0
.0

0
8
C

,
<

0
.0

0
4
P

,
<

0
.0

1
N

b
,

<
0
.0

0
1
B

,
<

0
.0

1
5
N

.

E.H. Lee, L.K. Mansur / Journal of Nuclear Materials 278 (2000) 1±10 3



T
a
b

le
3

C
o

m
p

o
si

ti
o

n
o

f
E

-s
er

ie
s

a
ll

o
y
s

(w
t%

)a

A
ll

o
y

s
F

e
C

r
N

i
M

o
T

i
S

i
M

n
C

P
N

b
B

N
O

E
1

B
a
l

1
3

.1
4

1
5

.1
0

1
.9

8
0
.1

9
0
.8

2
2
.1

3
0
.0

5
9

)
)

)
)

0
.0

0
4

E
2

B
a
l

1
3

.4
1

1
4

.9
7

)
0
.1

9
0
.8

0
2
.1

6
0
.0

5
5

)
)

)
)

0
.0

0
3

E
3

B
a
l

1
3

.1
9

1
5

.0
7

1
.9

7
0
.1

7
0
.8

2
)

0
.0

5
3

)
)

)
)

0
.0

0
4

E
4

B
a
l

1
3

.2
1

1
5

.1
1

1
.9

8
)

0
.8

3
2
.1

3
0
.0

4
0

)
)

)
)

0
.0

0
6

E
5

B
a
l

1
3

.1
8

1
5

.1
5

1
.9

8
0
.1

7
0
.8

3
2
.1

4
)

)
)

)
)

0
.0

0
8

E
6

B
a
l

1
3

.2
4

1
5

.0
7

1
.9

7
0
.1

7
0
.3

7
2
.1

4
0
.0

4
7

)
)

)
)

0
.0

0
3

E
7

B
a
l

1
3

.3
3

1
5

.0
5

1
.9

7
0
.1

7
)

2
.1

6
0
.0

4
4

)
)

)
)

0
.0

0
3

E
8

B
a
l

1
3

.1
5

1
5

.1
2

1
.9

8
0
.1

7
0
.8

4
2
.1

4
0
.0

5
4

0
.0

4
4

)
)

)
0
.0

0
4

E
9

B
a
l

1
3

.2
3

1
5

.1
1

1
.9

7
0
.1

7
0
.3

5
2
.1

3
0
.0

3
6

0
.0

4
3

)
)

)
0
.0

0
3

E
1
0

B
a
l

1
3

.3
0

1
5

.0
8

1
.9

8
0
.1

8
)

2
.1

3
0
.0

4
6

0
.0

4
6

)
)

)
0
.0

0
4

E
1
1

B
a
l

1
3

.1
5

1
5

.2
3

1
.9

9
)

0
.8

4
2
.1

3
0
.0

3
5

)
0
.4

5
)

)
0
.0

0
3

E
1
2

B
a
l

1
3

.1
9

1
5

.1
2

1
.9

5
)

0
.3

5
2
.1

2
0
.0

2
3

)
0
.4

2
)

)
0
.0

0
5

E
1
3

B
a
l

1
3

.2
0

1
5

.0
9

1
.9

5
)

)
2
.1

2
0
.0

1
9

)
0
.4

1
)

)
0
.0

0
9

E
1
4

B
a
l

1
3

.2
0

1
5

.0
9

1
.9

7
0
.0

9
)

2
.1

5
0
.0

4
4

)
0
.2

3
)

)
0
.0

0
3

a
N

o
t

a
d

d
ed

b
u

t
sh

o
w

ed
re

si
d

u
a

l
im

p
u

ri
ti

es
:

0
.0

1
M

o
,

<
0

.0
1
T

i,
<

0
.0

1
S

i,
0
.0

0
9
C

,
<

0
.0

0
3
P

,
<

0
.0

1
N

b
,

<
0
.0

0
2
B

,
<

0
.0

1
1
N

.

4 E.H. Lee, L.K. Mansur / Journal of Nuclear Materials 278 (2000) 1±10



4.93, 2.13, 0.00125, respectively, smaller than that of Fe±Cr±Ni steels, '8.9 g/cm3. Analyses con®rmed that precipitate

phases in the hot tops were mostly oxide and carbide particles. Consequently, both the solute contents (Ti, C, Si) and

the residual oxygen remaining in the sheet alloys were less than original additions.

3.1. Oxygen gettering by alloying elements

The master alloy had '0.03 wt% residual oxygen. The residual oxygen content was reproduced in alloys B1, B4, B9,

and B14, which had no Ti, C, and/or Si additions. On the other hand, alloys with Ti, C, and/or Si additions showed 30%

(B3, B10) to almost 90% (B5, B6, B7, B12) reduction in residual oxygen. During melting 0.22 wt% Ti was added, but

analyses showed that only about 0.17 wt% Ti was retained in the ®nal sheet alloys. About 0.05 wt% titanium loss was

accompanied by '0.02 wt% oxygen loss in B2 alloy, indicating that titanium oxide was in the form of monoxide, TiO.

The structure of TiO was con®rmed by X-ray di�ractometry of the extracted particles. About 0.02 wt% silicon loss was

accompanied by 0.01 wt% oxygen reduction in B3 alloy, suggesting that the silicon oxide particles were in the oxygen

poor monoxide form, SiO. As will be discussed later, SiO is believed to exist as a condensed mixture of vitreous SiO2

and Si. In alloy B13, about 0.02 wt% carbon loss was accompanied by 0.023 wt% oxygen loss, suggesting that the

oxygen and carbon were lost again as monoxide, CO.

About 30% oxygen reduction was observed in alloy B3, which has only Si added. About 60% oxygen reduction was

observed in alloy B2 which has only Ti added. About 80% oxygen reduction was observed in alloy B13, which has C but

has neither Ti nor Si. However, when both Ti and C were present together as in alloys B5, B6, B8, and B11, carbon

appeared to have little e�ect on oxygen reduction, since oxygen reduction was accompanied by Ti reduction with little

change in C concentration. Although the experimental evidence suggested that Ti was the strongest oxide former

followed by C and Si, surprisingly the most e�cient oxygen removal was achieved by carbon if Ti was not present. This

was mainly because gaseous carbon monoxide, CO, was boiled o� easily during melting. As will be discussed further,

when Ti was present, TiO formation was preferred to CO, and oxygen removal e�ciency was diminished because some

fraction of TiO remained in the sheet alloy.

Substantial reduction of residual oxygen was also seen in alloys with Nb and C but no Ti (B13, E12, E13).

The oxygen reduction was accompanied by a reduction of carbon but no appreciable niobium reduction

was observed, although X-ray analyses revealed the presence of NbO and NbC particles. Speci®c gravities of

NbO and NbC are 7.3 and 7.6 g/cm3, respectively, close to that of the host ternary. It is thus believed that most

oxygen loss occurred by CO emission and the heavy niobium oxide and carbide particles were retained in the sheet

alloys.

All E-series alloys showed at least 70% reduction in residual oxygen in response to Ti, C, and/or Si additions. There

was no apparent nitrogen e�ect on alloy compositions although there was about 0.01 wt% trace nitrogen in the master

ternary. In most alloys, a few yellow diamond shaped nitride particles could be seen under an optical microscope. In the

following, speci®c characteristics of individual precipitate phases are described.

Table 4

Precipitate phases and their weight fractions in Fe±15Ni±13Cr base stainless steels

Alloys Precipitate phases Weight fraction (%) Alloys Precipitate phases Weight fraction (%)

B1 Cr2O3 0.078 E1 TiO, TiC, MC, Ti10S3 0.187

B2 TiO, Ti5S4 0.062 E2 TiO, TiC,Ti2S 0.225

B3 SiOa 0.013 E3 TiO, TiC,Ti2S 0.167

B4 Cr2O3 0.062 E4 Cr2O3, G 0.026

B5 TiO, TiC 0.085 E5 TiO 0.107

B6 TiO, TiC 0.066 E6 TiO, TiC, Ti10S3 0.140

B7 TiO, TiC 0.119 E7 TiO, TiC,Ti2S 0.114

B8 TiO, TiC 0.112 E8 TiO, TiC, MC, Ti2S 0.032

B9 Cr2O3 0.092 E9 TiO, TiC 0.020

B10 SiOa, Cr2O3, CrS 0.030 E10 TiO, TiC 0.082

B11 TiO, TiC, M2P 0.107 E11 NbO, NbC, SiOa 0.166

B12 TiO, TiC, M2(P, Si) 0.229 E12 NbO, NbC 0.092

B13 NbO, NbC, CrS 0.127 E13 NbO, NbC 0.085

B14 Cr2O3, CrS 0.072 E14 NbO, TiO, TiC 0.136

a SiO exists in the form of vitreous SiO2 and Si mixture.
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3.2. Identi®cation of precipitates

Chromium oxide (Cr2O3) precipitates were found as large spherical particles, often larger than 3 lm. Compo-

sition measured by EDS showed 100% chromium, excluding oxygen which, although present, could not be

measured by EDS because of the limitations of the instrument used. X-ray di�ractometry con®rmed a hexagonal

structure consistent with the ASTM Powder Data File of Cr2O3. The chromium oxide particles were found mainly

in alloys B1, B4, B9, B10, and E4 which lack Ti and/or C, suggesting that Ti and C are stronger oxide former

than Cr.

Silicon oxide (SiO, an intimate mixture of vitreous SiO2 and Si) particles were present in almost perfect spherical

shapes, a typical morphology of high temperature melting products. Silicon oxide particles were found in alloys with

Si but no Ti or C. Particle sizes ranged from a few tenths of nanometer to a few micrometers. EDS analysis showed

100% silicon, again not counting oxygen due to the detection limitation. As mentioned already, however, the stoi-

chiometry derived from oxygen and silicon losses indicated that the atomic ratio of Si and O in the particles is

approximately equal to one (Si/O� 1). X-ray analysis did not show any discernible peaks from these particles, and

thus the crystal structure of these particles could not be determined. Gibbs free energy of formation (Fig. 1, data

from [12]) indicates that SiO may form initially as gas phase at high temperatures (>2000 K), but being unstable

dissociates into a mixture of vitreous SiO2 and Si as it condenses [13]. SiO is listed as a solid phase having a melting

point greater than 1702°C in the CRC Handbook of Chemistry and Physics. However, the ASTM Powder Data

(Card #30-1127) for SiO did not record its crystallographic information, perhaps due to the amorphous nature of the

mixture.

Since both titanium monoxide (TiO) and titanium carbide (TiC) have the same Fm�3m space group cubic crystal

structure and very similar lattice parameters, it was di�cult to distinguish them using X-rays alone. EDS also

showed 100% Ti for both phases, excluding oxygen or carbon. These melt-products of titanium were generally much

larger in size compared to MC particles that precipitate at lower temperatures, as described below. X-ray di�raction

showed peaks of Fm�3m space group crystal structure. However, the peak widths were broader than usual due to

superposition of peaks from TiO and TiC phases. The average lattice parameters measured were in the range of

0.4251±0.4293 nm, close to or smaller than the lattice parameters recorded in the ASTM Powder data for both TiO

(0.4293 nm) and TiC (0.4329 nm). The deviations suggest that perhaps TiO and TiC particles are non-stoic-

hiometric.

Although it will be described further in Part II and III of this issue, here it should be pointed out that TiC, TiO,

TiN, NbC, NbO, all share the same crystal structure, have similar lattice parameters, and have a capacity to

Fig. 1. Gibbs free energy of formation [12] as a function of temperature for various precipitate phases.
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accommodate alloying elements such as Cr, Fe, and Mo. Therefore these phases generally occur in a complex form of

�Ti; Nb; Mo; Fe; Cr� � �C; N� whenever these constituent elements are present. Such precipitate phases are often

designated as MC. X-ray analyses indicated that two distinct peaks appeared when carbide and oxide phases were

present together, hinting that oxygen partition in MC phase would be minimal if present, and oxide particles were

likely to exist as a separate phase. In the alloys investigated in this work, most Nb containing alloys did not include

Ti. In such cases, the precipitate phases are identi®ed as NbC (instead of MC) or NbO although they may include

other elements.

In the E-series alloys containing Mo, Ti, and C, EDS con®rmed that there were also various Mo-rich titanium

carbides (MC) in addition to the pure Ti particles (TiC, TiO) mentioned above. The latter particles were generally

smaller in size, suggesting that these particles formed at lower temperatures during the cooling process. X-ray dif-

fraction con®rmed Fm�3m space group crystal structure for MC particles extracted from E1 alloy. The di�raction peaks

were split due to peak overlaps, suggesting that MC, TiO, and TiC phases were all present together. The MC, TiO, and

TiC phases have the same crystal structure and very similar lattice parameters. The average lattice parameter of these

particles was about 0.4283 nm.

All niobium containing alloys showed very irregularly shaped Nb-rich particles. Particle sizes varied from a few

tenths of nanometers to several micrometers. EDS analysis showed the composition of these particles was mostly Nb,

occasionally with small quantities of Fe and/or Cr. X-ray di�raction showed double peaks due to the overlap of NbC

and NbO peaks, but the NbC peak intensities were an order of magnitude larger than those of NbO. Although X-ray

powder data did not reveal the structure type of NbO, the parallel nature of the NbC and NbO peaks suggests that NbO

has the same Fm�3m space group cubic crystal structure as NbC. Although NbO phase is known to exist in two types of

space group, Fm�3m and Pm�3m, the lattice parameter measured by X-ray showed a most close match with that of

Fm�3m in the X-ray powder data cards.

Phosphorous-rich phases were found in all phosphorous containing alloys. Compositions of the particles varied

considerably but showed approximately an M2P stoichiometric relation. In establishing the stoichiometric relation-

ship, the elements Ti, Cr, Fe, and Ni were considered to be in the M-sites and Si in the P-sites, after the classical work

by Rundqvist [14]. The crystal structure of phosphide could not be determined because precipitate volume fractions

were too small for X-ray di�raction. However, as will be shown in Part III (this issue), when the same alloys were

irradiated by ions or neutrons, extensive phosphide formation occurred. In such cases, phosphide precipitates could

be extracted, and the d-spacings matching with the hexagonal Fe2P powder data were con®rmed by TEM di�raction

ring analysis.

Sul®de particles were found in various compositional and stoichiometric forms. The major constituents of sul®des

were either Ti or Cr with small quantities of Fe, Mo, and Nb. Since sulfur was a trace impurity, sul®de particle number

densities were extremely low. Surprisingly, among several hundreds of particles analyzed by EDS, MnS particles could

not be spotted, although the formation of MnS is expected in view of thermodynamics. Since most sul®des were found

to be in the form of TixSy , MnS formation appeared to be suppressed in the presence of titanium. Approximate sto-

ichiometric relations derived from EDS analyses are summarized in Table 5.

A few unidenti®able precipitate phases were also present. One of them was a Mn-rich silicide phase having a typical

composition of 19Si±3Ti±6Cr±72Mn in atomic percent. This phase was tentatively identi®ed as G-phase, considering

that the manganese fraction is similar to that in Th6Mn23 type G-phase with Fm�3m cubic crystal structure. Yellowish

diamond or square shaped particles were observed under optical microscopy examination, particularly for Ti-con-

taining alloys. These particles are believed to be titanium nitride based on their color and morphology. No X-ray

con®rmation was made because of their small volume fractions.

4. Thermodynamic considerations

Chemical analyses revealed that there was a clear correlation between alloying elements and the residual oxygen

contents in the ®nal sheet alloys. The evidence indicated that the oxide forming e�cacy decreased in the order of ti-

tanium, carbon, silicon, and chromium. However, carbon acted as the most e�cient oxygen remover if Ti was not

present. This is because the gaseous CO boiled o� easily from the system. Most oxide particles were found to be in

oxygen poor monoxide forms such as TiO, CO, and SiO (a mixture of amorphous SiO2 and Si) instead of TiO2, CO2,

and crystalline SiO2, perhaps due to the low oxygen levels (<0.03 wt%) in the alloys. The results, however, showed that

the oxide forming trends were consistent with Gibbs free energies of formation. Empirical relations of the standard

Gibbs free energies of formation (DG�f in J/mol) at a given oxygen level are shown below for TiO, CO (gas), SiO (gas),

SiO2, NbO, Cr2O3, TiC, and NbC phases [12].
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Gibbs free energies were plotted as a function of temperature for the above equations in Fig. 1. In agreement with

the experimental observations, TiO has the lowest Gibbs free energy of formation within the temperature range of

interest, suggesting that TiO would be the most stable phase among them. Although carbon alone acted as the most

e�cient oxygen removing agent, its oxygen removing capacity was diminished in the presence of titanium because TiO

formation became preferred over CO, and TiO particles could not be removed as easily as CO. Formation of chromium

oxide was suppressed in alloys with Ti, C , and Si as expected, particularly at high temperatures.

When both carbon and oxide forming elements were present (i.e., NbC vs. NbO or TiC vs. TiO), carbide particles

appeared to be more abundant than oxide particles despite the higher DG�f for carbide phase. In general, carbide for-

mation is very fast. In our customary thermal aging process, it was found that carbide formation occurred in less than a

minute at 600°C. These fast kinetics might have been responsible for the preponderant carbide. Besides, in the presence of

carbon, oxygen concentration was lowered by the loss of CO during alloy melting, which made the oxide formation

unfavorable. In fact, the oxygen concentration in B13 alloy was reduced to 0.005 wt% from 0.03 wt% of B1 master

ternary. This could have made NbO formation unfavorable because of the depletion of the needed constituent solute.

5. Conclusions

Twenty-eight Fe±15Ni±13Cr base alloys were prepared by adding various alloying elements. Fourteen di�erent types

of precipitate phases were identi®ed. Up to four di�erent precipitate phases were found in any one alloy, depending

upon the alloy composition. The predominant precipitates were oxides, carbides, and minute amounts of phosphides,

and various types of trace sul®des. Chemical analyses revealed that the ®nal alloy compositions were noticeably a�ected

by the formation of oxides and carbides, namely the loss of residual oxygen, Ti, C, and Si. Most losses occurred by

emission of gaseous CO and by ¯oatation of the light oxide, carbide, and silicide particles to the hot tops during

melting. Although titanium was a stronger oxide former than carbon, carbon alone removed oxygen more e�ciently

than Ti alone, because gaseous CO molecules could be removed easily from the system. When Ti was present, TiO

formation was preferred over CO. In such cases, less residual oxygen was removed because a signi®cant fraction of solid

TiO particles was retained in the system. For a similar reason, niobium alone made very little change in residual oxygen

because heavy NbO particles were mostly retained in alloys. Silicon also was less e�cient in removing oxygen than

carbon, since a signi®cant fraction of SiO was retained as a mixture of amorphous SiO2 and Si.

Gibbs free energies for the oxide formation were in the order of DG�f �TiO� < DG�f �CO� < DG�f �SiO; gas�, consistent

with the experimentally observed stability of these phases. However, the stability of NbC vs. NbO did not follow the

trend expected from Gibbs free energy considerations. However, if oxygen levels remaining in alloys and the aspect of

formation kinetics are considered, the experimental ®ndings could be justi®ed.

As mentioned already, it is well known that oxygen promotes cavity formation under irradiation [5,6] and that ®ne

carbide and phosphide particles suppress cavity growth by trapping and dispersing gas atoms at their particle±matrix

interfaces [7±9,15±18]. It is thus very important to minimize the impurity oxygen level and at the same time to maintain

the precipitate forming elements such as Ti, C, Si, and P in solution during alloy fabrication. In this work, however, it

was found that these solute elements were reduced or deactivated when oxides formed. It is important to recognize that,

if alloying elements are in oxide forms, they cannot be active in carbide or silicide forming processes during irradiation.

In such cases, alloys with seemingly adequate bulk compositions may not have e�ective matrix concentrations of de-

sirable solutes and may not be suitable for applications to critical components of ®ssion and fusion reactors. Fortu-

nately however, carbon was found to act as an extremely e�cient oxygen removing agent if Ti was not present.

Therefore, in alloy fabrication, it is recommended to remove impurity oxygen ®rst by melting the Fe±Cr±Ni ternary

with carbon only, determine the remaining carbon level, supplement the missing portion of carbon, add desired alloying

Ti� 1=2O2 ! TiO DG�f � 511703� 89:12T 600±2000 K

C� 1=2O2 ! CO DG�f � 111713ÿ 87:65T 298±2500 K

Si�O2 ! SiO2 DG�f � 902070� 173:64T 700±1700 K

SiO2 � Si! 2SiO DG�f � 709606� 53:97T log T ÿ 520:07T 298±1700 K

Si� 1=2O2 ! SiO DG�f � 96232� 26:99T log T ÿ 173:22T 700±1700 K

2=3Cr� 1=2O2 ! 1=3Cr2O3 DG�f � 386589� 74:27T 298±2100 K

Nb� 1=2O2 ! NbO DG�f � ÿ41568024:06T log T � 161:08T 298 K

Ti� C! TiC DG�f � 182862� 10:01T 298±1155 K

� 186606� 13:22T 1155±2000 K

Nb� C! NbC DG�f � 130122� 1:67T 1180±1370 K
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elements, and ®nally fabricate alloys with conventional melting practices. Finally it should be pointed out that, as

shown in Table 3, all E-series alloys with Ti or C addition have less than 0.006 wt% oxygen. This seemingly low oxygen

concentration occurred, however, at the expense of Ti and/or C losses. Better alloys could have been made if oxygen

were removed by carbon before adding other alloying elements.
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Abstract

The precipitate phase stability in Fe±15Ni±13Cr base austenitic alloys was investigated as a function of minor al-

loying additions after thermally aging at 600°C and 675°C for times ranging from 24 h to one year. Seven major

precipitate phases were found in aged specimens, including M23C6, Laves, Eta (g), TiO, NbC, MC, and M2P. The types

and amounts of precipitate phases varied with alloying element additions, aging temperature, and aging time. By

analyzing the composition of each individual particle, it was possible to determine the essential constituent elements for

each phase. From this information, a strategy to promote or suppress certain precipitate phases was developed. Among

the seven phases, the most desirable precipitate phases were considered to be MC and M2P, because these particles form

on a ®ne scale with a high number density and, therefore, can serve as e�ective gas atom trap sites under irradia-

tion. Ó 2000 Elsevier Science B.V. All rights reserved.

PACS: 64.75.+g; 81.30.Mh; 81.40.Cd

1. Introduction

Fe±Cr±Ni base austenitic alloys, such as AISI 316

and 304 stainless steels, are used in various industrial

applications because they combine outstanding me-

chanical formability with good higher temperature

strength, and oxidation and corrosion resistance. How-

ever, it has been found that when these alloys are used

under neutron irradiation environment as in nuclear

reactor, their serviceable lifetime is greatly compromised

due to properties' degradation. The major cause of de-

gradation was attributable to a long term exposure to

high energy neutrons and temperature. In the past few

decades, considerable progresses have been made in

understanding fundamental mechanisms of radiation

induced damage and in developing radiation resistant

alloys for reactor applications. The most important

agenda was to mitigate the adverse e�ects caused by

transmutation induced helium. Theoretical and experi-

mental work has shown that the most damaging e�ects

at elevated temperature come from agglomeration of

helium atoms and vacancies leading to cavity swelling

and to grain boundary cavitation and embrittlement

[1,2]. Fortunately, however, it was found that such

detrimental e�ects could be suppressed by dispersing

helium atoms on precipitate±matrix interfaces. This re-

quired high number densities of helium traps, which

could be provided by number densities of precipitates.

MC carbide and M2P phosphide particles were found to

be the most e�ective precipitate phases, because they

form in ®ne scale and in high number density during

thermal aging as well as during irradiation [3±5]. How-

ever, inducement of such high number density particles

requires a ®ne tuning of alloy composition, which in

turn requires understanding of the synergistic e�ects of

alloying elements, thermal aging, and irradiation on

phase stability. In Part I (this issue), we present the re-

sults of minor alloying element e�ects on precipitate

phases in the melt products and their implications in
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alloy fabrication. In this paper, we present data on the

e�ects of minor alloying elements on phase stability

during thermal aging. In Part III (this issue), we present

radiation e�ects on phase stability under heavy ion ir-

radiation. For neutron irradiation e�ects, some of the

Fast Flux Test Facility (FFTF) reactor data were re-

ported previously [6].

In the past, numerous investigators studied precipi-

tate phases in austenitic steels. Weiss and Stickler doc-

umented precipitate phases found in AISI 316 stainless

steel [7]. Precipitation reactions in iron-base alloys were

reviewed by Decker and Floreen [8] and by Edmond and

Honeycombe [9]. However, the information in those

reviews was gathered from various sources and the in-

vestigated alloys covered a wide range of base alloy

compositions; thus it was di�cult to di�erentiate the

e�ects of minor alloying elements from the e�ects of

base alloy compositions. Moreover, at that time, it was

di�cult to study the early stages of phase formation

because precipitate volume fractions were often too

small to be analyzed by conventional bulk analysis

methods. However, recent advancements in analytical

electron microscopy have made it possible to analyze the

micro-chemistry of individual particles and have allowed

us to better understand micro-alloying phenomena. In

particular, for specimens aged for very short periods of

time, the identi®cation and characterization of precipi-

tate phases owe much to carbon-replica extraction and

Fig. 1. Typical morphologies of precipitate phases: M23C6 in B12 (500 h/600°C); Laves in E1 (six months/675°C); g in E4 (six months/

675°C); MC in B8 (500 h/675°C); NbC in B13 (500 h/675°C); M2P in E9 (six months/675°C); TiO in B2 (as-melted), and TiO in B2

(500 h/600°C).
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energy dispersive X-ray spectroscopy techniques. In this

work, alloys with various alloying element additions

were thermally aged at 600°C and 675°C for various

periods of time, and the precipitate phases in the aged

specimens were investigated by using transmission elec-

tron microscopy (TEM) and energy dispersive X-ray

spectroscopy (EDS) methods.

2. Experimental

The same 28 Fe±15Ni±13Cr based alloys, whose

fabrication was described in Part I, were used to in-

vestigate thermal aging e�ects. As previously described,

the alloys were prepared by adding one to several al-

loying elements to the Fe±15Ni±13Cr ternary alloy.

Typical concentrations of alloying elements were, in

weight percent, 2.2 Mn, 2.0 Mo, 0.22 Ti, 0.044 C, 0.85/

0.35 Si, 0.05/0.01 P, 0.002 B, and 0.4/0.2 Nb when they

were added. Complete alloy compositions can be found

in Part I. Here, all alloy compositions are expressed in

weight percent (wt%), and precipitate compositions are

in atomic percent (at.%). Carbon and oxygen were not

included in precipitate compositions due to the limita-

tion of EDS in detecting low mass elements with the

instrument used.

Specimens were prepared in the form of TEM disks

from 23% cold-worked sheet alloys. Disks were then

encapsulated in evacuated and helium back-®lled (25

kPa) quartz capsules, and aged at 600°C and 675°C for

the periods of 24 h, 500 h, six months, and one year.

Crystal structure and microchemical analyses were

Fig. 2. Typical EDS spectra for the precipitate phases found in Fe±23Cr±15Ni base austenitic steels aged at 600±675°C.
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carried out by TEM and EDS for precipitate particles

extracted on carbon replicas and also for particles in the

thinned TEM foils, following the routine procedures

established in previous experiments [10]. Detailed TEM

electron di�raction analyses of precipitate phases were

also reported in the previous paper and thus are not

reiterated here. In general, the morphology and com-

position of each precipitate phase were so distinct that

an experienced microscopist could identify them by their

shapes or EDS spectra, even before TEM di�raction

analyses. As a guide, typical morphologies of precipitate

phases are displayed in Fig. 1 and typical compositional

®nger prints determined by EDS are illustrated in Fig. 2

. For analyses, a JEM-120CX analytical transmission

electron microscope equipped with a beryllium window

EDS detector was used. In most cases, it was not di�cult

to distinguish the melt-product precipitate phases from

thermal-aging precipitate phases because their particle

sizes and morphologies were noticeably di�erent from

each other.

3. Results

In Part I, we reported 14 precipitate phases which

occurred during the alloy melting processes. After

thermal aging at 600°C and 675°C, seven major pre-

cipitate phases were developed, which included M23C6,

Laves, Eta (g), TiO, MC, NbC, and phosphides. Among

the seven, the ®rst three were not observed in the melt

products, whereas the latter four were observed to a

lesser degree after melting but developed signi®cantly

more in number but smaller in size during thermal aging.

The precipitates in the melt-product were clearly rec-

ognized by their large and globular morphology. The

precipitates produced by thermal aging were somewhat

di�erent in composition (accommodating a wide range

of impurity elements), morphology (generally smaller in

size and having distinct shapes), abundance (higher in

number density), and distribution (more uniform in size

and space), even though they had the same crystal

structure as the corresponding melt product phase.

Table 1 summarizes the crystallographic information of

these precipitate phases. The types of precipitate phases

and amounts found varied from alloy to alloy because of

the di�erence in alloy compositions, as summarized in

Table 2. Critical changes in alloying additions are indi-

cated next to the alloy symbols, to better illustrate the

relationship between alloy composition and the precip-

itate phases found. When Laves, M23C6, and g were

present, they were large sized particles that comprised

most of the precipitate volume fraction. By comparison,

MC, M2P, and NbC precipitates were ®ner, higher

number density phases but comprised only a minor

volume fraction of the total precipitation.

All seven precipitate phases could be identi®ed after

only 24 h of aging, although their volume fractions were

extremely small, particularly for the Laves and phos-

phide phases. Precipitate volume fractions increased

with increasing aging time and temperature. Most pre-

cipitate phases became quite copious after 500 h of ag-

ing. For a given alloy, the precipitate compositions were

rather insensitive to aging time and temperature, but

same precipitate phase in two di�erent alloys showed

somewhat di�erent compositions. In the following,

speci®c characteristics of each precipitate phase are

described.

3.1. M23C6

After thermal aging, profuse M23C6 particles were

formed in all carbon containing alloys, mostly at grain

boundaries and along deformation bands. A few M23C6

particles were also found even in alloys with no carbon

addition because of the presence of trace impurity car-

bon (<0.01 wt%). The M23C6 phase was characterized by

a strong Cr-peak in EDS. Although M23C6 particles

accommodated a range of compositions, their constitu-

ent elements were strictly limited to Cr, Fe, Ni, and Mo.

There were two types of M23C6 depending upon mo-

lybdenum addition, namely (Cr, Fe, Ni)23C6 and (Cr,

Fe, Ni, Mo)23C6 as summarized in Table 3. When Mo

Table 1

Crystallographic information of precipitate phases

Phases Crystal structure/space

group

Lattice parameter (nm) Orientation to matrix Typical morphology

M23C6 Cubic, D84, Fm�3m a0 � 1:06 Cube-on-cube or twin Rhombohedral platelet

Laves Hex., C14, P63/mmc a0 � 0:41 Various orientations Faulted lath

c0 � 0:77

g Cubic, E93, Fd�3m a0 � 1:08 Cube-on-cube Hexagonal

TiO Cubic, B1, Fm�3m a0 � 0:43 Cube-on-cube Short rod

MC Cubic, B1, Fm�3m a0 � 0:432 Cube-on-cube Small sphere

NbC Cubic, B1, Fm�3m a0 � 0:447 Cube-on-cube Small sphere

M2P Hex., C22, P321 a0 � 0:604 (1�210)//(011) Thin needle lath

c0 � 0:36 (0001)//(001)
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was present, Cr content in the phase decreased. M23C6

phase accommodated the constituent elements in vary-

ing ratios and showed no apparent compositional vari-

ation with aging time and temperature. When Nb and/or

Ti was present, M23C6 was noticeably reduced because

carbon was depleted by NbC and/or MC carbide for-

mation. Phosphorous addition promoted M23C6 for-

mation (B10, B11, B12, E9, E10) or g (E8), because

titanium was consumed by Ti-rich phosphide, reducing

MC formation, and thus resulting in excess carbon

available for M23C6 or g. The enhancement of M23C6

phase was also observed in C� P and C�N� P aus-

tenitic steels by Irvine et al. [11], Dulis [12] and Saatinen

[13]. They attributed the M23C6 enhancement to the

phosphorous entering into the precipitating carbides as

M23(C, P)6 [11] or (Cr, Fe, P)23C6 [12,13]. These con-

clusions were made based on measurements of lattice

parameters and average compositions of extracted

Table 3

Composition ranges (at.%) for the precipitate phases formed during thermal aging at 600±675°Ca

Phases Si P Ti Cr Fe Ni Mo Nb Alloying addi-

tions

M23C6 ÿ ÿ ÿ 73±82 15±22 2±6 ÿ ÿ ÿMo

ÿ ÿ ÿ 54±79 12±22 2±11 6±16 ÿ +Mo

Laves 5±12 ÿ ÿ 9±19 33±44 3±11 32±37 ÿ 0.8Si

4±9 ÿ ÿ 10±14 36±34 6±7 27±39 ÿ 0.3Si

ÿ ÿ ÿ 10±21 37±48 3±8 29±37 ÿ 0.0Si

0±9 ÿ ÿ 9±12 36±47 4±9 26±36 2±10 +Nb

g 5±9 ÿ 0±2 19±43 9±16 11±26 23±36 ÿ +Si + Mo, 600°C

9±17 ÿ 0±6 12±28 12±17 16±23 32±41 ÿ +Si + Mo, 675°C

TiO ÿ ÿ 100 ÿ ÿ ÿ ÿ ÿ ÿC(B2, E5)

MC ÿ ÿ 64±94 0±36 0±2 ÿ ÿ ÿ ÿMo

ÿ ÿ 29±77 3±20 0±18 ÿ 12±43 ÿ +Mo

NbC ÿ ÿ ÿ 0±7 0±10 ÿ 9±17 65±83 ÿTi

ÿ ÿ 7±32 2±16 2±8 ÿ 1±9 62±71 +Ti

ÿ ÿ ÿ ÿ ÿ ÿ ÿ 100 +C + Nb (B13)

M2P ÿ 30±37 17±37 0±14 20±32 0±12 (9±

11)b

ÿ +P + Si / Ti,

675°C

M3P ÿ 22±26 23±50 5±13 14±29 0±16 ÿ ÿ +P + Si / Ti,

675°C

M5ÿ6P ÿ 13±18 0±15 22±34 36±43 10±12 ÿ ÿ +P + Si / Ti,

600°C

a Carbon and oxygen are not counted in composition because of EDS limitation.
b For E-series alloys with Mo.

Table 2

Precipitate phases formed during thermal aging at 600°C and 675°C

Alloys (additions)a Precipitate phases Alloys (additions)a Precipitate phases

B1 (ternary) No new phase E1 (all additions) Laves, MC, M23C6, g
B2 (Ti) TiO E2 (ÿMo) MC, M23C6

B3 (Si) No new phase E3 (ÿMn) Laves, MC, M23C6, g
B4 (B) No new phase E4 (ÿTi) Laves, M23C6, g
B5 (Ti, C) MC, M23C6 E5 (ÿC) Laves, TiO

B6 (Ti, C, Mo) MC, M23C6, Laves E6 (0.3Si) Laves, MC, M23C6

B7 (Ti, C, Si) MC, M23C6 E7 (ÿSi) Laves, MC, M23C6

B8 (Ti, C, B) MC, M23C6 E8 (0.8Si, P) M2P, Laves, MC, M23C6, g
B9 (P) No new phase E9 (0.3Si, P) M2P, Laves, MC, M23C6, g
B10 (P, Si) M2P E10 (ÿSi, P) M2P, Laves, MC, M23C6

B11 (P, Ti, C) M2P, MC, M23C6 E11 (0.8Si,ÿTi, 0.4Nb) NbC, Laves, M23C6, g
B12 (P, Ti, C, Si) M2P, MC, M23C6 E12 (0.3Si,ÿTi, 0.4Nb) NbC, Laves, M23C6

B13 (Nb, C) NbC, M23C6 E13 (ÿSi,ÿTi, 0.4 Nb) NbC, Laves, M23C6

B14 (0.01P) No new phase E14 (ÿSi, 0.1Ti, 0.2 Nb) NbC, Laves, MC, M23C6

a Nominal composition of base ternary B1 alloy is Fe±13Cr±15Ni and that of engineering E1 alloy is Fe±13Cr±15Ni±2Mo±2Mn±0.2Ti±

0.04C±0.8Si. Added or omitted elements are indicated in the parentheses. Phosphorous additions are about 0.05 wt% unless speci®ed.

A small amount of boron (<0.002 wt%) was added in alloys B4 and B8.
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particles, not on an analysis of individual particles.

However, EDS analysis of individual particles clearly

revealed that there was no phosphorous in M23C6 phase,

but rather M2P and M23C6 particles coexisted as two

distinct phases. Since M23C6 particles generally consti-

tuted most of the precipitate volume fraction because of

large sizes, averaging particle composition with larger

electron probes in previous work might have sampled

mostly M23C6; but clearly that is not the case using

smaller electron probes with higher spatial resolution in

this work.

3.2. Laves

Laves phase particles were found in all alloys with

Mo additions. Although Laves formation was sluggish

compared to other phases, a few Laves particles were

observed after 24 h of aging. The Laves nucleation sites

were primarily associated with defects such as disloca-

tions, grain boundaries, twin boundaries, and deforma-

tion bands. Laves particles could be identi®ed easily by

their blocky or elongated lath morphology with internal

faulted defect structure. Analyses revealed that Laves

phase had about 33 at.% Mo, approximately in M2Mo

stoichiometric ratio. The two third M sites were occu-

pied mainly by Fe with varying amounts of Cr, Ni, and

Si. Although Si was not an essential ingredient for Laves

phase, the Si fraction in Laves and the Laves volume

fraction increased with increasing Si concentration in

alloys. Among 45 spectra recorded, only four showed a

small titanium peak, hinting that Ti might not be a

Laves ingredient and that the erroneous Ti-peak might

have originated from small MC particles attached to

Laves during extraction. When Nb was present, Laves

formation was enhanced. Analyses of particle composi-

tions revealed �Mo�Nb� � 33 at.% suggesting that Nb

occupied Mo-sites. Laves was suppressed by MC, be-

cause MC phase accommodated Mo as high as 43 at.%.

Under conditions more favorable for MC (i.e., high Ti

supersaturation and high dislocation density), Laves was

further suppressed, suggesting kinetic competition be-

tween the two phases. MC nucleates in less than a

minute at 600°C.

3.3. Eta (g)

g phase particles were found only in alloys having C,

Si, and Mo together. Crystal structure of g phase was

con®rmed to be Fd�3m diamond cubic by analyzing

electron di�raction patterns obtained from the extracted

particles. g particles appeared in thin diamond or hex-

agonal platelet morphology and their detection in TEM

was extremely di�cult because the thin platelet could

not be imaged easily. When either Si or C level was

lowered, g was suppressed. Similar to the M23C6 case,

phosphorous promoted g because phosphide accom-

modated Ti, discouraging MC formation and thus

leaving more C in solution for g phase. Di�erent from

M23C6 and Laves phases, g composition varied with

temperature; the (Si, Mo)/Cr ratio increased when aging

temperature increased from 600°C to 675°C. Two types

of diamond cubic g phase were reported [14], ®lled type

M6C and un®lled type M5SiX, with Si being on a metal

site and X being a vacant site. Complex carbides derived

from the parent lattice Ti2Ni (g) are also called eta

carbides which include M3M0
3C (g1), M2M0

4C (g2), and

M6M0
6C (g3) types having lattice parameter in the range

of a0� 1.1±1.2 nm [15]. However, the present work

showed that both C and Si were essential elements for g
phase. Thus g phase is believed to be a carbosilicide in

the form of (M, Si)6Cx, with x < 1.

3.4. MC

MC denotes the fcc TiC phase which accommodates

other minor metallic elements. Since there exists impu-

rity nitrogen in all alloys, nitrogen is known to be

present in the carbide as M(C, N). However, N was not

detected in MC phase by electron energy loss spectros-

copy (EELS) [4]. As pointed out already, EDS did not

include C, O, and N analyses, and thus here we will

simply designate the carbide as MC. There were large

primary MC particles in all Ti and C containing alloys

prior to thermal aging. A very high number density of

®ne secondary MC particles (20±30 nm) evolved at dis-

locations during thermal aging. Electron di�raction an-

alyses revealed that the small size MC particles had the

characteristic cube-on-cube relation with the austenitic

matrix. The major constituents of MC phase were Ti,

Mo, and Cr with sporadic inclusions of Fe and Ni.

Similar type MC phase was also reported previously

[16±18]. Although MC formed without Mo (B5 alloy),

MC phase had a strong a�nity for Mo and accommo-

dated Mo as high as 43 at.%, such that when MC be-

came dominant, Mo was depleted from solution and

Laves was suppressed.

3.5. NbC

When Nb and C were present, NbC phase similar to

MC was developed at dislocations during thermal aging.

Here again NbC may be in the form of Nb(C, N), but

nitrogen will be ignored in the formula. NbC particles

were somewhat coarser and lower in number density

compared with MC particles. Di�ering from the NbC

phase (100% Nb in EDS excluding C) found in the melt

products, thermal-aging-produced NbC particles (E11,

E12, E13) accommodated a wide range of metallic ele-

ments, namely in decreasing order, Nb, Mo, Cr, Fe, and

infrequently Ni and Mn. Similar NbC particles were also

observed in niobium modi®ed austenitic stainless steel

previously [17]. When Ti was present (E14), (Nb, Ti)C
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phase, with Ti as high as 32 at.%, was developed. When

Ti was present, Mo in the phase was reduced as Ti

substituted on Nb sites. Although both NbC and MC

accommodated Mo, Mo solubility in NbC was less than

in MC. On the other hand, Nb was soluble in Laves but

Ti was not. For these reasons, Laves was promoted

when Nb was present. The Ti/Nb ratios in the (Ti, Nb)C

carbide particles were in the range 0.1±0.5. The low Ti

level in (Nb, Ti)C phase was believed to be due to low Ti

(0.1 wt%) in E14 alloy. Interestingly, NbC particles, in

B13 alloy which had only Nb and C additions, did not

accommodate any other metallic elements. EDS results

showed 100% Nb, again not counting C, O, and/or N.

Clearly, further studies are need to understand the syn-

ergistic e�ects of Mo and other alloying elements on the

phase stability.

3.6. Phosphides

Small globular phosphide particles were found in

phosphorous containing alloys prior to thermal aging.

After thermal aging, needle-shaped phosphide precipi-

tates were developed at dislocations. The phosphide

particles grew with c-axis in parallel to the three á1 0 0ñ
orthogonal directions of the matrix, the direction with

the least lattice mismatch. The phosphide structure was

con®rmed to be hexagonal by analyzing the electron

di�raction rings obtained from extracted particles.

Phosphide formation was extremely sluggish, almost

absent in specimens aged for 24 h, but a scant number of

phosphide precipitates was found after 500 h of aging at

600°C and 675°C. Phosphide compositions varied with

aging temperature. At 675°C, most phosphide particles

had an M2P stoichiometric relation, where M represents

a mixture of Ti, Fe, Cr, Ni, and Mo in decreasing order

when present. A few M3P particles were also found. At

600°C, most phosphide particles had initially (500 h)

lower phosphorous contents showing M5±6P stoic-

hiometric relations, but the phosphorous fraction in the

phase increased with aging time, resulting in the M2P

phase after one year of aging. Although phosphide

formation was encouraged with increasing Si, interest-

ingly the thermal-aging-produced phosphides did not

include Si; phosphides in neutron irradiated stainless

steels included up to 16 at.% Si [10]. Titanium being one

of the major constituent elements of phosphide, when

phosphide became dominant, MC was suppressed as a

result of depleted Ti, whereas M23C6 was encouraged

due to conserved C by not forming MC. An excellent

review on phosphide phases in binary transition metals

was made by Rundquist [19]. M2P type phosphide was

not reported by Rundquist [19], but its presence is in-

dicated in the phase diagram shown in the Binary Alloy

Phase Diagrams by Massalski et al. [20]. Profuse needle

shaped hexagonal phosphide precipitates were observed

in AISI 321 stainless steel held in service at 600°C for 17

yr by Bentley and Leitnaker [21]. The current data,

however, suggest that such precipitates might have

formed early in the service period. Rowcli�e and

Nicholson found Cr3P phase in Fe±18Cr±10Ni steel and

reported the crystal structure being tetragonal [22]. Al-

though the crystal structure of M3P phase could not be

determined in this work, we found that phosphide

composition changed to become hexagonal M2P with

increasing aging time.

3.7. TiO

Large TiO particles existed in all Ti-containing alloys

prior to thermal aging. Nevertheless, additional smaller

size TiO particles were formed during thermal aging, but

only in alloys B2 and E5, which lacked carbon. This

®nding suggests that some oxygen might have been in

solution instead of in oxide form. When su�cient car-

bon was present, profuse TiC particles formed instead.

Although EDS analyses showed 100% Ti (not counting

O, C, and/or N) for both melt product TiO and thermal-

aging-produced TiO particles, the latter had various

distinctive morphologies such as rod, diamond, sphere

etc., and could easily be distinguished from the con-

spicuously large spherical shape melt product TiO par-

ticles as shown at the bottom of Fig. 1. Although TiO,

TiN, and TiC all have the same Fm�3m space group

cubic crystal structure and similar lattice parameters,

these distinct particles thought to be TiO, since the

particles appeared only in B2 and E5 alloys with no

carbon addition.

4. Discussion

Seven major precipitate phases were identi®ed in Fe±

13Cr±15Ni based alloys after thermal aging at 600°C

and 675°C. Among the seven, four were carbides,

M23C6, g, MC, and NbC, and the other three were

Laves, TiO, and phosphides. Laves phase was the un-

ique intermetallic phase found after thermal aging. Al-

though Sigma (r) and Chi (v) phases were often

observed in AISI 316 type stainless steels [10], they were

not observed in these alloys. Williams investigated pre-

cipitate phases in thermally aged austenitic steels [23].

He also found neither r nor v below 700°C, but ob-

served r phase in specimens aged between 700°C and

750°C.

Experimental data showed that virtually all alloying

elements were found to participate in the precipitate

formation as shown in Table 3. One notable observation

was that there were no ideal stoichiometric compounds.

The X-ray microchemical analyses revealed that the

precipitate phases accommodated a wide variety of

atomic species in varying proportions, although each

phase had characteristic ®ngerprints in morphology and
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composition as shown in Figs. 1 and 2, respectively. The

alloying additions did not produce any new phases that

have not been observed in AISI 316 type stainless steels.

However, types of precipitate phases and their abun-

dance varied considerably depending upon alloying ad-

ditions. In this experiment, substantial information was

gathered to clarify the roles of each alloying element on

phase stability. Table 4 summarizes all experimental

®ndings.

Mo was a promoting or stabilizing agent for M23C6,

Laves, and g phase formation, Nb for NbC, Ti for MC,

and P for M2P. Among the seven phases, M23C6, Laves,

and g are considered to be undesirable because they

occur in large size and in low number density. In such a

case, both gas atoms and vacancies are shared by a small

number of precipitates, which results in earlier forma-

tion of critical cavity size. Moreover, vacancies are col-

lected more e�ciently at large particle interfaces (i.e.,

point-defect collector e�ect) [24±26], thereby augment-

ing void swelling. Besides, Laves phase is considered to

have little bene®t because large particles contribute very

little in strengthening mechanical properties.

TiO formation was triggered mainly by the presence

of impurity oxygen and would produce no signi®cant

impact in suppressing swelling. Since both NbC and MC

phases had a similar crystal structure, (Nb, Ti)C type

carbides were formed when both Nb and Ti were pres-

ent. Gas atom trapping e�ciency of NbC phase is

smaller than that of MC, because NbC particles are

generally larger in size but lower in number density

compared with those of MC. Therefore, NbC is con-

sidered to be a less desirable phase than MC.

Although Si was not an essential element for M2P

phase, it promoted M2P formation when E8, E9, and

E10 alloys were compared (Table 2). Undesirably, Si

also promoted Laves and g. Clearly, an optimal level of

Si should be determined to minimize formation of such

phases.

Among the seven phases, M2P and MC were con-

sidered to be the most desirable phases because they

nucleate in ®ne scale and in high number density. For-

tunately, in view of designing radiation resistant alloys,

the occurrence of M2P phase was not a�ected by other

phases because the major constituents of M2P phase

were Fe and P and no other phases required phospho-

rous as their constituent. Unfortunately, however, MC

was somewhat reduced as a result of dominant Laves

phase formation in most alloys investigated in this work,

particularly in alloys with phosphorous. Nevertheless, as

pointed out in Part I, a considerable fraction of the

added Ti was depleted from the matrix by TiO forma-

tion with impurity oxygen during alloy melting. There-

fore, the suppressed MC could be attributable partly to

the lower e�ective Ti and C concentrations in the alloys

investigated here. Phosphorous also tended to promote

Laves, because Ti-rich M2P depleted Ti, discouraging

Mo-rich MC formation. This, however, raises a question

whether a microstructure with suppressed Laves phase

could be achieved. Incidently, such example was found

in Ti-modi®ed D9 alloy irradiated with neutron at 593°C

in the Experimental Breeder Reactor (EBR-II). Laves

was suppressed drastically, to the bene®t of MC, when

Ti supersaturation was increased by dissolving preex-

isting coarse MC particles back into solution by em-

ploying higher solution annealing temperature, 1200°C

instead of 1100°C [26].

Mo is known as a solution hardening element and

also is important for recrystallization and creep resis-

Table 4

Role of minor alloying elements on precipitate phases during thermal aging

Precipitate

phase

Promoted by Remarks Suppressed by Remarks

M23C6 C M2P depletes Ti and Ti, Nb MC depletes C

P (indirect) avails C for M23C6 Essential for M23C6

Laves Mo, Nb, Si Constituent elements C, Ti MC depletes Mo

Essential for Laves

g (M6C) Mo, Si, C M2P depletes Ti and Ti, Nb MC depletes C

P (indirect) avails C for M6C Essential for M6C

TiO Ti Residual oxygen C C promotes MC

No signi®cance

MCa Ti, C, (Mo) Constituent elements Nb Nb promotes Laves and depletes

Mo needed for MC

NbC Nb, C Constituent elements Ti Ti competes with Nb

M2Pb P, Fe Constituent elements No apparent

suppressor

But require enough P to produce

high number density M2P

a MC particles nucleate in high number density very rapidly (<1 min) at dislocations and exhaust nucleation sites, and thus the for-

mation of sluggish large precipitate phases such as Laves, M23C6, and g is suppressed when MC becomes dominant.
b M2P phase accommodates Ti but not C, so if there is not enough Ti, MC phase may be suppressed whereas M23C6 is promoted. An

optimum balance of Ti, C, and P is required to achieve a high number density of both MC and M2P particles.
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tance [27]. Although Mo is a common ingredient for

Laves, M23C6, and g, careful examination of experi-

mental data suggests that Mo reduction may not be

necessary if MC and M2P were maximized by optimizing

P, Ti, and C concentrations. It was reported that MC

and M2P improved hardness, yield strength, tensile

strength, and creep properties due to dislocation pinning

by high number density small particles [12,23,28]. En-

hancement of MC and M2P by optimizing alloy com-

position is desirable.

5. Conclusions

E�ects of alloying elements on precipitate phase

stability were investigated for Fe±13Cr±15Ni based al-

loys aged at 600°C and 675°C for periods from 24 h to

one year. Seven major precipitate phases, M23C6, Laves,

Eta (g), TiO, NbC, MC, and M2P, were evolved during

thermal aging. It was found that the stability of pre-

cipitate phases depend strongly upon alloy composition

and thermo-mechanical treatment (i.e., high tempera-

ture solution annealing and cold working). Therefore,

alloys with desired precipitate phases could be tailored

by optimizing alloying element additions±enhancement

of MC and/or M2P phases by controlling Ti, P, and C

levels for example. This, however, requires a detailed

knowledge of how minor alloying elements a�ect the

phase stability and what is the impact of thermal aging

on precipitate phases. This work establishes a basis to

answer these questions and provides guidance in alloy

design. The most important and pertinent experimental

®ndings are summarized in Table 4.

Finally, MC and M2P strengthened alloys are known

to have also excellent thermo-mechanical properties [28],

and the e�orts to develop radiation resistant alloys

bene®t not only reactor materials applications but also

other critical materials applications, such as high tem-

perature service.
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Abstract

The phase stability in Fe±15Ni±13Cr alloys was investigated as a function of minor alloying additions after 4 MeV

Ni ion irradiation at 948 K. The results showed that the stability of precipitate phases was dictated mainly by the defects

produced by radiation damage and preferential segregation of Si and Ni at defects. In addition, radiation enhanced

di�usion and cascade induced dissolution and mixing allowed kinetically sluggish phases to form rapidly under irra-

diation. These radiation e�ects caused an enhancement, retardation, or modi®cation of thermal phases, and formation

of new phases. The relative stability of precipitate phases varied sensitively with alloy composition. The roles of each

alloying element on phase stability and the impact of radiation on the mechanisms of phase evolution were system-

atically studied and documented. The knowledge obtained from this work provides guidelines for designing alloys that

lead to develop desired precipitate microstructures under irradiation. Ó 2000 Elsevier Science B.V. All rights reserved.

PACS: 64.75.+g; 81.30.Mh; 61.80.-x

1. Introduction

The understanding of phase stability under irradia-

tion is very important to both ®ssion and fusion reactor

materials design, because segregation and precipitation

lead directly to changes in swelling and mechanical

properties. Moreover, the phase stability under irradia-

tion is considerably di�erent from thermal behavior due

to radiation induced processes such as enhanced di�u-

sion [1], cascade dissolution [2±4], cascade mixing [5,6],

and segregation of various alloying elements [7±10].

Although quite extensive data were documented for the

precipitate phases developed under thermal [11] and ir-

radiation [12,13] environments, the data were gathered

from various alloy sources. A systematic study with a

common base alloy to unveil the e�ects of minor alloy-

ing elements on phase stability is still lacking.

During irradiation, the ability of alloys to sustain the

necessary dimensional and mechanical properties to meet

design lifetimes and performance is largely dependent

upon the manner in which displaced atoms and trans-

mutation helium are accommodated in the microstruc-

ture. It was demonstrated that precipitation behavior

during irradiation is of major signi®cance because of the

relationship between precipitation and swelling behavior

[14,15]. It is also realized that precipitation cannot be

avoided in multicomponent alloys of technological inte-

rest, and that satisfactory alloy performance can be at-

tained only through proper tailoring of precipitate

phases. In this work, therefore, an investigation was

carried out to understand the phase evolution under ir-

radiation in the Fe±15Ni±13Cr alloy system by system-

atically varying minor alloying elements.

2. Experimental

The compositions and thermal properties of 28 alloys

investigated in this work were described in Parts I and
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II. Detailed alloy fabrication procedures were described

in Part I, and precipitate phases produced under thermal

aging were summarized in Part II. To investigate the

precipitate phases evolving during irradiation, specimen

disks (3 mm diameter by 0.35 mm thick) were prepared

by solution annealing at1373 K. The annealed specimens

were bombarded with 4 MeV Ni ions to irradiation

doses of 1 and 70 dpa at 948K (675°C) using the triple

ion facility (TIF) at ORNL. Some of the specimens were

bombarded simultaneously with He and Ni ions. The

irradiated specimen disks were then thinned to expose

the peak damage region, 0.6±0.8 lm below the surface,

for TEM examination. A JEM-120CX analytical elec-

tron microscope equipped with an energy dispersive

spectrometer was used for analysis. After in-foil analyses

of damage microstructure, di�raction patterns, precipi-

tate orientations, and particle compositions for the

various precipitate phases were obtained using the car-

bon replica extraction technique. The compositions and

di�raction patterns of extracted particles were recorded,

analyzed, and compared with the in-foil data. The gen-

eral procedures have been described in a previous paper

[12].

3. Results

Ten major precipitate phases were found in irradi-

ated specimens. Of these, M23C6, g-phase, TiO, MC,

NbC, and M2P were also found in thermally aged

samples, but their relative volume fraction and compo-

sition were in most cases altered by radiation. Four new

phases, G, c0, Ni-rich-c, and CrSi, were also identi®ed in

irradiated specimens. Table 1 summarizes the precipitate

phases found in each alloy. The qualitative abundances

of precipitate phases are indicated by inequality signs.

Typical compositions of precipitate phases are listed in

Table 2. The details are described in the following.

3.1. M23C6

M23C6 phase was present in all carbon-containing

alloys after irradiation, but generally there was less

compared with specimens aged for 24 h at 948 K, except

for four Ti and C containing alloys, B5(Ti,C),

B6(Ti,C,Mo), B7(Ti,C,Si), and B8(Ti,C,B). In these al-

loys, there was more M23C6 and TiO formation. TiC was

reduced, with the largest e�ect being seen in alloy B6.

The apparent source of the oxygen for the formation of

TiO was the dissociation of prior Cr2O3 oxide particles

during irradiation. During thermal aging, both TiO and

M23C6 were suppressed in these same alloys by the for-

mation of TiC.

Fig. 1 compares precipitate phases extracted from

thermally aged and irradiated B6 alloy specimens: MC

dominates the thermally aged microstructure, and lath-

shaped M23C6 and cuboidal TiO particles dominate the

irradiated microstructure. EDS analyses showed that

M23C6 compositions were virtually unchanged by ra-

diation compared with those formed thermally. Mo-

free or Mo-containing M23C6 precipitates were found

depending upon the presence of molybdenum in the

alloy. M23C6 phase was detected only in trace amounts

after irradiation in alloys containing niobium, consis-

tent with niobium carbide being much more stable than

M23C6, even under irradiation conditions. Although

M23C6 formation increased in alloys with phosphorous

during thermal aging due to the formation of Ti-rich

Table 1

Precipitate phases in specimens irradiated with Ni ions to 70 dpa at 948 K

Alloys (additions)a Precipitate phases Alloys (additions) Precipitate phases

B1(ternary) No new phase E1 (all additions) MC > G, g
B2 (Ti) TiO E2 ()Mo)b MC > G

B3 (Si) Ni-rich c�CrSi E3 ()Mn) MC > G, g
B4 (B) No new phase E4 ()Ti) No new phase

B5 (Ti, C) TiO�MC�M23C6 E5 ()C) TiO, c0

B6 (Ti, C, Mo) TiO�M23C6�MC E6 (0.3Si) MC

B7 (Ti, C, Si) TiO�MC�M23C6 E7 ()Si) C

B8 (Ti, C, B) TiO�MC�M23C6 E8 (0.8Si, P) M2P�G, MC

B9 (P) M2P E9 (0.3Si, P) M2P�MC

B10 (P, Si) M2P, Ni-rich c E10 ()Si, P) M2P�MC

B11 (P, Ti, C) M2P�MC�M23C6 E11 (0.8Si, )Ti, 0.4Nb) G�NbC

B12 (P, Ti, C, Si) M2P�MC > G > M23C6 E12 (0.3Si, )Ti, 0.4Nb) NbC > G

B13 (Nb, C) NbC E13 ()Si, )Ti, 0.4 Nb) NbC

B14 (0.01P) No new phase E14 ()Si, 0.1Ti, 0.2 Nb) NbC, MC

a Nominal composition of base ternary B1 alloy is Fe±15Ni±13Cr and that of engineering E1 alloy is Fe±13Cr±15Ni±2Mo±2Mn±0.2Ti±

0.04C±0.8Si. Added or omitted elements are indicated in the parentheses. Phosphorous additions are about 0.05 wt% unless speci®ed.

Small amounts of boron �< 0:002 wt%� were added in alloys B4 and B8.
b ``)'' signs next to the elements indicate that the alloying elements are subtracted from the master E1 alloy.
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FeTiP-type phosphides, which enhanced C in solution,

such an increase did not occur during irradiation.

Instead, profuse phosphide particles with modi®ed

compositions (high Cr but reduced Ti) developed dur-

ing irradiation.

3.2. Eta phase

The occurrence of g was suppressed by ion irradia-

tion, and only a few particles were identi®ed in alloys E1

and E3. During thermal aging, g phase readily devel-

oped in the alloy lacking titanium (E4) or in phospho-

rous containing alloys (E8, E9), but such enhancement

was not found under ion irradiation. Profuse g precip-

itates were observed in a neutron irradiated (low damage

rate) AISI 316 stainless steel [15,16] and in a pulsed ion

beam irradiated Ti-modi®ed austenitic stainless steel,

similar to E1 alloy [17]. It may be that the suppression of

g phase under ion irradiation is due to the high damage

rate and shift of radiation induced segregation (RIS)

relative to thermal di�usion e�ects rather than

Table 2

Typical compositions of the precipitate phases formed during irradiation (at.%)a

Phases Si P S Ti Cr Mn Fe Ni Mo Nb Reference al-

loys

M23C6 ± ± ± ± 63 ± 25 4 8 ±

± ± ± ± 69 ± 26 5 ± ± B12

g 12 ± ± ± 33 ± 19 28 8 ± E1

11 ± ± ± 33 ± 19 14 23 ± E3

TiO ± ± ± 100 ± ± ± ± ± ± B2, B5

± ± ± 93 2 ± ± ± 5 ± B6

± ± ± 84 6 ± 10 ± ± ± B7

MC ± ± ± 55 39 ± 6 ± ± ± B5

± ± ± 27 21 ± 15 ± 37 ± B6
b ± ± 59 26 ± 15 ± ± ± B7

NbC ± ± ± ± 39 ± 8 7 ± 46 B13

10 ± ± ± 19 ± 5 8 8 50 E12

M2P ± 34 b ± 32 ± 19 15 ± ± B9

8 24 5 ± 26 ± 13 24 ± ± B10
b 32 ± 17 22 ± 10 19 ± ± B11

11 24 5 8 14 ± 8 28 ± ± B12

10 22 ± 8 14 ± 11 27 8 ± E8

1 29 ± 13 20 ± 11 19 7 ± E10

G 22 2 1 4 11 ± 6 54 ± ± B12

38 ± ± 4 7 6 6 34 5 ± E1

24 ± ± 4 7 7 6 47 5 ± E8

28 ± ± ± 6 7 6 44 4 5 E11

20 ± ± ± 6 7 6 50 3 8 E12

Ni-rich c 4 ± ± ± 9 ± 44 43 ± ± B3

10 ± ± ± 8 ± 40 42 ± ± B3

4 ± ± ± 9 ± 52 35 ± ± B10

9 ± ± ± 13 ± 51 27 ± ± B10

CrSi 42 ± ± ± 43 ± 14 1 ± ± B3

a Carbon and oxygen are not included in the carbide and oxide particle compositions.
b Trace or occasional inclusion.

Fig. 1. (a) Extracted MC particles from the B6 alloy aged for

six months at 948 K and the corresponding di�raction pattern,

and (b) extracted TiO and M23C6 particles from the B6 alloy

irradiated to 70 dpa at 948 K and the corresponding di�raction

pattern.
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insu�cient thermal exposure during the irradiation pe-

riod. In fact, the damage rate dependent stability of g
phase was con®rmed by the dissolution of the neutron

irradiation induced g particles during subsequent Ni ion

irradiation [18]. The composition of g phase was not

altered by irradiation.

3.3. TiO

During irradiation, copious TiO particles developed

in alloys B2 and E5, and to a much greater extent than

during thermal aging. Although the former two alloys

had no added carbon, surprisingly, TiO formation was

enhanced even in alloys with carbon (B5, B6, B7, and

B8). In the latter four alloys, small MC (or TiC) particles

were also present but their volume fractions were no-

ticeably reduced compared with thermally aged control

specimens, indicating that there was a clear reversal of

relative stabilities of the TiC to TiO phases under ion-

irradiation. This phenomenon was not observed in the

complex E-series alloys. When phosphorous was pres-

ent, however, a Ti-rich phosphide was formed instead

and TiO was suppressed.

Fig. 2 shows large cuboidal or rectangular TiO par-

ticles extracted from alloys B2 and E5 (no C addition),

and B5 and B7 (0.04 wt% C). TiO particle sizes were

smaller in alloys with carbon indicating that the growth

of TiO particles was somewhat restrained by TiC for-

mation. The electron di�raction patterns from these

particles con®rmed an fcc crystal structure with a lattice

parameter a� 0.42 nm. The irradiation-produced TiO

particles had somewhat more Cr, Fe, and Mo than

thermally-produced TiO. As can be seen in Fig. 2(c),

some TiO particles revealed an unusual cavity-like fea-

ture at the center of the particles. A similar hallow shape

morphology was also observed in NbC particles in a

thermally aged Fe±10Cr±6Mo±0.5Nb±0.05C ferritic

steel [19]. The nature of these hallow regions has not

been determined.

3.4. MC

Here, MC designates the TiC phase with various

transition elements and does not include the Nb-rich

carbide, NbC. A very high number density of ®ne MC

particles (<10 nm) were nucleated rapidly during irra-

diation in all alloys that contained titanium and carbon.

The rapid MC formation was due to profuse nucleation

sites produced by radiation damage and to radiation-

enhanced di�usion. Such a magnitude of MC formation

did not occur in solution annealed alloys during thermal

aging. The radiation-produced MC particles had a

somewhat higher fraction of Cr, Fe, and Mo, but were

otherwise virtually the same as the thermally formed

MC. As mentioned above, when TiO formation (in B5,

B6, B7, B8) became active under irradiation, MC was

suppressed; this is an opposite trend to what was ob-

served during thermal aging. In the presence of phos-

phorous, Ti-rich phosphide became dominant during

irradiation and thus MC was reduced.

3.5. NbC

In alloys containing Nb and C, NbC particles pre-

cipitated copiously on the radiation-induced disloca-

tions. NbC particles were somewhat coarser (<20 nm)

than the MC formed in Ti-containing alloys. The nature

of this NbC phase was di�erent from thermally pro-

duced NbC in two aspects, namely precipitate size and

composition. As the silicon concentration increased, the

NbC particle size was re®ned and the volume fraction

was also reduced. This was mainly because Si favored

the formation of a Si- and Nb-rich G-phase, and thus

niobium was depleted from solution. The radiation-

produced NbC particles accommodated more foreign

elements such as Cr, Si, and Ni compared to the NbC

produced in the same alloy during thermal aging; Si and

Ni were not observed in the thermally-produced NbC

phase.

3.6. M2P

In phosphorous-containing alloys, needle-shaped

phosphide particles nucleated very rapidly on the loops

and dislocations produced during irradiation, although

phosphides were the slowest nucleating phase under

thermal aging. At 1 dpa, phosphide precipitates were

already dominant; such a scale of phosphide formation

has not been observed under thermal aging conditions.

MC was noticeably suppressed when the phosphide be-

came dominant, partly due to the loss of Ti into the

phosphide. Fig. 3 shows the phosphide microstructure at

Fig. 2. TiO particles extracted from (a) B2, (b) E5, (c) B5, and

(d) B7 alloys 4 MeV Ni-ion irradiated to 70 dpa at 948 K. The

former two alloys have no carbon addition and the latter two

have 0.04 wt% carbon. The insert is a di�raction ring pattern

from the particles in alloy B5.
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1 and 70 dpa. Phosphide particle sizes tended to coarsen

in the absence of Ti (B9, B10), suggesting that an opti-

mization of the Ti concentration is needed for the re-

®nement of particle sizes and to achieve high precipitate

number densities.

EDS analyses revealed that the phosphide composi-

tions had higher Si and Ni concentrations than their

thermal counterparts. Electron di�raction patterns from

the extracted phosphide particles revealed an Fe2P-type

hexagonal structure, the same as for the thermal phase.

Two typical phosphide compositions were found: a Cr-

rich phosphide in alloys with no Ti addition (B9, B10)

and a Ti-rich phosphide in titanium containing alloys

(B11, B12, E8, E9, E10). Phosphide compositions

showed an approximate M2(P,Si) stoichiometric relation

where M represents metallic elements, Ti, Cr, Fe, Ni,

and Mo. The assignment of Si to a P site was consistent

with the report by Rundqvist [20] that Si substitutes on a

P site. The phosphide phase accommodated a wide

range of elements including S.

3.7. G-phase

G-phase developed in most of the E-series alloys with

high Si, although it did not occur during thermal aging.

G-phase compositions showed high Ni and Si with

varying amounts of Ti, Cr, Mn, Fe, Mo, and Nb. The G-

phase particles were generally nucleated near the center

of the damage-induced interstitial loops, suggesting that

segregation of Si and Ni at defect sinks led to the G-

phase formation. EDS analysis con®rmed an enrichment

of nickel and silicon at such loops [21]. The G-phase was

almost completely suppressed when the silicon level was

reduced to below 0.3 wt%.

The G-phase was a unique phase which accommo-

dated virtually all alloying elements, and yet not all of

these elements were required for G-phase formation. A

systematic elimination of alloying elements one at a time

from the E1 alloy revealed that there was no particular

single element essential for G-phase formation as long as

there was enough Si and either Ti or Nb present. Of the

latter two, niobium was the stronger G-phase promoter.

As shown in Fig. 4, the distribution of G-phase is more

extensive in E11 (0.4 wt% Nb, equivalent to 0.2 wt% of

Ti in at.%) than in E1 (0.2 wt% Ti), although both alloys

have the same base composition except for Ti and Nb.

Niobium-rich G-phase was also found in a neutron-ir-

radiated niobium-stabilized austenitic steel by Williams

and Titchmarsh [16].

An atom probe ®eld-ion microscopy study by Miller

et al. [22] showed that �1� 0:7� atomic percent carbon

was present in the G-phase particles in a CF 8 stainless

steel. On the other hand, Williams and Titchmarsh [23]

reported that carbon was unfavorable for G-phase

formation because it promoted carbides. In this work,

G-phase did not occur in alloy E5, which had all of the

alloying elements except carbon, suggesting that the

presence of carbon may be necessary for G-phase for-

mation even though it is a silicide. It is, however, not

clear whether carbon de®ciency or other chemical e�ects

prevented G-phase formation in E5 alloy, since Si and Ti

concentrations were also reduced in this alloy due to the

formation of c0 (Ni3Si) and TiO.

3.8. Gamma prime

Gamma prime (c0) particles were observed only in

alloy E5, which lacked carbon. Fig. 5 shows bright and

dark ®eld micrographs of c0 particles. The electron dif-

fraction pattern showed that c0 particles had a cube on

cube relation with the matrix and had an ordered L12 fcc

structure. Unfortunately, the precise composition of c0

particles could not be determined because of di�culties

in extraction. However, in-foil analysis of c0 particle

compositions indicated an enrichment of Si and Ni. In

other work [15], the compositions of c0 have been found

to be approximately 65Ni±20Si±15(Cr,Fe,Mn). c0 was

found to be a relatively pure Si- and Ni-rich phase

Fig. 4. G-phase particles in (a) E1 (Ti-modi®ed) and (b) E11

(Nb-modi®ed) alloys irradiated to 70 dpa at 948 K.

Fig. 3. M2P precipitates in B12 alloy after (a) 1 and (b) 70 dpa

irradiation at 948 K. The insert is a di�raction ring pattern

obtained from the extracted particles.
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compared with G-phase, which accommodates a

greater fraction of transition elements such as Ti, Mo,

and Cr. Of interest was that G-phase formation was

inhibited at the expense of c0 in the E5 alloy, perhaps

due to the absence of carbon in this alloy as mentioned

already.

Although c0 phase has been frequently observed in

AISI 316 type austenitic stainless steels neutron-irradi-

ated at low temperatures (<550°C) [15,24,25], it has not

been observed under heavy ion irradiation where a high

damage rate and a high temperature (>500°C) are gen-

erally employed. In a separate irradiation for D9C1 al-

loy, similar to E1 but having higher silicon (1 wt%) and

lower molybdenum (1.5 wt%), however, c0 formation

was also observed under the same ion irradiation con-

ditions used for B- and E-series alloys. Therefore, it is

believed that c0 can form even under high damage rate

ion irradiation and at higher temperatures, should the Si

supersaturation be increased and G-phase formation be

suppressed by lowering Mo.

3.9. Ni-rich-gamma

The composition of alloy B3 was chosen to examine

the e�ect of silicon, namely by adding 0.8 wt% silicon to

the base ternary. Surprisingly, the expected c0 phase did

not develop in this alloy during Ni ion irradiation, but

instead a high-nickel quaternary precipitate phase de-

veloped. EDS analysis revealed that a typical composi-

tion of the precipitates was 45Ni±42Fe±8Cr±5Si. The Si

and Ni concentration in these precipitates were about

six- and three-fold higher, respectively, compared with

those in the matrix, 71Fe±15Ni±13Cr±0.8Si. The shape

of the precipitates appeared generally as spheres or as a

coating around cavities when He was coimplanted, often

linking-up to form peanut-shaped dumbbells, suggesting

that Si and Ni segregation around cavities or defects was

the major cause for the formation of this phase. Cavity

coatings have been observed also previously [25±28].

The Ni-rich-c phase developed also in alloy B10 al-

though it had phosphorous in addition to silicon. The

in-foil and extracted Ni-rich-c particles are shown in

Fig. 6(a) and (b), respectively, for alloy B10 irradiated to

60 dpa and 440 appm He at 948 K. Strain contrast

around the precipitates is evident due to mis®t. Fig. 6(c)

and (d) show di�raction patterns for the in-foil and ex-

tracted particles, respectively. The di�raction patterns

from the foils showed skewed spots superimposed upon

the matrix di�raction pattern, indicating that the Ni-

rich-c phase had a skewed cube on cube orientation

relative to the matrix due to coherent strain at the phase

interface. The degree of misorientation increased as the

particles grew. The electron di�raction rings from the

extracted precipitates showed an fcc structure, the same

as that of the matrix �c�, with the lattice parameter of

a� 0.356 nm, i.e., about 1% smaller than that of the

matrix.

3.10. CrSi

An unusual but quite abundant chromium silicide

phase was also formed in alloy B3 (Si) during irradia-

tion. This phase did not develop in alloy B10 (Si, P)

because the phosphorous addition promoted phosphide

formation. CrSi precipitates were not visible in the TEM

foil and were identi®ed from the extraction replica. EDS

analysis revealed that the CrSi composition was typi-

cally 43Cr±42Si±14Fe±1Ni, having approximately equal

Cr and Si stoichiometry. Besides the stoichiometric CrSi

phase, there were small fractions of high-Cr phases with

various Cr/Si ratios. The electron di�raction from these

particles produced very complex powder ring patterns

(Fig. 7) from which no speci®c crystallographic structure

Fig. 6. Alloy B10 irradiated to 60 dpa with Ni-ions and 440

appm He at 948 K: (a) Ni-rich-c coatings around the cavities,

(b) extracted particles on carbon ®lm.

Fig. 5. c0 particles in E5 (no carbon addition) alloy irradiated

to 70 dpa at 948 K.
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determination could be made at this time. The structure

of CrSi is listed as cubic, FeSi B20 (space group T4-

P213) with lattice parameter a� 0.462 nm in Ref. [29].

4. Discussion

Phase transformations under irradiation are very

complex phenomena and are a�ected by various intrinsic

and extrinsic factors such as alloy composition, ther-

momechanical treatment, and irradiation conditions

(temperature, damage rate, helium generation, etc.). In

this work we have examined the phase stability in 28Fe±

15Ni±13Cr alloys as a function of various alloying ad-

ditions after irradiation with 4 MeV Ni ions at 948 K.

The results showed that there were four types of

precipitate phases depending upon the solubility of sili-

con and nickel in the phases, similar to a pattern laid out

in a previous publication [12]. Details are summarized

below:

1. Si-free and low-Ni: thermal phases (M23C6, TiC,

TiO);

2. high-Si and moderate-Ni: radiation modi®ed phases

(g, NbC, M2P);

3. high-Si and low-Ni: radiation-induced phase (CrSi),

and

4. high-Si and high-Ni: radiation-induced phase (G, c0,
Ni-rich-c).

The ®rst type of precipitates are thermal phases whose

compositions were not a�ected by radiation, but their

formation was either enhanced or suppressed depending

upon alloy composition. The second type of precipitates

are radiation modi®ed phases whose compositions were

altered by radiation, but again their formation was ei-

ther enhanced or suppressed depending upon alloy

composition and irradiation conditions. The third and

fourth types were truly radiation induced phases which

were new phases that did not develop during thermal

aging of these austenitic steels or similar stainless steels.

Interestingly, among the six thermally stable phases

in the ®rst two categories above, the non-carbide (M2P,

TiO) phases were enhanced by radiation, while the re-

maining four carbide phases (M23C6, g, MC, NbC)

showed either enhancement or retardation depending

upon the alloy composition. The formation of TiC and

NbC was generally enhanced due to profuse nucleation

sites produced by radiation damage combined with ra-

diation-enhanced di�usion when there was su�cient

carbon. In such a case, M23C6 and g were suppressed as

a result of carbon depletion caused by MC formation.

The stability of carbides was also a�ected by the for-

mation of M2P or TiO, because these phases compete

for common solutes, C and Ti. For example, the for-

mation of M2P and/or TiO phase depleted titanium

from solution leaving excess carbon in solution. This

resulted in the suppression of MC and the promotion of

M23C6:

Phosphide formation was extremely sluggish under

thermal aging, but by contrast was remarkably en-

hanced by radiation. Di�usion coe�cients of carbon and

phosphorous in c-iron at 1183 K (910°C) are

1:5� 10ÿ11 m2=s and 3:6� 10ÿ16 m2=s, respectively [30].

The sluggish formation of phosphide under thermal

conditions is thus reasonable. The enhancement of the

phosphides was, however, also observed in a high

phosphorous (Fe±18Cr±10Ni±0.3P) austenitic stainless

steel during quenching and aging experiments [31] This

was a critical experiment which demonstrated that va-

cancy supersaturation and defects induced by quenching

are primary reasons for the enhanced phosphide for-

mation. Although the alloys investigated here had sev-

eral times less phosphorous (0.05 wt%), it is believed

that the enhanced di�usion by the increased vacancy

supersaturation together with the defects produced by

damage attributed to the rapid phosphide formation

during irradiation. Furthermore, the high Si-a�nity of

phosphide encouraged its formation as Si segregated at

defects under irradiation. In these ion-irradiation ex-

periments, it was not determined whether the phosphide

was a thermal equilibrium phase; i.e., whether the

phosphide particles would dissolve again if annealed

subsequently. However, an extensive development of

phosphide was observed in MC-strengthened austenitic

steels subjected to creep test at 700°C [32]. Similar re-

sults were observed in an AISI 321 stainless steel (0.03

wt% P) aged for 17 yr at 873 K [33], suggesting that

phosphide is a thermal phase.

The NbC phase accommodated an unusually high

silicon concentration and showed a re®nement of its

mean particle size with increasing silicon, but the volume

fraction of NbC decreased as a Nb-rich G-phase

Fig. 7. Extraction replica of chromium silicide particles from

B3 irradiated to 70 dpa at 948 K. The insert is a di�raction

pattern from the extracted particles.
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developed. This trend is consistent with the nature of

competition for niobium between NbC and G-phase.

Since the thermal NbC phase did not retain any silicon,

it is believed that silicon segregation may have re-

duced NbC stability in favor of the Si-accommodating

G-phase.

The g phase was suppressed during ion irradiation.

This result is rather surprising because Si-segregation

should have helped the formation of g phase since it has

a high solubility for Si. As mentioned already, the

damage rate is an important factor for the stability of g
phase. It is a thermal carbide phase which requires high

Cr, Mo, Si, and Ni. Therefore its stability appeared to be

linked to the balance between radiation e�ects (Si, Ni

segregation) and thermal e�ects (C, Cr, Mo segrega-

tion). An increase in damage rate without the corre-

sponding increase in temperature may have reduced the

ratio of (Cr, Mo)/(Si, Ni) at sinks, destabilizing the g
phase. Moreover, g phase is a carbide and the en-

hancement of MC (depletion of C) under irradiation

may have caused an adverse e�ect on the stability of g
phase.

When thermal processes are sluggish, a true equilib-

rium state may be unobtainable in a given temperature

range. In the vigorous damage environment, however,

atoms are constantly displaced, replaced in lattice sites

and reconstructed (i.e., each atom experienced on aver-

age 70 displacements after 70 dpa) and di�usion is en-

hanced by the increased point defect supersaturations,

expediting the approach to an equilibrium state. Two

such examples were observed in this experiment: (1)

radiation-enhanced nucleation of phosphide as seen

above, and (2) radiation catalyzed transition from a

meta-stable TiC to a stable TiO phase.

During irradiation an unusual enhancement of TiO

phase was observed. This process was accompanied by a

reduction of TiC and a moderate increase in M23C6

phase in comparison to the thermal aging cases. The

reversed stability from TiC (thermal) to TiO (radiation)

raises the question of which phase is truly a thermally

stable phase.

As brie¯y mentioned already, the source of oxygen for

TiO is believed to come from oxide inclusions introduced

during alloy melting; this was con®rmed in Part I. In Fe±

Cr±Ni austenitic steel, most dissolved oxygen exists in

the form of chromium oxide because Cr2O3 is the most

stable phase among Cr2O3, Fe3O4, and NiO [34]. Under

thermal aging the formation of TiC proceeds rapidly

because of the fast carbon di�usion, incorporating vir-

tually all of the Ti into this tightly bound compound,

while oxygen remains tightly bound in Cr2O3. The rates

of back reactions releasing Ti and O are evidently neg-

ligible at the aging temperature of 948 K. However, un-

der irradiation the atomic bonds are constantly broken in

displacement cascades and the ejected atoms from all

precipitates are free to di�use through the matrix and to

participate again in all possible reactions. The di�usion

processes themselves are also radiation enhanced because

of the high radiation-induced supersaturation of point

defects. Calculations based on the Gibb's free energy of

formation data reveal that TiO is a more stable phase

than TiC under thermal conditions. However, it did not

form during thermal aging because of low concentration

of free oxygen in solution [35]. Under irradiation, how-

ever, the reaction between Ti and O is energetically fa-

vored because of the availability of oxygen released

through cascade dissolution. While it is well known that

irradiation can drive a system away from equilibrium,

this result showed that irradiation also can catalyze the

formation of a more stable phase at the expense of a

persistent metastable phase.

There were four phases which were not found in aged

specimens, but which are clearly induced by irradiation.

These include G, c0, Ni-rich-c, CrSi, all rich in Si and/or

Ni, showing that Si and Ni segregation during irradia-

tion is a predominant factor in the formation of these

particular phases. A veri®cation of the radiation-in-

duced nature of these phases can be made by post-ir-

radiation annealing; G and c0 phases have been found to

dissolve back into solution during annealing at irradia-

tion temperature [13±15]. Although post-irradiation

annealing tests have not been carried out for Ni-rich-c
and CrSi phases, they are also believed to be radiation

induced phases because they are not found in aged

specimens, have unusually high silicon (i.e., 42 at.% in

CrSi), and appear as coatings around cavities that are

produced only during irradiation (Ni-rich-c). It is well

known that Si and Ni segregate at sinks by preferential

solute-defect interactions during irradiation [7±10],

thereby resulting in non-equilibrium phase formation.

Of interest was that some Ni-rich-c particles had >40%

Ni, but had the same fcc structure and was still in the

same c phase region as the matrix. However, the abrupt

phase boundary between matrix and coating indicates

that there may exist a miscibility gap between the two

distinct phase compositions.

Under neutron irradiation, Laves, g, and r phases

were enhanced and their formation temperature range

extended downwards in AISI 316 and 316+Ti steels [12].

Thus these phases can be classi®ed as radiation en-

hanced thermal phases. Such enhancement was, how-

ever, not observed with 4 MeV Ni or Fe ion irradiation.

The suppression of these phase under ion irradiation are

attributed to sluggish nucleation and growth rates. Ex-

tended defects formation and solute segregation under

ion irradiation occur in a time scale less than a few hours

while equivalent processes take place over several

months to a few years for neutron case. Phases with slow

kinetics seem to have not enough time to form under ion

irradiation, before elemental resources and nucleation

sites are exhausted by the formation of fast nucleating

precipitate phases such as MC, M2P, and G phase.
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5. Conclusions

Precipitate phases in 28 di�erent Fe±15Ni±13Cr

austenitic stainless steels have been investigated as a

function minor alloying additions after 4 MeV Ni� ir-

radiation at 948 K. The results showed that irradiation

caused either enhancement, retardation, modi®cation,

or creation of precipitate phases. Principal causes for

these changes are attributable to the production of

profuse precipitate nucleation sites (loops, dislocations,

bubbles, cavities) introduced by radiation damage, the

preferential segregation of Si and Ni at defects during

irradiation, the radiation-enhanced di�usion by the in-

creased point defect supersaturations during irradiation,

and cascade induced mixing and dissolution of meta-

stable phases. Although the phase stability during irra-

diation showed an extreme sensitivity to the changes in

solute supersaturations as various precipitates evolved,

Si and Ni segregation is a predominant factor for en-

hancing Si-accommodating phases and suppressing non-

Si phases. Of particular interest was that, although MC

formed readily in the complex E-series alloys during ir-

radiation, TiO was favored over TiC in the simple B-

series alloys. This is qualitatively di�erent from either a

radiation-induced departure from equilibrium or an

enhancement of prevalent thermal phases. This is a

novel situation in which the stable phase is not produced

on thermal aging but only during irradiation, as a result

of cascade mixing and dissolution and enhanced kinetics

during irradiation.

Although the phase stability under irradiation is

complicated, the results provide crucial insights into the

energetics of the mechanisms involved, and provide a

basis for tailoring alloy compositions to achieve con-

trolled microstructures. For ®ssion and fusion reactor

structural materials applications, control of transmu-

tation produced gas atoms is a very important issue in

suppressing swelling. Fortunately, M2P and MC parti-

cles can be developed in a ®ne scale with high number

densities during irradiation if the alloy composition is

tailored correctly. These are very desirable features

because swelling can be suppressed via e�ective dis-

persion of gas atoms at the precipitate±matrix inter-

faces while mechanical strength can be improved by

pinning dislocations by these particles [14,32,36±38]. To

achieve this end, alloy compositions should be opti-

mized by maximizing the dispersion of M2P and MC

particles.
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In¯uence of oxygen ion implantation on the damage and annealing
kinetics of iron-implanted sapphire
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Abstract

The e�ects of implanted oxygen on the damage accumulation in sapphire which was previously implanted with iron

was studied for (0 0 0 1) sapphire. The energies were chosen to give similar projected ranges. One series was implanted

with a 1:1 ratio (4� 1016 ions/cm2 each) and another with a ratio of 2:3 (4� 1016 Fe�/cm2; 6� 1016 O�/cm2). Retained

damage, v, in the Al-sublattice, was compared to that produced by implantation of iron alone. The observed disorder

was less for the dual implantation suggesting that implantation of oxygen enhanced dynamic recovery during im-

plantation. Samples were annealed for 1 hour at 800°C and 1200°C in an oxidizing and in a reducing atmosphere. No

di�erence was found in the kinetics of recovery in the Al-sublattice between the two dual implant conditions. However,

the rate of recovery was di�erent for each from samples implanted with iron alone. Ó 2000 Elsevier Science B.V. All

rights reserved.

PACS: 61.43.Er; 61.82.Ms

Keywords: Sapphire; Co-implantation iron and oxygen; Annealing

1. Introduction

There is interest in the formation of nanometer-
sized phases in insulator matrices due to the pos-
sibility of producing quantum con®nement e�ects
as the particle size approaches the scale of electron
scattering. Nanometer-sized elemental phases and

compounds have been produced by ion implanta-
tion. Compound formation is achieved by the
implantation of two or more chemical species,
often followed by annealing.

Because of the very low solubility of impurities,
sapphire makes an excellent host for such studies.
White and co-workers [1,2] have prepared a
number of nanometer-sized semiconducting com-
pounds (e.g., SiGe, GaAs, GaP, GaN, CdS, CdSe,
ZnS, PbS) in sapphire by sequential implantation
and post-implantation annealing.

The present study explores the amount of the
residual damage and the possibility of compound
formation for sequential implantation of iron and
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oxygen into sapphire at room temperature (�300
K) and the e�ect of annealing temperature and
atmosphere on damage recovery.

According to the phase diagrams, Al2O3 and
Fe2O3 are soluble in each other to 5±10% at
1100°C [3], thus, a solid solution, (AlxFe1ÿx)2O3

may form during the oxygen implantation. Other
iron oxides, Fe1ÿxO and FeAl2O4, should appear
as second phase precipitates [4].

2. Experimental procedures

High purity single crystals of Al2O3 with the
c-axis normal to the surface were obtained from
Crystal Systems, with optically polished surfaces.
Samples were annealed for 120 h at 1500°C in
¯owing O2 to remove any residual polishing
damage and surface contamination. One set was
implanted at room temperature with 4� 1016 Fe�/
cm2 (160 keV) followed by implantation of
4� 1016 O�/cm2 (54 keV), giving an implanted
Fe:O ratio of 1:1. Another set was implanted with
4� 1016 Fe�/cm2 followed by implantation of
6� 1016 O�/cm2, giving an implanted Fe:O ratio
of 2:3. The energies were chosen such that the
ranges were similar. Because of di�erences in lon-
gitudinal straggling, the concentration ratios may
vary slightly with depth and di�er slightly from
these ratios. In order to avoid channeling of the
implanted ions, the incident beam direction was
5±7° from the crystal axes.

Samples of each set were annealed for 1 hour at
800°C and 1200°C in an oxidising (oxygen or air)
or reducing (Ar±4% H2) atmosphere. A few sam-
ples were annealed at 500°C and 1500°C.

The residual damage was determined from
Rutherford backscattering (RBS)-ion channeling
using a beam of 1.6 MeV He�. The incident beam
direction was normal to the specimen surface and
the scattering angle of detection was 140°. The
residual damage, v, was scaled to that produced by
implantation of 4� 1016 Fe/cm2 (160 keV) using
the value of deposited damage energy (SD) calcu-
lated with the code E-DEP-1 (P-5.0) [5]. Experi-
mental values for samples implanted with only
iron were taken from a previous study [6].

3. Results

3.1. E�ects of oxygen-implantation on residual
damage

There were no signi®cant di�erences in the
RBS-ion channeling spectra from the as-implanted
samples having di�erent Fe:O ratios. Values of v
for the Al-sublattice (0.62 and 0.60, 4:4 Fe:O and
4:6 Fe:O, respectively) were lower than for the
sample implanted only with 4� 1016 Fe/cm2,
(0.68). These results are shown in Fig. 1. Also
shown in Fig. 1 are the values scaled with total
deposited damage energy (SD). If the disorder
scaled directly with damage energy, values of 0.86
and 0.95 would be expected. However, dynamic
recovery during implantation makes a linear ex-
trapolation of v with damage energy unlikely. A
previous paper [6] reported v as a function of iron
¯uence for similar implantation conditions. Using
those data as a basis of extrapolation for the dual
implanted samples gives values of v� 0.73 and
0.75 for the 4:4 and 4:6 samples, respectively.

The observed values are lower than values
projected by either method, suggesting that the
subsequent implantation of oxygen enhanced re-
covery in the Al-sublattice. The ``error bars'' in
Fig. 1 indicates values �5% of the measured or
calculated values.

3.2. Damage recovery during post-implantation
annealing

Values of v were determined after annealing for
1 hour at 500°C, 800°C and 1200°C in an oxidising

Fig. 1. Damage (v) in the Al-sublattice measured by RBS-ion

channeling and as scaled with calculated damage energy de-

position and with damage observed in [6].
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or reducing atmosphere. The data, normalised by
dividing vannealed by vas-implanted, are summarized in
Table 1 and plotted in Fig. 2 as the fraction

damage remaining versus annealing temperature.
Data for samples implanted with iron only, taken
from [6], are shown for comparison.

The curves of Fig. 2(a) show that recovery of
disorder in the Al-sublattice during annealing in
the oxidising atmosphere is essentially the same at
temperatures below 800°C for samples implanted
with iron only, 4:4 Fe:O and 4:6 Fe:O. As indi-
cated in Table 1, the fraction of retained damage
after the 800°C treatment was slightly higher in the
4:6 Fe:O sample than in the others. Little addi-
tional recovery of the Fe-implanted sample oc-
curred in the temperature range of 800±1200°C.
This observation is consistent with the two-stage
recovery process reported earlier [7]. Lattice
damage in the dual implanted samples continued
to anneal in this temperature range, and similar
fractions of the as-implanted disorder remain after
the 1200°C anneal.

Fig. 2(b) shows that disorder for both dual
implanted conditions recovered at about the same
rate in the reducing atmosphere. The samples im-
planted only with iron recovered at signi®cantly
slower rates at 800°C and 1200°C than did the
dual implanted samples.

3.3. Iron redistribution during annealing

The RBS-ion channeling spectra for the iron
peak are shown in Figs. 3 and 4. There were no
signi®cant di�erences among the samples annealed
at 800°C. All exhibited increased channeling in the
aligned spectra, but no shift in the position of the
peak. No iron was lost from the implanted zone.
These observations are in marked contrast to the

Table 1

Fraction damage remaining after annealing

Temperature (°C) Oxidizing Reducing

Fe only 4:4 4:6 Fe only 4:4 4:6

500 0.9 0.89 0.88 0.9 0.89 0.89

800 0.2 0.19 0.26 0.53 0.19 0.22

1200 0.19 0.10 0.13 0.14 0.08 0.05

1500 0.05 0.05

Fig. 2. Recovery of disorder in Al-sublattice during post-im-

plantation annealing: (a) oxidizing atmosphere. (b) reducing

atmosphere.
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results for samples implanted only with iron and
annealed in oxygen [7]. In that case, a surface peak
was present after the 800°C anneal in oxygen, in-
dicating a migration of the implanted iron to the
surface.

The 4:4 sample annealed in air at 1200°C de-
veloped a surface peak in the iron spectrum but
there was no change in the position of the peak for
the 4:6 sample annealed under the same condi-
tions. A slight (�5%) amount of iron was lost from
the 4:4 sample but there was no detectable loss of
iron from the 4:6 sample.

The spectra for the 4:4 sample annealed in Ar±
4% H2 at 1200°C suggest that some iron di�used
into and toward the surface of the sapphire during
this anneal. On the other hand, the aligned curves
were identical for the 4:6 samples annealed in the
same atmosphere at 800°C and 1200°C. The peak

position did not shift from the as-implanted posi-
tion, there was only a broadening of the peak. The
position of the peak did not change in samples
implanted with only iron annealed under similar
conditions [7].

Many of the iron atoms, either as isolated-im-
planted atoms or in iron-containing compounds
are shielded by the aluminum atoms as viewed
along the c-axis. The value of vFe for iron was lower
for the dual implanted samples than for the iron
implanted samples in the as-implanted specimen
and after each annealing treatment. Earlier studies
found that iron oxides formed during annealing in
oxygen have a high degree of coherency in the
[0 0 0 1] direction but not along other crystallo-
graphic axes [7]. Iron nanocyrstals formed during
high ¯uence implantation and during reducing
anneals are also highly oriented along the c-axis [8].

Fig. 3. Iron spectra for 4Fe:4O annealed in (a) air, (b) Ar±4%

H2 (�: random for as-implanted and 800°C; N: random for

1200°C; j: aligned, as-implanted; : aligned, 800°C; r:

aligned, 1200°C).

Fig. 4. Iron spectra for 4Fe:6O annealed in (a) air, (b) Ar±4%

H2 (�: random for as-implanted and 800°C; N: random for

1200°C; j: aligned, as-implanted; : aligned, 800°C; r:

aligned, 1200°C).
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4. Discussion

The reduced disorder in the dual as-implanted
samples, compared to the single implant of iron,
could be due to in situ compound formation or to
the implanted oxygen replacing oxygen displaced
by knock-ons. At this ¯uence, most of the iron is
present as Fe2� with a small amount present as
nanometer size metallic iron precipitates [9]. It was
proposed that the Fe2� was present as iron-oxygen
vacancy clusters. Oxygen implanted after the iron
may annihilate these vacancies, causing the iron to
precipitate. The oxygen could also promote the
formation of iron oxides. Studies in progress using
transmission electron microscopy and grazing an-
gle X-ray di�raction should de®ne the location of
the iron.

The lower values of vFe for the dual implanted
samples is consistent with the formation of co-
herent second phases.

A previous study [7] of Fe-implanted sapphire
found that recovery of the disorder in the Al-
sublattice had a plateau between 800°C and
1200°C (see Fig. 2(b)). The TEM studies cited in
[7] identi®ed small precipitates of FeAlO4 in re-
gions near the peak iron concentration after an
anneal at 700°C in oxygen and precipitates of a-
(Fe,Al)2O3 at and near the surface after a 1200°C
anneal. The plateau in the recovery curve was
thought to be controlled by the in-di�usion of
oxygen to reach a level where the mixed Fe±Al
oxide could form. The implantation of oxygen
after the iron may provide su�cient oxygen for in
situ precipitation. Removal of Fe from the Fe±O
vacancy clusters in the presence of implanted ox-
ygen should promote recovery of the Al2O3 lattice.

The increased recovery of the dual implanted
samples for the 800°C anneals in the reducing at-
mosphere may also be due to the presence of the
implanted oxygen in the region where Fe2� is being
reduced to Fe0, thereby releasing oxygen vacancies
from the charge compensating clusters, allowing
reformation of the sapphire lattice.

5. Summary

The amount of disorder in the Al-sublattice is
less than expected for the implantation of Fe fol-
lowed by the implantation of oxygen, compared to
the results for implantation of Fe only.

The recovery of disorder in the Al-sublattice
during post-implantation annealing was enhanced
by the dual implantation in both oxidizing and
reducing atmospheres. It is suggested that the im-
planted oxygen reacts with the iron to form iron
(or iron-aluminum) oxides which are coherent with
the sapphire lattice as viewed along the c-axis.
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Abstract

In order to study the amorphization of sapphire during room temperature ion implantation and the recrystallization

of ion-implantation-induced amorphization, sapphire single crystals were implanted with tin (180 keV) at room tem-

perature to ¯uences from 5� 1015 to 1� 1017 Sn/cm2. The calculated damage energy at the amorphous/crystalline

interface varied from 85 eV/atom (1016 Sn/cm2) to 1.4 eV/atom (4� 1016 Sn/cm2). The concentration of Sn at the in-

terface was less than 2 at%. Samples implanted with 4� 1016 Sn/cm2 were annealed for 1 hour in oxidizing or reducing

atmospheres at a temperature of 700°C, 900°C, 960°C or 1100°C. Regrowth at temperatures below 960°C followed the

sequence: amorphous ® c-Al2O3; c-Al2O3 ® a-Al2O3. Essentially all (97%) implanted tin was lost during the 1100°C

anneal in Ar±4% H2, whereas all Sn was retained in the sample annealed in the oxidizing atmosphere. Ó 2000 Elsevier

Science B.V. All rights reserved.

PACS: 61.43.Er; 61.82.Ms

Keywords: Sapphire; Sn-implantation; Amorphization; Regrowth

1. Introduction

Ion implantation of solids presents a unique
method for altering the near-surface structure of a
wide range of materials in a manner that is inde-
pendent of many of the constraint associated with
conventional processing methods. Current activi-
ties in the area of integrated optics and the tai-
loring of oxides for speci®c applications have led

to renewed interest in the use of ion implantation
to alter the near-surface optical, electrical, mag-
netic or mechanical properties of amorphous and
crystalline oxides.

Sapphire (single crystal a-A12O3) can be crys-
talline with lattice disorder, e.g., damage in the
form of dislocations and point defect clusters, or it
can be amorphous after implantation [1]. The de-
gree of disorder depends upon the implantation
parameters of ion ¯uence, ion species, target tem-
perature and orientation of the ion beam relative
to crystallographic axes. The ion ¯uence required
for amorphization at room temperature is signi®-
cantly lower for some ion species than for others
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[2]. This observation has led to the speculation of
the existence of some ``chemical'' e�ect on amor-
phization.

For many potential applications, it will be
necessary to anneal the material after implantation
in order to remove the radiation damage, recrys-
tallize the amorphous layer to the crystalline state,
and/or redistribute the implanted species. The re-
growth of sapphire has been extensively studied
only for crystals amorphized by sequential im-
plantation of Al�O in the ratio of 2:3 and the
implantation of Fe, both at 77 K [3]. These studies
found the amorphous A12O3 ®rst transformed to
c-A12O3 and then the c-A12O3 transformed to a-
A12O3 by epitaxial growth from the a±c interface
in the temperature range of 700±1000°C. There
was, however, a di�erence in the kinetics of the
transformations between the (Al + O) and the Fe-
implanted samples. The e�ect of annealing atmo-
sphere (oxidizing or reducing) has received only
limited attention.

The purpose of the present study is to study in
greater detail amorphization due to implantation
of Sn at room temperature and to study the e�ects
of annealing atmosphere on the regrowth of the
matrix and the distribution of the tin. An earlier
study reported limited results for Conversion
electron M�ossbauer spectroscopy and transmis-
sion electron microscopy (TEM) examinations of a
sample implanted with 4� 1016 Sn/cm2 [4].

2. Experimental details

High-purity A12O3 single crystals having the c-
axis normal to the surface were obtained with an
optical polish from Crystal Systems, Inc. (Salem,
MA). The disks were annealed for 120 h at 1450°C
in ¯owing oxygen to remove any residual polishing
damage or surface contamination. Minimum
yields, vm, were �2% in the Al sublattice and �8%
in the oxygen sublattice after annealing, indicating
a high degree of perfection.

Crystals were implanted with 119Sn (180 keV) at
room temperature to ¯uences of 5� 1015; 1�
1016; 2� 1016; 4� 1016 and 1017 Sn/cm2 with the
beam �7° o�-normal. Values of the projected
range, Rp, and straggling, DRp, calculated from the

code EDEP-1(P.5) [5] were 53.3 and 7 nm, re-
spectively.

Samples implanted with 4� 1016 Sn/cm2 were
annealed for 1 h at 700, 900, 960 or 1100°C in an
oxidizing (¯owing oxygen) or reducing (Ar±4%
H2) atmosphere.

Specimens were analyzed by Rutherford back-
scattering ion channeling spectroscopy (RBS) us-
ing 2.0 MeV He� ions at a scattering angle of 160°.
Specimens were prepared for TEM by mechanical
polishing followed by ion milling.

3. Results and discussion

3.1. As-implanted

The RBS spectra of Fig. 1 shows the aligned
spectrum to reach the random value at a ¯uence
between 5� 1015 and 1� 1016 Sn/cm2. The aligned
scattering from the Al-sublattice for the 5� 1015

Sn/cm2 sample exhibits a strong broad surface
peak and a second maximum at a distance ap-
proximately equal to Rp � DRp. The amorphous
(random) layer extends to a depth of �70 nm for a
¯uence of 1� 1016 Sn/cm2 and 80 nm at 2� 1016

Sn/cm2. This layer was about 95 nm thick at
4� 1016 Sn/cm2.

Fig. 1. RBS-ion channeling using 2 MeV He� for Al2O3 im-

planted with 119Sn�/cm2 at room temperature.
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The value of deposited damage energy, S(D), at
the positions of the crystalline±amorphous inter-
faces, calculated using EDEP-1(P5), has values of
85, 28 and 1.4 eV/atom for ¯uences of 1, 2 and
4� 1016 Sn/cm2, respectively. The position of the
interface does not correlate with S(D). If a value of
18 eV is used for the displacement energy (Ed) for
an Al ion from its lattice site, a calculation indi-
cates that Al will not be displaced by incident Sn�

at depths greater than about 60 nm. A similar
calculation for oxygen, using Ed � 72 eV, suggests
that oxygen ions will not be displaced at depths
greater than about 40 nm. Ignoring any e�ect of
di�erences in scattering cross-sections, these cal-
culations suggest that an excess of Al-vacancies
over O-vacancies will be created in a zone
40±60 nm from the surface. This corresponds to Rp

for the implanted Sn.
The creation of an Al-de®cient (or O-rich)

zone could explain the TEM observations of the
earlier study wherein two ``amorphous'' were
observed after implantation to 4� 1016 Sn/cm2

[4]. The contrast in TEM images indicated one
phase to be Sn-rich. The relative values of the
free energies of formation, DG°, of a-A12O3,
SnO2 and Al±Sn±O compounds indicate that Sn
cannot reduce a-A12O3. However, if the Al has
been removed by energetic collisions, the Sn
might react with the excess oxygen. The CEMS
results for the same study indicated that amor-
phous SnO2 or SnAl2O5 and SnAl2O4 were pre-
sent in this sample.

The Sn/Al ratio at the position of the amor-
phous±crystalline interface was determined from
the RBS-ion channeling measurements to have
values of 1±2 at%.

3.2. Post-implantation annealing studies ± oxidizing
atmosphere

There were no signi®cant changes in the RBS
spectra for samples annealed 1 h at 700°C and
900°C in air. The previous CEMS study [4] showed
tin to be present as Sn(II) and Sn(IV) in the as-
implanted condition and in the same relative
amounts after an 700°C anneal. Only the Sn(IV)
state was present after anneals at 900°C and
higher. In-di�usion of oxygen through the amor-

phous surface layer oxidized the Sn(II) state to the
Sn(IV) state.

There was a slight (�5 nm) movement of the a±
amorphous interface toward the surface during the
960°C anneal and movement of the Sn toward the
surface. The peak Sn:Al ratio at the surface was
0.09 and 0.10 at Rp. There was no channeling of
the Sn.

There were major changes in the RBS after the
1100°C anneal, Fig. 2. The strong peak from the

Fig. 2. RBS-ion channeling using 2 MeV He� for Al2O3 im-

planted with 4� 1016 119Sn�/cm2 at room temperature and

annealed 1 h in air at 1100°C. (a) Al-sublattice; (b) Sn.
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surface to �30 nm suggests either a microcrystal-
line structure or, based on earlier studies [3], c-
Al2O3 with substructure. An examination by TEM
showed that it is c-Al2O3. The region from �30 nm
to the original amorphous/crystalline interface was
a-Al2O3. A number of voids were detected in the
region from �30 to �70 nm, corresponding to the
region of higher channeling in Fig. 2(a). These
voids may be due to condensation of Al-vacancies,
as suggested above. Selected area di�raction pat-
terns showed the Sn-rich precipitates to be SnO2.

The precipitates and both Al2O3 phases exhibited a
high degree of coherency with the following ori-
entation relationships:

�2 0 0�SiO2
jj�0 0 0 1�ajj�1 1 1�c;

�0 0 2�SiO2
jj�3 0 3 0�ajj�4 4 0�c:

Fig. 2(b) shows a tendency for a surface peak in
the Sn spectra as well as movement of the Sn from
the position of Rp toward the surface. All of the
implanted Sn was retained during this anneal. The
melting point of SnO2 is about 1730°C; thus,
this oxide should be stable at this annealing
temperature.

3.3. Post-implantation annealing studies ± reducing
atmosphere

Annealing at 700° did not change the RBS
spectra for the Al or Sn. Annealing at 900°C
caused the a-amorphous interface to migrate �15
nm toward the surface. The Al-spectrum did not
reach the random level, and the appearance indi-
cates the formation of c-Al2O3. There was no
change in the Sn-spectra.

The spectra of Fig. 3(a) indicate that the a±c
interface is �50 nm from the surface, indicating
epitaxial regrowth of the a into the c during the

Fig. 3. RBS-ion channeling using 2 MeV He� for Al2O3 im-

planted with 4� 1016 119Sn�/cm2 at room temperature and

annealed 1 h in Ar±4% H2 at 960°C. (a) Al-sublattice; (b) Sn.

Fig. 4. RBS-ion channeling from Al using 2 MeV He� for

Al2O3 implanted with 4� 1016 119Sn�/cm2 at room temperature

and annealed 1 h in Ar±4% H2 at 1100°C.
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960°C anneal. The Al spectrum suggests the re-
grown a is not as perfect as observed in the study
of samples implanted with (Al + O) or Fe [3]. No
changes were noted in the Sn spectra (Fig. 3(b)).

The spectra of Fig. 4 indicate complete re-
growth to the a-phase occurred during the 1100°C
anneal. The regrown phase contained more dis-
order than the virgin crystal, with values of
v � 0:26 at the surface and �0.2 at 70 nm. Al-
though 97% of the Sn was lost from the sample
during this anneal, the spectra for both Al and Sn
show a bimodal shape, suggesting that the disorder
remaining in the Al sublattice is connected with
the presence of this small amount of tin. Reduc-
tion of the Sn from Sn(II) and Sn(IV) to the me-
tallic state is expected for the reducing anneals.
Since Sn melts at 232°C, it is not surprising that
most of the Sn was lost during this anneal. The
retained tin appears to be tied up as SnAl2O4.

4. Summary

Sapphire crystals having the c-axis approxi-
mately parallel to the ion beam become amor-
phous at a ¯uence between 5� 1015 and 1� 1016

ions/cm2 for implantation of Sn� at room tem-
perature. The calculated damage energy and
measured Sn concentration at the crystalline±
amorphous interface are very low.

Only a slight amount of regrowth from the
crystalline substrate into the amorphous zone oc-
curs in 1 h for annealing in a oxidizing atmosphere
at temperatures of 960°C and below. Annealing 1 h
at 1100°C produces a surface layer of c-Al2O3

from the surface to �30 nm and regrown a-Al2O3

in the region �30±95 nm. Examination by TEM
reveals SnO2 particles coherent with both phases.
There is a tendency for Sn to migrate toward the
free surface; however, very little Sn is lost during
annealing. The presence of the Sn as SnO2

precipitates may prevent the loss of Sn by
evaporation.

Migration of the a-Al2O3 substrate into the
amorphous layer is detected after 1 h at 900°C for
anneals in a reducing atmosphere. A surface layer
of c-Al2O3 (0±50 nm) and epitaxially regrown a-
Al2O3 (50±95 nm) was present after annealing 1 h
at 960°C. Complete regrowth to a-Al2O3 was ob-
served after the 1 h anneal at 1100°C; however,
this a-Al2O3 contained signi®cant disorder. The
disorder may be due to the observed presence of
SnAl2O4 precipitates. Approximately 97% of the
Sn was lost during the 1100°C anneal.

These observations suggest that the interaction
of Sn and/or Sn±Al±O compounds with irradia-
tion-produced defects is very strong, e�ectively
pinning them in place.

Acknowledgements

These studies were supported in part by the
Department of Energy, Division of Materials Sci-
ences, under contract DE-AC05-96OR with
Lockheed Martin Energy Research Corporation.
The implantations were performed in the Surface
Modi®cation and Characterization Facility of Oak
Ridge National Laboratory. Special thanks go to
Dr. P.S. Slad, Oak Ridge National Laboratory for
assistance with the electron microscopy.

References

[1] C.J. McHargue, Mater. Sci. Eng. A 253 (1998) 94.

[2] C.J. McHargue, P.S. Sklad, P. Angelini,. C.W. White, J.C.

McCallum, The structure of amorphous Al2O3 produced by

ion implantation, in: P. Borgesen, J.A. Knapp, R.A. Zuhr,

(Eds.), Beam±Solid Interactions: Physical Phenomena, Mat-

er. Res. Soc., Pittsburgh, PA, 1990, pp. 505±512.

[3] C.W. White, L.A. Boatner, P.S. Sklad, C.J. McHargue,

J. Rankin, G.C. Farlow, M. Aziz, Nucl. Instr. and Meth. B

32 (1988) 11.

[4] C.J. McHargue, P.S. Sklad, J.C. McCallum, C.W. White,

A. Perez, E. Abonneay, G. Marest, Nucl. Instr. and Meth. B

46 (1990) 74.

[5] C.M. Davisson, I. Manning, NRL Report 8859, Naval

Research Laboratory, Washington, DC, 1986.

C.J. McHargue, L.J. Romana / Nucl. Instr. and Meth. in Phys. Res. B 166±167 (2000) 193±197 197



The role of cascade energy and temperature in primary defect
formation in iron

Roger E. Stoller*

Metals and Ceramics Division, Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge, TN 37831-6376, USA

Abstract

Molecular dynamics (MD) simulations have been used to investigate the formation of atomic displacement cascades

in iron with energies up to 50 keV (corresponding to a primary knock-on atom (PKA) energy of 79 keV) at 100 K, up to

20 keV at 600 K, and up to 10 keV at 900 K. The cascade damage production has been characterized in terms of several

parameters: the number of surviving point defects, the fraction and type of surviving point defects found in clusters, and

the size distributions of the in-cascade point defect clusters. A su�cient number of simulations have been completed at

each condition to evaluate the statistical variation in these primary damage parameters as a function of irradiation

temperature and cascade energy. The energy dependence of stable defect formation can be conveniently separated into

three regimes with the number of defects in each regime correlated by a simple power law with a characteristic exponent.

The primary e�ects of cascade energy on defect formation at high energies are explained in terms of subcascade for-

mation. Only a modest e�ect of temperature is observed on defect survival, while irradiation temperature increases lead

to a slight increase in the in-cascade interstitial clustering fraction and a decrease in the vacancy clustering fraction.

Cascade energy has little e�ect on the in-cascade clustering fractions above about 5 keV. However, there is a systematic

change in the cluster size distribution, with higher energy cascades producing larger clusters. The loosely coupled nature

of the in-cascade vacancy clusters persists at higher energies. Ó 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

The method of molecular dynamics (MD) has been

broadly applied in recent years to the investigation of

primary damage formation in irradiated materials [1±

10]. Modern, high speed computers with large amounts

of memory have permitted researchers to examine higher

energy events with their requirement for larger numbers

of atoms. These same computing resources have per-

mitted cascade simulations to be completed in su�cient

numbers to obtain statistically meaningful mean values,

and for comparisons to be made between di�erent ma-

terials. For example, a previously reported comparison

of cascade damage formation in iron and copper was

based on a database of over 600 cascades [5]. The results

presented in that study comprise cascade energies from

60 eV to 10 keV for irradiation temperatures of 100 and

600 K, and up to 5 keV at 900 K. The average number of

defects that survived in the iron and copper MD cascade

simulations at each energy was also compared with the

number of displacements obtained from the standard

secondary displacement model by Norgett, Robinson,

and Torrens (NRT) [11] with the recommended value of

the atomic displacement threshold for both materials

[12].

MD investigations of displacement cascades in a

number of materials have established several consistent

trends in primary damage formation. These trends in-

clude: (1) the total number of stable point defects pro-

duced follows a power-law dependence on the cascade

energy over a broad energy range, (2) the ratio of MD

stable displacements divided by the number obtained

from the NRT model decreases with energy until sub-

cascade formation becomes prominent, (3) the in-cas-

cade clustering fraction of the surviving defects increases

with cascade energy, and (4) the e�ect of lattice

temperature on the MD results is rather weak. Two

additional observations have been made regarding in-

cascade clustering in iron. First, the interstitial clusters

have a complex, three-dimensional morphology, with
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both sessile and glissile con®gurations. Mobile intersti-

tial clusters appear to glide with a low activation energy

similar to that of the mono-interstitial (�0.1±0.2 eV)

[13]. Second, the vacancy clustering fraction is much

lower than the interstitial clustering fraction. If based on

a nearest-neighbor clustering criterion, the fraction of

surviving vacancies and interstitials in clusters for high

energy cascades is about 3% and 20% of the NRT dis-

placements, respectively.

The results presented here summarize further statis-

tical analysis of the iron cascade database completed at

lower energies to provide a more complete character-

ization of the energy and temperature dependence of

cascade damage production. Additional cascade simu-

lations have extended the range of the previous studies

to a peak cascade energy of 50 keV at 100 K and 20 keV

at 600 K. Completing higher energy simulations pro-

vides an opportunity to validate the trends established at

lower energies. In particular, they further probe the

energy domain of extensive subcascade formation. Both

the total number of point defects produced and the

fraction of these defects found in clusters at the end of

the cascade event appeared to be relatively independent

of temperature at the lower energies. The in-cascade

cluster size distributions exhibit more temperature de-

pendence at the higher energies, with vacancy clustering

decreasing and interstitial clustering increasing as the

temperature increases.

2. MD simulation method

The calculations were carried out using the MOLDY

[14] MD code and the interatomic potential for iron

developed by Finnis and Sinclair for a-iron [15,16] and

subsequently modi®ed by Calder and Bacon [3]. This

code and potential have been widely used, and are dis-

cussed in detail elsewhere [2±10]. The simulations were

carried out using periodic boundary conditions and at

constant pressure. Since the boundary atoms were not

damped to remove heat, the initiation of a cascade event

led to some lattice heating. The primary impact of the

temperature increase is to extend the lifetime of the

thermal spike, it has little or no impact on the ballistic

phase of the cascade. The e�ect of this temperature in-

crease on primary damage formation is not yet clear.

There is some evidence that the adiabatic conditions

may have an impact on the in-cascade interstitial clus-

tering fraction [17]. In addition, although previous work

has not shown a signi®cant impact of temperature on

total defect survival [3,5,10], some of the results pre-

sented here suggest that relatively large temperature in-

creases may reduce the number of stable point defects

produced.

Prior to conducting the cascade simulations, a block

of atoms was thermally equilibrated at the temperature

of interest for about 10 ps. This equilibrated atom block

was used as the starting point for the subsequent cascade

simulations; the size of the block is increased for higher

energy simulations as shown in Table 1. The simulations

were initiated by giving a lattice atom the speci®ed

amount of kinetic energy and an initial direction; a high

index lattice direction such as h135i was typically used

to minimize channeling. Additional cascades were

di�erentiated by changing the location of the primary

knock-on atom (PKA) or by using a di�erent

equilibrated atom block. As discussed in Ref. [5], the

initial kinetic energy is analogous to the damage energy

in the NRT [11] model. The kinetic energy lost to

electronic excitation accounts for the di�erence

between the PKA energy and damage energy and this

energy loss mechanism is not simulated in the MOLDY

code [5]. Both the MD simulation energies and the

corresponding PKA energies are listed in Table 1.

The neutron energies listed in Table 1 are those for

which the PKA energy is the average recoil energy in an

elastic collision. Note that these MD simulations

account for recoils from neutrons that are well into the

high (fast) energy domain, i.e. energies greater than

about 0.1 MeV.

Table 1

Typical particle energy parameters, corresponding NRT displacements, and simulation cell size for MD cascade simulations

Neutron energy

(MeV)

Average PKA energy

(keV)

Corresponding EMD

(keV)

NRT displacements Atoms in simulation

0.0034 0.116 0.1 1 3456

0.0058 0.236 0.2 2 6750

0.014 0.605 0.5 5 6750

0.036 1.24 1 10 54 000

0.074 2.54 2 20 54 000

0.19 6.60 5 50 128 000

0.40 13.7 10 100 250 000

0.83 28.8 20 200 250 000

1.8 61.3 40 200 1 024 000

2.3 78.7 50 500 2 249 728
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3. Primary damage formation in MD simulations

The parameters used in the following discussion to

describe results of MD cascade simulations are the total

number of surviving point defects and the fraction of the

surviving defects contained in clusters. The number of

surviving defects will be expressed as a fraction of the

NRT displacements listed in Table 1, whereas the

number of defects in clusters will be expressed as either a

fraction of the NRT displacements or a fraction of the

total surviving MD defects. The criterion used to de®ne

a point defect cluster in this study was that each defect in

the cluster must be in a nearest-neighbor position to

another defect. As discussed below, defect clusters are

not necessarily compact structures under this de®nition.

In order to analyze the statistical variation in the pri-

mary damage parameters, the mean value (M), the

standard deviation about the mean (r), and the standard

error of the mean (e) have been calculated for each set of

cascades conducted at a given energy and temperature.

The standard error of the mean is calculated as

e � r=n0:5, where n is the number of cascade simulations

completed [18]. The standard error of the mean provides

a measure of how well the sample mean represents the

actual mean. For example, a 90% con®dence limit on the

mean is obtained from 1:86 � e for a sample size of nine

[19]. These statistical quantities are summarized in Table

2 for total defect survival and interstitial clustering.

Work is in progress to obtain a more complete tem-

perature comparison, e.g. 10 keV cascades at 600 K and

20 keV cascades at 900 K.

3.1. Total point defect survival

Previous work indicates that the number of stable

displacements (vacancy±interstitial pair) remaining at

the end of a cascade simulation, ND, exhibits a power-

law dependence on cascade energy [7,8]. For example,

after analyzing simulations in iron between 0.5 and 10

keV at 100 K, Bacon et al. found that the total

number of surviving point defects could be expressed

as [7]

ND � 5:67E0:779
MD ; �1�

Table 2

Statistics of primary damage parameters derived from MD cascade simulations

Temperature

(K)

Energy

(keV)

Number of

cascades

Surviving displacements (mean/

standard deviation/standard error)

Clustered interstitials (mean/standard

deviation/standard error)

Number Per NRT

defects

Number Per NRT

defects

Per MD

surviving

defects

100 5 8 17.1 0.343 8.38 0.168 0.488

2.59 0.0517 1.85 0.0369 0.0739

0.916 0.0183 0.654 0.0130 0.0261

10 15 33.6 0.336 17.0 0.170 0.506

5.29 0.0529 4.02 0.0402 0.101

1.37 0.0137 1.04 0.0104 0.0261

20 10 60.2 0.301 36.7 0.184 0.610

8.73 0.0437 6.50 0.0325 0.0630

2.76 0.0138 2.06 0.0103 0.0199

30 9 93.2 0.311 n/ca n/c n/c

14.9 0.0498

4.98 0.0166

40 8 131.0 0.328 74.5 0.186 0.570

12.6 0.0315 15.0 0.0375 0.102

4.45 0.0111 5.30 0.0133 0.0361

50 9 168.3 0.337 93.6 0.187 0.557

12.1 0.0242 6.95 0.0139 0.0432

4.04 0.00807 2.32 0.00463 0.0144

600 20 8 55.8 0.279 41.6 0.208 0.747

5.90 0.0295 5.85 0.0293 0.0782

2.09 0.0104 2.07 0.0104 0.0276

900 10 7 27.3 0.273 18.6 0.186 0.677

5.65 0.0565 6.05 0.0605 0.1605

2.14 0.0214 2.29 0.0229 0.0607

a n/c denotes that the analysis of interstitial clusters is not completed at this time.
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where the cascade energy, EMD is given in keV. This

relationship did not hold below about 0.5 keV because

true cascade-like behavior does not occur at these low

energies. Subsequent work by Stoller [8,10] indicated

that ND also begins to deviate from this energy depen-

dence above 20 keV when extensive subcascade forma-

tion occurs. New results at 30 and 50 keV con®rm that

the energy dependence of defect survival changes near 20

keV. This is illustrated in Fig. 1(a), where Eq. (1) is

plotted along with the average number of surviving in-

terstitials at energies up to 50 keV. At each energy, the

data point is an average of between 7 and 26 cascades.

Error bars are included for the 10±50 keV data to in-

dicate the standard error of the mean. The range of plus

or minus one standard error is barely detectable around

the data points, indicating that the change in slope is

statistically signi®cant.

In addition to the new results at 30 and 50 keV, two

of the values in Fig. 1 are di�erent from those reported

previously [3,5,10]. As part of an investigation of the

in¯uence of pre-existing damage on defect formation,

eight 10 keV simulations at 100 K were carried out in

perfect crystal to provide the baseline for comparison.

The results of these eight simulations have been aver-

aged together with the seven reported previously. This

resulted in a negligible change in the average number of

surviving defects from 33.9 to 33.6. This small change in

average is consistent with the small standard errors

shown in Fig. 1. A more signi®cant change has been

made in the value at 0.3 keV. Although 16 cascade

simulations were completed at this energy by Calder and

Bacon [3], the total point defect survival and interstitial

clustering fraction values obtained at 0.3 keV appeared

to be inconsistent with the rest of the data. Ten addi-

tional simulations have been carried out and the new

average of all 26 simulations is used in this paper. With

this new data, it appears that three well-de®ned regions

with di�erent energy dependencies exist. A power-law ®t

to the points in each energy region is shown in Fig. 1(a).

The best-®t exponent in the absence of true cascade

conditions below 0.5 keV is 0.485. From 0.5 to 20 keV,

the exponent is 0.795. This is marginally higher than the

value in Eq. (1), possibly because the 20 keV data were

used in the current ®tting. An exponent of 1.12 was

found in the range above 20 keV which is dominated by

subcascade formation. In each energy range, the MD

results deviate from the linear energy dependence pre-

dicted by the NRT model.

The data from Fig. 1(a) are replotted in Fig. 1(b)

where the number of surviving displacements is divided

by the NRT displacements at each energy. The rapid

decrease in this MD defect survival ratio at low energies

is well known. The error bars again re¯ect the standard

error and the solid line through the points is a least-

squares ®t to the energy dependence that was used in an

assessment of neutron energy spectrum e�ects [20]. Note

that at very low energies, the number of surviving dis-

placements in the MD simulations exceeds the NRT

value. This is a result of using the average displacement

threshold energy of 40 eV in the NRT model. The actual

displacement threshold varies with crystallographic di-

rection and is as low as �19 eV in the [1 0 0] direction

[21]. This simply implies that the low energy (near

threshold) simulations preferentially produce displace-

ments in the `easy' directions [22].

Just as the 30±50 keV data points fall above the

values predicted by the mid-energy power-law curve in

Fig. 1(a), the surviving defect fraction shows a slight

increase as the cascade energy increases from 20 to

50 keV, and the standard errors shown indicate that the

increase is statistically signi®cant. Although it is not

possible to quantitatively associate a speci®c defect

survival fraction with a given cascade morphology, it is

interesting to compare 10 and 50 keV cascades since the

Fig. 1. Cascade energy dependence of stable point defect formation in iron MD cascade simulations: (a) total number of interstitials or

vacancies at 100 K; (b) ratio of defects to NRT displacements. Data points indicate mean values at each energy and error bars indicate

standard error of the mean.
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defect survival fractions are nearly the same at both

energies. Such a comparison is shown in Fig. 2, where

the peak damage state from typical 10 and 50 keV cas-

cades are displayed. An average defect survival fraction

of �0.3 as shown for the 10±50 keV cascades is consis-

tent with values estimated from resistivity change mea-

surements following low-temperature neutron

irradiation [22,23].

Although it is di�cult to discern a consistent e�ect of

temperature between the 600 and 900 K data points, the

defect survival fraction at 100 K is always somewhat

greater than at either of the two higher temperatures.

This is in agreement with the e�ect of temperature re-

ported by Gao et al. [17] in their study of 2 and 5 keV

cascades. Calculated mean survival values and standard

errors for 10 keV cascades at 900 K, and 20 keV cas-

cades at 600 K are shown in Fig. 1(b). These results also

indicate a signi®cant reduction in defect survival with

increasing temperature. Further veri®cation of the tem-

perature dependence of defect survival will be provided

by work which is currently in progress: a statistical

analysis of all the lower energy cascades, and the com-

pletion of 10 and 20 keV cascades simulations at 600 and

900 K, respectively.

3.2. In-cascade interstitial clustering

The dependence of in-cascade interstitial clustering

on cascade energy is shown in Fig. 3 for simulation

temperatures of 100, 600, and 900 K, where the average

number of interstitials in clusters has been divided by the

corresponding number of NRT displacements. Statisti-

cal parameters are listed in Table 2 and the number of

cascades is the same as in Fig. 1. The solid line in Fig.

3(a) is again the least-squares ®t to the data that was

used to help assess neutron energy spectrum e�ects [20].

Data points at 0.1, 10, and 20 keV have been slightly

o�set along the energy axis to help visually distinguish

between the results. Although no physical signi®cance

should be assigned to the structure of the curve above 10

keV in Fig. 3(a), it can be understood by considering

Figs. 1(b) and 3(b). The clustering per NRT (Fig. 3(a)) is

essentially the product of clustering per MD (Fig. 3(b))

times the surviving MD defects per NRT (Fig. 1(b)).

Considerable scatter is observed in the clustering

fraction at low energies. This may be partially a result of

di�erences between the tools used to characterize the low

and high energy cascades. The higher energy simulations

required more sophisticated visualization tools, and this

potential di�erence has prompted the reanalysis of the

lower energy cascades which is now in progress. Overall,

the interstitial clustering fraction exhibits more vari-

ability between cascades at the same energy than does

defect survival, and the validity of the indicated ®t is

therefore less certain. The standard errors in Fig. 3(a)

are much larger than the corresponding values for the

defect survival fraction. The fraction of interstitials in

clusters is zero at the lowest energies and appears to

saturate at about 18±20% of the NRT displacements

above 5 keV, which corresponds to about 60% of the

total surviving interstitials. Although it is not possible to

discern a systematic e�ect of temperature below 10 keV,

there is an apparent trend toward greater clustering with

increasing temperature at higher energies. This can be

more clearly seen in Fig. 3(b), where the ratio of clus-

tered interstitials to surviving interstitials is shown, and

in the cluster size distributions that will be discussed

below. Such an e�ect of temperature on interstitial

clustering in these adiabatic simulations is consistent

with that observed by Gao et al. [17] in their work with a

hybrid MD model that extracted heat from the simula-

tion cell, i.e. the found that the clustering fraction in-

creases with temperature.

The interstitial cluster size distributions exhibit a

consistent dependence on cascade energy and tempera-

ture as shown in Fig. 4 (where a size of 1 denotes the

single interstitial). The cascade energy dependence at 100

K is shown in Fig. 4(a), where only the size distributions

at 10 and 50 keV are included to simplify the ®gure. The

in¯uence of cascade temperature is shown for 10 keV

cascades in Fig. 4(b), and for 20 keV cascades in Fig.

4(c). All interstitial clusters larger than size 10 are

combined into a single class in the histograms in Fig. 4.

The interstitial cluster size distribution shifts to larger

sizes as either the cascade energy or temperature in-

creases. An increase in the clustering fraction at the

higher temperatures is most clearly seen as a decrease in

the number of mono-interstitials. Comparing Fig. 4(b)

and (c) demonstrates that the temperature dependence

increases as the cascade energy increases. The largest

interstitial cluster observed in these simulations was
Fig. 2. Illustration of typical cascade morphology and sub-

cascade formation in 10 and 50 keV simulations.
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contained in a 20 keV cascade at 600 K as shown in Fig.

5. This large cluster was composed of 33 interstitials

(h111i crowdions and dumbbells), and exhibited con-

siderable mobility via what appeared to be one-dimen-

sional glide in a h111i direction [10].

The increase in the number of large clusters at high

energies and temperatures suggested that the in-cascade

cluster size distributions may exhibit more sensitivity to

neutron energy spectrum than did either total defect

survival or the total interstitial clustering fraction. At

Fig. 3. Cascade energy dependence of interstitial clustering: (a) clustered interstitials divided by NRT displacements; (b) clustered

interstitials divided by total surviving interstitials. Data points indicate mean values and error bars indicate standard error of the mean.

Fig. 4. Fractional size distributions of interstitial clusters formed directly within the cascade, comparison of: (a) 10 and 50 keV

cascades at 100 K; (b) 10 keV cascades at 100 and 900 K; (c) 20 keV cascades at 100 and 600 K.
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100 K, there are no interstitial clusters larger than 8 for

cascade energies of 10 keV or less. Therefore, the frac-

tion of interstitials in clusters of 10 or more was chosen

as an initial parameter for evaluation of the size distri-

butions. This partial interstitial clustering fraction is

shown in Fig. 6. Since the large clusters are relatively

uncommon, the fraction of interstitials contained in

them is correspondingly small. This leads to the rela-

tively large standard errors shown in the ®gure. The 33-

interstitial cluster shown in Fig. 5 plays a signi®cant role

in the sharp increase in this clustering fraction observed

between 100 and 600 K for the 20 keV cascades. A least-

squares ®t to the three 100 K results is shown by the

solid line in Fig. 6. Although the statistical basis for

using the curve in Fig. 6 is more limited than for the

curves in Figs. 1(b) and 3, this partial clustering fraction

was also included in the evaluation of neutron spectrum

e�ects discussed in Ref. [20]. The average fraction of

interstitials in large in-cascade clusters for several neu-

tron irradiation environments was obtained by weight-

ing the function shown in Fig. 6 with their respective

PKA spectra. These spectrum-averaged clustering values

exhibited a signi®cant variation between the various

Fig. 5. Residual defects at �30 ps from a 20 keV cascade at 100

K containing a 33-interstitial cluster.

Fig. 7. Typical uncollapsed or nascent vacancy cluster from 50

keV cascade at 100 K; 14 vacancies are contained, each of

which is within the 4-nn distance (1:66ao). Perspective view

shown in (a) and an orthographic projection in (b).

Fig. 6. Cascade energy dependence of interstitials contained in

clusters of 10 or more: clustered interstitials divided by NRT

displacements. Data points indicate mean values and error bars

indicate standard error of the mean.
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environments. This is in contrast to the spectrum-aver-

aged total defect survival and total interstitial clustering

fractions which show little dependence on neutron en-

ergy spectrum.

3.3. In-cascade vacancy clustering

As reported previously [5,10], the in-cascade vacancy

clustering fraction in iron is quite low (�3% of NRT)

when the nearest-neighbor (nn) criterion for clustering is

applied. When an analysis of the spatial arrangement of

the surviving vacancies in 10, 20, and 40 keV cascades

was conducted, peaks in the distribution were obtained

for vacancies in second (2-nn) and fourth (4-nn) nearest

neighbor locations [10]. Similar results were obtained

from the analysis of the vacancy distributions in 50 keV

cascades at 100 K and the 20 keV cascades 600 K. The

peak observed for vacancies in 2-nn locations is consis-

tent with the di-vacancy binding energy being greater for

2-nn (0.22 eV) than for 1-nn (0.09 eV) [24]; the reason

for the peak at 4-nn is unclear.

An example of these uncollapsed vacancy clusters is

shown in Fig. 7 where a collection of 14 vacancies has

been extracted from a 50 keV cascade at 100 K. Each of

the vacancies has at least one other vacancy within the 4-

nn spacing of 1:66ao. The `cluster' is shown in two views;

a 3-D perspective view is shown in Fig. 7(a), and an

orthographic projection (ÿx) in Fig. 7(b). Such an ar-

rangement of vacancies is similar to some of the vacancy

clusters observed by Sato et al. in ®eld ion microscope

images of irradiated tungsten [25]. Since the time of the

MD simulations is too short to allow vacancies to jump

(6 100 ps), the possibility that these closely correlated

vacancies might collapse into clusters over somewhat

longer times has been investigated using Monte Carlo

(MC) simulations. The vacancy coordinates at the end

of the MD simulations were extracted and used as the

starting con®guration in MC cascade annealing simu-

lations. The expectation of vacancy clustering was con-

®rmed in the MC simulations, where many of the

isolated vacancies had clustered within 70 ls [24,26].

The energy and temperature dependence of in-cas-

cade vacancy clustering as a fraction of the NRT dis-

placements is shown in Fig. 8 for cascade energies of

10±50 keV. Results are shown for clustering criteria of 1-

nn, 2-nn, 3-nn, and 4-nn. A comparison of Figs. 8 and 3

indicates that in-cascade vacancy clustering in iron re-

mains lower than that of interstitials even when the 4-nn

criterion is used. This is consistent with the experimen-

tally observed di�culty of forming visible vacancy

clusters in iron as discussed in Ref. [5], and the fact that

only relatively small vacancy clusters are found in pos-

itron annihilation studies of irradiated ferritic alloys

[27]. The cascade energy dependence of vacancy clus-

tering is similar to that of interstitials; a slight increase in

vacancy clustering is observed as the cascade energy

increases from 10 to 50 keV. However, vacancy clus-

tering decreases as the temperature increases.

Fractional vacancy cluster size distributions are

shown in Fig. 9, for which the 4-nn clustering criterion

has been used. Fig. 9(a) illustrates that the vacancy

cluster size distribution shifts to larger sizes as the cas-

cade energy increases from 10 to 50 keV. This is similar

to the change shown for interstitial clusters in Fig. 4(a).

There is a corresponding reduction in the fraction of

single vacancies. However, as mentioned above, the ef-

fect of cascade temperature shown in Fig. 9(b) and (c) is

opposite to that observed for interstitials. The magni-

tude of the temperature e�ect on the vacancy cluster size

distributions also appears to be weaker than in the case

of interstitial clusters. The fraction of single vacancies

increases and the size distribution shifts to smaller sizes

as the temperature increases from 100 to 900 K for the

10 keV cascades, and from 100 to 600 K for 20 keV

cascades. As seen for interstitial clusters, the e�ect of

temperature seems to be greater at 20 keV than at

10 keV.

4. Discussion and summary

As part of an ongoing e�ort to characterize primary

damage formation in iron, MD displacement cascade

simulations have been conducted at energies up to

50 keV and temperatures up to 900 K. A su�cient

number of cascades have been completed to begin a

statistical evaluation of the results. For example, the

calculated standard errors of the mean values at any one

energy are small enough to establish signi®cant trends in

the energy dependence. In the case of simulations at 100

K, three well-de®ned energy regimes are observed. The

Fig. 8. Cascade energy dependence of vacancy clustering:

clustered vacancies divided by NRT displacements. Data points

indicate mean values and error bars indicate standard error of

the mean.
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total number of surviving defects in each of these re-

gimes can be well ®t with a simple power law. The lowest

energy dependence, with an exponent of 0.485, is ob-

served at energies below 0.5 keV, where well-developed

cascades do not occur. This low energy exponent may

arise from the discrete way in which displacements occur

in events near the threshold. Once the ®rst displacement is

produced, a greater fraction of the damage energy is lost

to lattice phonons, as opposed to atomic displacements,

until su�cient energy is available to create the second or

third displacement. The angular dependence of the dis-

placement threshold may also be a factor. A low energy

exponent would be expected when the ®rst displacement

is created in a low threshold direction and the second in

some higher threshold direction. Such arguments are in

qualitative agreement with the displacement damage

functions for copper derived by Merkle et al. [28].

Between 0.5 and 20 keV, a power-law exponent of

0.795 is observed. Subcascade formation begins to have a

signi®cant in¯uence on the defect formation for cascade

energies above 10 keV. A power-law exponent of 1.12

was obtained for simulations between 20 and 50 keV.

Although only a relatively small range of energies could

be used to obtain the exponent of 1.12, there are two

reasons for believing that the slope change at 20 keV is

signi®cant. First, the phenomenon of subcascade for-

mation o�ers a physical basis for the change. The second

reason is statistical; standard errors of the mean values

obtained at 10, 20, 30, 40, and 50 keV are quite small.

One possible explanation for this higher than linear be-

havior is the relatively low defect density regions that

connect the compact subcasades as shown in Fig. 2. Such

regions could exhibit higher defect survival e�ciencies

because their defect density is similar to relatively low

energy cascades, and their contribution could slightly

raise the average number of stable displacements.

When the number of surviving defects is divided by

the predictions of the NRT model, the e�ect of subcas-

cade formation is seen in the nearly asymptotic value of

this ratio obtained at high energies. For simulations at

100 K, a minimum MD/NRT ratio of 0.301 is found at

20 keV. This ratio slightly increases at higher energies,

consistent with the high energy power-law exponent of

1.12 just mentioned. Extrapolation of this ratio to higher

energies is somewhat uncertain. Observations of how the

cascade/subcascade morphology changes between 10 and

Fig. 9. Fractional size distributions of loosely coupled vacancy clusters (all within 4-nn) formed directly within the cascade, com-

parison of: (a) 10 and 50 keV cascades at 100 K; (b) 10 keV cascades at 100 and 900 K; (c) 20 keV cascades at 100 and 600 K.
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50 keV, and the degree of subcascade formation ob-

served at 50 keV, suggests that higher-energy events

should not be qualitatively di�erent. This would imply

that the energy dependence should fall to 1.0. However,

this conclusion should be veri®ed by at least a limited

number of very high energy simulations. In addition,

further work is required to con®rm that the behavior

which is now well documented in 100 K simulations

persists at higher irradiation temperatures; some of this

work is currently underway.

The e�ect of subcascade formation is also manifest in

the fraction of the defects that form in-cascade clusters.

Nearly 60% of the stable, surviving interstitials (�20%

of NRT) formed by high energy cascades are found in

such clusters for all cascade energies above 1 keV. The

largest such cluster observed contained 33 interstitials.

Much less in-cascade vacancy cluster formation is ob-

served. Only about 10% of the stable vacancies (�3% of

NRT) are clustered if the criterion for de®ning clusters is

vacancies in nearest-neighbor locations. However,

analysis of the spatial distribution of vacancies suggests

that even the quenched-in cascade vacancies may be

correlated out to the 4-nn distance. As con®rmed by MC

cascade annealing studies, such a collection of vacancies

can be considered a nascent vacancy cluster that will

coalesce when the vacancies have had time to make a

few jumps. Accounting for vacancies out to the 4-nn, the

clustering fraction is nearly 50% of the total or 15% of

NRT. The vacancy clustering fraction also approaches

an apparent asymptotic value at high energies. The e�ect

of irradiation temperature on the in-cascade clustering

fractions increases as the cascade energy increases.

The size distribution of both vacancy and interstitial

clusters shifts to larger sizes as the cascade energy in-

creases. The nature of the temperature e�ect depends on

the defect type. Increasing temperature leads to a further

increase in number of large interstitial clusters, but a

decrease in the number of large vacancy clusters. As

with the total in-cascade clustering fractions, the e�ect

of temperature on the size distribution increases at

higher cascade energies. Because of low homogeneous

nucleation rates for extended defect production, in-cas-

cade clustering may play a signi®cant role in defect nu-

cleation in irradiated materials, thereby promoting

microstructural evolution and concomitant mechanical

property changes. In addition, the formation of larger

clusters at higher cascade energies could lead to a greater

e�ect of neutron or PKA energy spectrum than is pre-

dicted simply on the basis of total defect survival or the

total clustering fraction [20].
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Abstract

Displacement cascade formation in iron has been investigated by the method of molecular dynamics (MD) for
cascade energies up to 40 keV. The results of these simulations have been used in the SPECOMP code to obtain
effective, energy-dependent cross sections for two measures of primary damage production: (1) the number of
surviving point defects expressed as a fraction of the those predicted by the standard secondary displacement model
by Norgett et al., 1975 [M.J. Norgett, M.T. Robinson, and I.M. Torrens, Nucl. Eng. Des. 33, (1975) 50–54] and (2)
the fraction of the surviving interstitials contained in clusters that formed during the cascade event. The primary
knock-on atom (PKA) spectra for iron obtained from the SPECTER code have been used to weight these MD-based
damage production cross sections in order to obtain spectrally-averaged values for several locations in commercial
fission reactors and test reactors. An evaluation of these results indicates that neutron energy spectrum differences
between the various environments do not lead to significant differences between the average primary damage
formation parameters. In particular, spectrum-averaged defect production cross sections obtained for PWR and BWR
neutron spectra were not significantly different. A representative application of the new defect production cross
sections is provided by examining how they vary as a function of depth into the reactor pressure vessel wall. A slight
difference was noted between the damage attenuation in a PWR vessel and a BWR vessel. This observation could be
explained by a subtle difference in the energy dependence of the neutron spectra. Overall, the simulations indicate that
spectrum-averaged defect production cross sections do not vary much among the various environments in light-water
moderated fission reactors. As such, the results support the use of atomic displacements per atom (dpa) as a damage
correlation parameter and provide guidance for choosing the primary damage source term in kinetic embrittlement
models. © 2000 Elsevier Science S.A. All rights reserved.

www.elsevier.com/locate/nucengdes

1. Introduction

Radiation-induced embrittlement in reactor
pressure vessel (RPV) steels has traditionally been
correlated with exposure parameters such as the

* Tel.: +1-423-576-788; fax: +1-423-574-0641.
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neutron fluence above l MeV or atomic displace-
ments per atom (dpa) (IAEA, 1975; Stoller and
Odette, 1992; ASTM, E693, 521). One advantage
of dpa over fast fluence is that it explicitly ac-
counts for atomic displacements produced by the
entire neutron energy spectrum. Therefore, it pro-
vides improved correlation of data obtained from
irradiation facilities with different neutron energy
spectra. Differences in neutron energy spectra are
manifested as differences in the energy spectra of
the primary knock-on atoms (PKA) that are pro-
duced in elastic collisions with these neutrons.
Low energy PKA, such as those produced by
thermal neutrons, are somewhat more efficient at
net defect production than are high-energy PKA.
This suggests that these displacements should be
more heavily weighted in dosimetry. Conversely,
the lower energy PKA produce fewer point defect
clusters that can promote the formation of ex-
tended defects responsible for mechanical prop-
erty changes.

The issue of PKA energy effects can be ad-
dressed through the use of displacement cascade
simulations using the method of molecular dy-
namics (MD). Although MD simulations can
provide a detailed picture of the formation and
evolution of displacement cascades, they impose a
substantial computational burden. However, re-
cent advances in computing equipment permit the
simulation of high energy displacement events
involving more than one-million atoms (Stoller et
al., 1996; Stoller, 1996a,b); the results presented
below will encompass MD cascade simulation

energies from near the displacement threshold to
as high as 40 keV. The computing time with the
molecular dynamics (MOLDY) code is almost
linearly proportional to the number of atoms in
the simulation and higher energy events require a
larger atom block as listed in Table 1. Two to
three weeks of cpu time is required to complete
the highest energy 40 keV cascade simulations
with 1 024 000 atoms for 15 ps on a modern
high-speed workstation.

Two parameters have been extracted from the
MD simulations: the number of point defects that
remain after the displacement event is completed
and the fraction of the surviving interstitials that
are contained in clusters. For the purpose of
comparison with standard dosimetry, these values
have been normalized to the number of atomic
displacements calculated with the secondary dis-
placement model by Norgett et al. (1975). The
energy dependence of the two MD defect parame-
ters was used to evaluate the effects of neutron
energy spectrum. Simple, energy-dependent func-
tional fits to the MD results were obtained and
the SPECOMP code (Greenwood, 1989) was used to
compute effective cross sections for point defect
survival and point defect clustering. PKA spectra
for iron obtained from SPECTER (Greenwood and
Smither, 1985) were then used to weight these
effective cross sections in order to calculate spec-
trum-averaged values for various neutron irradia-
tion environments. These include several locations
through the wall of RPVs of representative com-
mercial pressurized and boiling water reactors

Table 1
Typical MD cascade parameters and required atom block sizes

NRT displacementsNeutron energy Average PKA energy Atoms in simulationCorresponding EMD

(MeV) (keV)(keV)

0.116 0.10.0034 1 3456
0.0058 0.236 0.2 2 6750

0.50.605 67500.014 5
1.24 1.00.036 10 54 000

0.074 2.54 2.0 20 54 000
0.19 6.60 5.0 50 128 000

13.7 10.00.40 100 250 000
200 250 0000.83 28.8 20.0
400 1 024 0001.8 61.3 40.0
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Fig. 1. Representative PWR neutron spectra at the 1/4-T and
3/4-T RPV locations and the corresponding average cascade
energy.

direction. Typically, at least six different cascades
are required to obtain statistically representative
average parameters at any one cascade energy and
temperature.

The MOLDY code describes only elastic colli-
sions between atoms; it does not account for
energy loss mechanisms such as electronic excita-
tion and ionization. Thus, the initial energy EMD

given to the simulated MD PKA is analogous to
the damage energy (Tdam) in the NRT model
(Norgett et al., 1975). Using the values of EMD in
Table 1 the corresponding EPKA and the NRT
defects in iron have been calculated using the
procedure described in Norgett et al., (1975) with
the recommended 40 eV displacement threshold
(ASTM, E521). These values are also listed in
Table 1. Note that the difference between the MD
simulation, or damage energy and the PKA en-
ergy increases as the PKA energy increases.

The cascade simulations are continued until
in-cascade recombination of vacancies and inter-
stitials is complete and the atom block has re-
turned to near thermal equilibrium. The required
simulation time varies from about 5 ps for the
low-energy cascades to 15–20 ps for the 40 keV
cascades at 100 K. The range of neutron energies
covered by these simulations is also listed in Table
1 and illustrated in Fig. 1. The neutron spectra
obtained at the 1/4-T and 3/4-T RPV positions
for a typical PWR are shown and the correspond-
ing MD simulation energies are indicated.

Two parameters are of primary interest to this
work: the number of point defects that survive
after in-cascade recombination is complete and
the fraction of the surviving interstitials contained
in clusters rather than as isolated defects. The
former is important because it is only the surviv-
ing point defects that can contribute to radiation-
induced microstructural evolution. The latter is
significant because these small clusters provide
nuclei for the growth of larger defects which can
give rise to mechanical property changes. The
formation of these small clusters directly within
the cascade means that the extended defects can
evolve more quickly than if the clusters could only
be formed by the much slower process of classical
nucleation. For purposes of this work, interstitials
were considered clustered if they were within the

(PWR and BWR) and positions in both water and
sodium-cooled materials test reactors.

2. MD cascade simulations

The molecular dynamics code, MOLDY, and
the interatomic potential for iron that was used
are described in detail in Finnis and Sinclair
(1984, 1986), Finnis (1988), Calder and Bacon
(1993). Additional details on the results obtained
by this method can be found in Phythian et al.
(1995), Stoller et al. (1996), Stoller (1996a,b).
Briefly described, the process of conducting a
cascade simulation requires two steps. First, a
block of atoms of the desired size is thermally
equilibrated, this process permits the lattice ther-
mal vibrations (phonon waves) to be established
for the simulated temperature, and typically re-
quires a simulation: equivalent to approximately
10 ps. This atom block can be saved and used as
the starting point for several subsequent cascade
simulations. Then, the cascade simulations are
initiated by giving one of the atoms a defined
amount of kinetic energy. EMD, in a specified
direction. This atom is equivalent to the PKA
following a collision with a neutron. Statistical
variability can be introduced by either further
equilibration of the starting block or by choosing
either a different primary knock-on atom or PKA
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nearest-neighbor lattice distance of another inter-
stitial. The size distribution of the interstitial clus-
ters produced is a function of the cascade energy
(Phythian et al., 1995) and the interstitial cluster-
ing fraction is calculated by summing that
distribution.

The surviving MD defects can be conveniently
described as a fraction of the NRT displacements
(Norgett et al., 1975) and the number of clustered
interstitials as a fraction of the surviving MD
defects. The energy dependence of the surviving
defect fraction (h) and the interstitial clustering
fraction ( ficl) from the MD simulations is shown

in Figs. 2 and 3, respectively. Since the MD
results did not exhibit a strong dependence on
irradiation temperature, all of the results obtained
at 100, 600, and 900 K are shown (Phythian et al.,
1995; Stoller et al., 1996; Stoller, 1996a,b). The
line drawn through the data in each figure is a
nonlinear least-squares fit to the data using the
following functions:

h=0.5608 · EMD
−0.3029+3.227×10−3 · EMD (1)

ficl= [0.097·ln(EMD+0.9)]0.3859−7×10-6·EMD
2.5

(2)

where EMD is in keV.
In both Eqs. (1) and (2), the first term in the

function dominates the energy dependence up to
about 20 keV. The second term accounts for the
effect of subcascade formation at the highest ener-
gies (Stoller et al., 1996; Stoller, 1996a). Mathe-
matically, this term is responsible for the
minimum in the defect survival curve and the
maximum in the interstitial clustering curve at
about 20 keV. This change in the energy depen-
dence occurs because subcascade formation
makes a high single energy cascade appear to be
the equivalent of several lower energy cascades.
Thus, the defect survival fraction is slightly higher
and the interstitial clustering fraction slightly
lower at 40 than at 20 keV. The phenomenon of
subcascade formation is illustrated in Fig. 4, in
which typical 10, 20, and 40 keV cascades are
shown.

The increase in the defect survival fraction be-
tween 20 and 40 keV is slight, but it appears to be
statistically significant from the magnitude of the
standard deviations that are shown as error bars
in Fig. 2. Since the standard deviations on the
average interstitial clustering fractions are much
larger, the significance of the maximum shown in
Fig. 3 is less clear. No cascades with energies
higher than 40 keV have been completed at this
time. However, based on the degree of subcascade
formation observed in the 40 keV cascade simula-
tions, it appears unlikely that h and ficl will
change significantly at higher cascade energies.
Therefore, the values calculated from Eqs. (1) and
(2) for 40 keV were applied for all the higher
energy PKA in the SPECOMP and SPECTER

calculations.

Fig. 2. Average MD point defect survival fraction as a func-
tion of cascade energy; results of MD simulations at 100, 600
and 900 K.

Fig. 3. Average in-cascade interstitial clustering fraction as a
function of cascade energy; results of MD simulations at 100,
600 and 900 K.
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Fig. 4. Illustration of increasing subcascade formation in iron
at 100 K as the MD cascade energy increases from 10 to 40
keV.

than 40 elements and various compounds. For a
given neutron energy spectrum and irradiation
time, the code can be used to calculate the net
radiation damage effects, as listed above. In the
present case, the SPECOMP calculations for the
surviving defect and clustered interstitial cross
sections were added to the SPECTER libraries.
SPECTER runs for various neutron spectra thereby
producing spectrum-averaged values for the point
defect and interstitial clustering fractions.

4. Results and discussion

The primary results of these calculations are
summarized in Fig. 5. The PKA-spectrum-aver-
aged defect survival fraction is shown in Fig. 5a
and the interstitial clustering fraction in Fig. 5b.
In both cases, the effective production cross sec-

Fig. 5. Comparison of spectrally-averaged damage production
cross sections (per NRT dpa) for various irradiation environ-
ments; defect survival ratio is shown in (a) and the interstitial
clustering fraction is shown in (b).

3. Defect production calculations using SPECOMP

and SPECTER

Energy-dependent defect production cross sec-
tions for surviving MD defects and clustered in-
terstitials and spectrum-averaged values for
several irradiation environments were generated
by modifying the SPECOMP (Greenwood, 1989)
and SPECTER (Greenwood and Smither, 1985)
computer codes. SPECOMP normally calculates dis-
placement cross sections for compounds using the
primary knock-on atomic recoil energy distribu-
tions contained in a 100-neutron-energy by 100-
recoil-energy grid for each of 40 different
elements. For the present defect and clustered
interstitial calculations, these new functions were
used as a factor multiplying the standard displace-
ment cross section equations as a function of the
damage energy, Tdam. SPECOMP thus produced
surviving defect and clustered interstitial cross
sections on a 100 point neutron energy grid.

The SPECTER computer code contains libraries
of calculated cross sections for displacements, gas
production and total energy distribution, as well
as atomic recoil energy distributions for more
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tion has been divided by the NRT dpa cross
section. Values are shown for the 1/4-T and 3/4-T
RPV positions from representative PWR and
BWR neutron spectra. Four additional irradiation
sites are also shown. These are: positions located
in the peripheral target position (PTP) and remov-
able beryllium reflector (RB*) of the high flux
isotope reactor (HFIR) at ORNL and the mid-
core and below-core (BC) positions in the fast flux
test facility (FFTF) at the US DOE Hanford
Reservation.

Including the HFIR and FFTF positions pro-

Fig. 8. Comparison of normalized neutron spectra for PWR
and BWR at the 1-4-T RPV location. Note that the BWR has
both higher relative thermal and fast fluxes.

Fig. 6. Normalized iron PKA spectra for PWR and BWR
1/4-T and 3/4-T positions and the HFIR PTP position.

vides a broad comparison of both hard and soft
neutron spectra. The former is a very high-flux
(up to�1015 n cm−2), water-moderated test reac-
tor and the latter is a liquid metal (Na) cooled
fast reactor. In spite of the differences between the
neutron energy spectra, only relatively small dif-
ferences are observed in the two spectrum-aver-
aged damage cross sections. This is consistent
with the normalized iron PKA spectra shown in
Fig. 6. In the region where the PKA probability is
highest, i.e. for PKA energies between 1 keV and
0.1 MeV, the spectra are quite similar.

A slight difference between the PWR and BWR
spectra can be seen in the way the spectra change
as a function of thickness through the pressure
vessel. This is illustrated in Fig. 7, where the
spectrum-averaged defect production cross sec-
tions are shown for four positions: the last water
node point before the RPV, the 1/4 and 3/4 RPV
locations and the first node point in the cavity
beyond the RPV. The values for the two reactor
types are most similar at the pressure vessel wall
and diverge somewhat at greater depths. The rea-
son for this modest divergence is a subtle differ-
ence in the neutron energy spectra and the way in
which neutron attenuation occurs. The BWR
spectrum is generally considered to be softer than
the PWR and would be expected to give a higher
defect survival fraction based on the results shown
in Fig. 2. However, the average PKA energy at
the 1/4-T and deeper positions is actually some-

Fig. 7. Variation of spectrally-averaged damage production
cross sections (per NRT dpa) through the RPV for PWR and
BWR.
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what higher for the BWR. This can be rational-
ized by a comparison of the1/4-T neutron spectra
in Fig. 8, where the energy-dependent fluxes arc
normalized using their respective peak values. The
BWR spectrum shows both a higher relative ther-
mal flux and a higher relative fast flux than the
PWR spectrum. Since most of the displacements
are generated by the higher energy neutrons, the
effective average energy for the BWR spectrum is
greater than that of the PWR.

5. Summary

Although it is not yet possible to simulate the
highest energy displacement cascades generated in
the materials used in fission reactors, the analysis
of MD cascade simulations in iron for energies up
to 40 keV provides considerable insight. The pri-
mary damage parameters derived from the MD
results exhibit a strong dependence on cascade
energy up to 10 keV; however, this dependence is
diminished and slightly reversed between 20 and
40 keV. This reversal is due to the formation of
well defined subcascades in this energy region.
Analysis of the cascades indicates that little fur-
ther change should occur at higher energies,
which suggests that the results reported here
should be relevant to an evaluation of neutron
energy spectrum effects.

Notably, the spectrum-averaged defect produc-
tion cress sections calculated for several fission
reactor neutron spectra were all quite similar.
This included locations within the pressure vessels
of commercial PWRs and BWRs, as well as loca-
tions in light water and liquid metal cooled mate-
rials test reactors. As a result of the degree of
similarity between the cross sections being so
high, it appears unlikely that spectral differences
will significantly influence comparisons of PWR
and BWR data In addition, since the effective
damage production cross sections could be de-
scribed by similar fractions of the NRT displace-
ments, these results support the use dpa as a
damage correlation parameter. Finally, the spec-
trum-averaged defect production cross sections
obtained from the MD results can be used to

guide the selection of appropriate radiation dam-
age source terms in the kinetic models used to
investigate radiation-induced microstructural evo-
lution and embrittlement.
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ABSTRACT
The stacking fault and twin boundary energies of C15 Cr2Nb are calculated

by the ® rst-principles local-density-functional approach. It is found that the
intrinsic and extrinsic stacking fault energies are 116 and 94 mJm¡2 ,
respectively, and the twin boundary energy is 39 mJ m¡2. The lower extrinsic
stacking fault energy is consistent with the fact that the C36 structure has a
lower energy than the C14 structure. The calculated stacking fault energies at
0 K are larger than the experimental values available in the literature. The
equilibrium separations between Shockley partials based on the calculated
elastic constants and stacking fault energies are also calculated.

} 1. INTRODUCTION
For a wide variety of structural applications, Laves phases have some unique

properties such as high melting temperature, low density, and high oxidation resis-
tance. Unfortunately, this potential has not been well exploited, largely because of
low temperature brittleness due to the lack of plastic deformation. Cr2Nb, one of the
most studied Laves phase compounds, has either the cubic C15 or hexagonal C14 (or
C36) structure, which is topologically akin to the face-centred cubic (fcc) (A1) or the
hexagonal close-packed (hcp) (A3) structure, or any one of the polytypic phases. The
topologically close-packed (TCP) plane of the C15 structure is of the f111g type, and
the potential modes of plastic deformation in Cr2Nb are twelve f111gh110i slip
systems and twelve f111gh112i twin systems. Since each of the TCP units consists
of the quadruple atomic layers, the slip, twinning, or stress-induced polytypic trans-
formation will require a coordinated process of atomic motions, such as
synchroshear, in order to e� ect the motion of Shockley partial dislocations.

Among other quantities, the knowledge of stacking fault energy (SFE) , ®SF , is
necessary to understand the deformation mechanism, since SFE will play an impor-
tant role in processes such as dislocation dissociation, cross-slip and twinning. First-
principles calculations are useful to estimate the energetics of stacking faults (SFs)
and understand the interaction between Shockley partials.

Using the linear mu� n-tin orbital (LMTO) method, Chu et al. (1995a) estimated
the intrinsic stacking fault energy of Cr2Nb from the structural energy di� erence
between the C15 and C14 structures, and obtained ®SF ˆ 90 mJm¡2. On the other
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hand, Yoshida et al. (1995) obtained a value of 8 mJm¡2 for SFE from transmission
electron microscopy (TEM) observations of extended dislocation nodes at 1623¯C.
More recently, Kazantzis et al. (1996) obtained a value of 25 mJm¡2 from TEM
observations of extended nodes in Cr2Nb at 1400 and 1500¯C.

In a previous paper (Hong and Fu 1999) , we investigated the phase stability of
three Laves phases (C15, C14 and C36) of Cr2Nb. It was found that the C15 phase is
the ground-state structure with the lowest energy and the C36 phase is an inter-
mediate state between C15 and C14. These three phases, however, are very close in
energy, i.e. within a range of about 60 meV/formula unit (Hong and Fu 1999) indi-
cating the possibility of low stacking fault energies in this system. In this paper, we
report the calculation of SFE using supercell geometry, and an evaluation of
the equilibrium separation between Shockley partials using the anisotropic elastic
theory.

} 2. LAVES STRUCTURES
In describing the structures of Laves phases and their stacking faults and twin

boundary, we follow the notations of Hazzledine (1994).
Laves phases have ideal chemical compositions S2L; they contain smaller atoms

S and larger atoms L in alternate sheets parallel to the TCP planes (i.e. (111) plane
for the C15 structure and (0001) plane for the C14 and C36 structures). The main
geometric characteristic of Laves phases S2L is that they consist of two types of
atomic stacking sequence, aAa (bBb and gCg) and acb (bag and gba). Here, the
Greek letters (a, b, g) denote the L atoms, while lower case Latin letters (a;b;c) and
capital letters (A ;B;C) denote the type-1 and type-2 S atoms, respectively. Note that
the acb-type stackings are more closely spaced (in terms of the interlayer spacings).
For Cr2Nb, Latin and Greek letters represent Cr and Nb, respectively.

Figure 1 represents an atomic layer of A atoms based on the hexagonal unit cell
on the TCP plane (a Kagome net) which is determined by two lattice vectors
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Figure 1. The hexagonal unit cell on the basal planes which is determined by two lattice
vectors a1 and a2. See the text for details.



a1 ˆ 1
2 ‰0-11Š and a2 ˆ 1

2 ‰ -110Š. The vectors b1 , b2 and b3 are Shockley partial Burgers
vectors of the type 1

6 h112i(b1 ‡ b2 ‡ b3 ˆ 0). The dotted circles in ® gure 1 denote A
atoms, one of the type-2 S atoms, projected on the (111) plane. Let the centres of
hexagonal rings consisting of A atoms be denoted by A¤ , and thus the A atoms are
placed midway between the lattice points A¤. Similarly, the lattice points B¤ and C¤ ,
which determine B and C atoms respectively, can be obtained by the displacement of
A¤ by b1 and ¡b1 , respectively, on higher or lower planes. Also, we denote the
projected points of B¤ and C¤onto the plane given in ® gure 1 as B‡ and C‡ , respec-
tively, which are the saddle points for larger a atoms. Then, the projected atomic
positions of a (or a) onto the given plane are at the sites of A¤ in ® gure 1, and the
projected positions of b (or b) and g (or c) are at those of B‡ and C‡ , respectively.
Consequently, the TCP C15 structure is de® ned by repeated XYZ stacking:

C15 : ¢ ¢ ¢ Aacb
z‚‚}|‚‚{X

Bbag
z‚‚}|‚‚{Y

Cgba
z‚‚}|‚‚{Z

¢ ¢ ¢ ; …1†

where the TCP plane unit X (Y or Z) consists of one single layer of A (B or C) atoms
and one triple layer of acb (bag or gba). A synchroshear mechanism was ® rst
introduced by Kronberg (1957) , and was used to explain the deformation twinning
process by several groups (Livingston and Hall 1990, Chu and Pope 1993,
Hazzledine 1994). Synchroshearing of the X unit (Aacb) creates the X0 unit
(Aabg) , and similarly for the Y0 (Bbca) and Z0 (Cgab) units. The C14 and C36
Laves phases have repeated X0Z and XYZ0Y0 stackings, respectively, as follows:

C14 : ¢ ¢ ¢ Aabg
z‚‚}|‚‚{X0

Cgba
z‚‚}|‚‚{Z

¢ ¢ ¢ ; …2†

C36 : ¢ ¢ ¢ Aacb
z‚‚}|‚‚{X

Bbag
z‚‚}|‚‚{Y

Cgab
z‚‚}|‚‚{Z0

Bbca
z‚}|‚{Y0

¢ ¢ ¢ : …3†

It can be seen that the primed X0 , Y0 , Z0 units are introduced by synchroshear in
order to make sure that TCP structure is maintained in C14 and C36. For example, c
and b of the X unit in C15 are synchrosheared by ¡b2 and ¡b1 , respectively, to
become b and g of X0 unit. This displacement preserves a close packing between X
and Z units in C14.

The stacking sequences for an intrinsic stacking fault (ISF) and an extrinsic
stacking fault (ESF) and a twin boundary are given in table 1 in terms of X, Y, Z
units. Note that the ISF contains a local C14-like structure in C15, while the ESF
contains a local C36-like structure in C15. Figure 2 shows schematic illustrations of
an ISF and an ESF obtained from C15 through the synchroshear mechanism: (a)
C15 ! ISF, and (b) C15 ! ESF. The C15 stacking has a repeated XYZ sequence (no
stacking fault). For the ISF, one unit, namely Y, is missing from the C15 XYZ
sequence, and X becomes X0 by synchroshear (shifts by ¡b2 and ¡b1 shown in
® gure 2 (a)) , while for an ESF a unit Y0 is added into the original C15 sequence.
For the ESF, two successive synchroshears (two synchro-shifts shown in ® gure 2 (b))
are operative in the acb type to maintain a TCP structure by introducing two primed
units, Z0 and Y0. Twinned structure is equivalent to a mirror re¯ ection about the X0

unit (see table 1).
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} 3. STACKING FAULT AND TWIN BOUNDARY ENERGIES
Total-energy calculations for the stacking fault energies of C15 Cr2Nb are per-

formed using the full-potential linearized augmented plane-wave (FLAPW) method
(Wimmer et al. 1981) within the local-density approximation. The FLAPW method
solves the local-density-functional equations without any shape approximation to
the potential or charge density. The atomic positions are relaxed by calculating
Hellmann± Feynman forces acting on the atoms.

The supercell geometry is used to obtain the energies of ISF, ESF and twin
boundary. In the supercell calculation, we use the experimental lattice constant
(6.991 A

¯
) of C15 Cr2Nb and spacings along a3 axis corresponding to the ideal hcp

c=a ratio, which gives ¹4. 04 A
¯

for the thickness of each X, Y, Z unit. We consider a
supercell containing XYZX0Z for an ISF and XYZXYZ0Y0 for an ESF. In these
supercells, the separations between ISF and ESF planes are about 20 A

¯
and 28 A

¯
,
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Figure 2. Schematic illustrations of an ISF and an ESF obtained from C15 through the
synchroshear mechanism: (a) C15 ! ISF, and (b) C15 ! ESF.

Table 1. Stacking sequences of the C15 structure (no stacking fault),
intrinsic stacking fault, extrinsic stacking fault, and twin
(C15 ‡ C15T† structure.

Sequence of faults

C15 ¢ ¢ ¢ XYZXYZXYZ¢ ¢ ¢
Intrinsic stacking fault ¢ ¢ ¢ XYZX 0ZXYZ¢ ¢ ¢
Extrinsic stacking fault ¢ ¢ ¢ XYZXYZ 0Y 0XYZ¢ ¢ ¢
Twin (C15 ‡ C15T† ¢ ¢ ¢ XYZX 0Z 0Y 0X 0Z 0Y 0¢ ¢ ¢



respectively. Also, a supercell containing XYZX0Z0Y0 (¹24 A
¯

) is considered for twin
boundary. The supercell for twinning contains two twin boundaries in it, thus the
separation between twin boundaries is about 12 A

¯
.

The internal coordinates of each structure are fully relaxed from the ideal posi-
tions (de® ned by the atomic positions of the C15 lattice) by calculating Hellmann±
Feynman forces acting on the atoms. The relaxation energies of ISF, ESF, and twin
boundary are 41, 20, and 17 mJm¡2 , respectively.

The results for the stacking fault and twin boundary energies are given in table 2.
It is found that the fault energies are ® ISF= 116 and ®ESF= 94 mJm¡2 for ISF and
ESF, respectively, and the twin boundary energy is ®T = 39 mJ m¡2. Since ESFs and
ISFs contain local C36-like and C14-like structures, respectively, a lower ESF energy
(®ESF) compared to the ISF energy (® ISF) is consistent with the fact that the C36
structure has a lower energy than the C14 structure (Hong and Fu 1999).

For comparison, we also calculated the stacking fault and twin boundary
energies using the theoretical lattice constant (6.822 A

¯
). The relaxation energies of

ISF, ESF, and twin boundary are 48, 40, and 21 mJm¡2 , respectively. It is also found
that the fault energies are 140 and 108 mJm¡2 for ISF and ESF, respectively, and the
twin boundary energy is 52 mJm¡2. The results using the theoretical lattice constant
are slightly larger than those using the experimental one.

Although the intrinsic faults are expected to prevail in fcc crystals rather than the
extrinsic faults (Hirth and Lothe 1982) , extrinsic stacking faults were observed to be
dominant in Laves phase Co2Ti (Allen et al. 1972) , and Nb-doped HfV2 (Chu et al.
1998). Since the calculated ®ESF is smaller than ®ISF , it is likely that the observed SFs
in Cr2Nb are also of extrinsic type.

We compare our results with others. Chu et al. (1995a) obtained ® ISF= 90 mJm¡2

by an estimation from the structural energy di� erence between the bulk C14 and C15
structures. This value is close to our value of 116 mJm¡2. On the other hand,
Yoshida et al. (1995) observed extended dislocation nodes in C15 Cr2Nb deformed
at 1623 K, in which the SFs are bounded by three Shockley partials (of the type
1
6
h112i) with a radius of curvature of R. They obtained a smaller value of 8mJ m¡2.

Note that Chu et al. (1995a) re-estimated SFE from the data of Yoshida et al. (1995)
to obtain ®SF ˆ 15± 60mJm¡2. More recently, Kazantzis et al. (1996) obtained a
value of 25 mJm¡2 from TEM observations of extended triple-junction nodes in
Cr2Nb at 1400 and 1500¯C. These results are tabulated in table 2.

Our results for SFEs are higher than the experimental results. Certainly, SFE
obtained at high temperatures can be expected to be lower than the calculated value
at 0 K, which has also been suggested by Kazantzis et al. (1996). The unknown image

Stacking fault and twin boundary energies of Cr2Nb 875

Table 2. Stacking fault and twin boundary energies for C15 Cr2Nb, using the experimental
lattice constant.

Method ®SF …mJm¡2) ®T (mJm¡2)

This work 116 (intrinsic) 94 (extrinsic) 39
LMTOa 90 (intrinsic) Ð
Expb 25 Ð
Expc >8 Ð

a Chu et al. (1995a): estimated from energy di� erence between C14 and C15.
b Kazantzis et al. (1996): estimated from dislocation triple-junction.
c Yoshida et al. (1995): estimated from dislocation triple-junction.



shift of Shockley partial dislocations can also give an uncertainty in the SFE deter-
mination ; for example, for SFE in silicon, ®SF ˆ 30 erg cm¡2 has an uncertainty in
the range 15 < ®SF < 75 erg cm¡2 , after taking into account the image shift (Aerts et
al. 1962). From these points of view, the temperature and image shift e� ects may
be responsible for the di� erence between our calculated value and experimental
results.

Our theoretical calculations on Cr2Nb were performed for the stoichiometric
composition. In experiments, however, some localized variations in chemical com-
position are possible in polycrystalline compounds. For instance, the two Cr2Nb
alloys investigated by Yoshida et al. (1995) were Cr± 32. 2% Nb and Cr-34. 0% Nb,
in which the second phase particles observed are Cr solid solution in the former and
Nb solid solution in the latter. Also, polycrystals used in experiments may have
compositions that deviate from the ideal stoichiometry ratio, since the phase
region of the C15 Cr2Nb is relatively large. For example, as mentioned by Hong
and Fu (1999) , the calculated elastic moduli for the stoichiometry alloy at
the experimental lattice constant are very di� erent from the experimental values
(Chu et al. 1995b) obtained from polycrystals. Therefore, this composition
e� ect can also be partially responsible for the discrepancy between theory and
experiment.

The calculated twin boundary energy, ®T ˆ 39 mJm¡2 , at the experimental
lattice constant for Cr2Nb is relatively low, for instance, in comparison to
®T= 60 mJm¡2 for TiAl of the Ll0 structure (Fu and Yoo 1990). In view of the
energetics of twin nucleation, such a low twin boundary energy suggests a high
propensity of twinning in Cr2Nb. This is consistent with the experimental observa-
tions of twinned microstructures in Cr2Nb, formed due to plastic deformation at
elevated temperatures (Yoshida et al. 1995) and to the internal stresses resulting from
the C14± C15 transformation as well as the thermal contraction di� erences between
Cr solid solution and Cr2Nb in the two-phase alloy (Kumar and Liu 1997).
However, the absence of deformation twinning in Cr2Nb at low temperatures is
not understood. Kinetic aspects of the motion of synchro-Shockley partials need
to be elucidated in order to better understand twin formation in the C15 Laves
phase.

} 4. INTERACTION BETWEEN SHOCKLEY PARTIALS
From the anisotropic elasticity theory (Stroh 1958, Hirth and Lothe 1982) we

calculate the equilibrium separation between Shockley partials, using the calculated
elastic constants (Hong and Fu 1999) and stacking fault energies.

First, we consider the following case for the ISF:

1
2

‰1-10Š ! 1
6

‰1-21Š ‡ ISF ‡ 1
6

‰2-1-1Š; …4†

where B ˆ 1
2 ‰1-10Š, b…1† ˆ 1

6 ‰1-21Š and b…2† ˆ 1
6 ‰2-1-1Š correspond to ¡a2 , b3 , and ¡b1 in

® gure 1, respectively. This expression for the formation of an ISF is approximate
since the Shockley partial b3 ˆ 1

6 ‰1-21Š is the sum of two synchro-Shockley partial
vectors ¡b2 and ¡b1 , lying in the two successive atomic planes, shown in ® gure 2 (a).
The equilibrium separation between Shockley partials can be obtained through the
balance of the attractive force (the surface tension due to the ISF) and the repulsive
force (due to elastic interaction between the partials).
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The radial and tangential components of the interaction force (per unit length)
between two parallel dislocations can be calculated by

Fr ˆ fr=…2ºr† ; …5†

F³ ˆ f³=…2ºr†: …6†

Here, r is the separation between the two partials of Burgers vectors b…1† and b…2† ,
and fr and f³ are the radial (in the f111g plane) and tangential (out-of-the plane)
components of the interaction force constants, which are determined from the
anisotropic elasticity theory of dislocations (Stroh 1958). For the dissociation of
equation (4) , the interaction force constants fr and f³ are obtained numerically
(Yoo 1987) , by (i) letting b…1† ˆ 1

6 ‰1-21Š and b…2† ˆ 1
6 ‰2-1-1Š , (ii) using the experimental

lattice constant a0 ˆ 6:991 A
¯

for C15, and (iii) the calculated elastic constants and
®ISF at experimental lattice constant.

As shown in ® gure 3, the radial component fr increases monotonically from
¿ ˆ 0 (screw) to ¿= 90¯ (edge) , where ¿ is the angle between a dislocation line
and the Burgers vector B. The tangential component f³ is maximum in magnitude
at ¿= 31¯and zero at the edge orientation. At ¿ ¹ 30¯ , the two parallel Shockley
partials are inclined at about 60¯and 0¯ to their respective Burgers vectors. This
implies that while the repulsive Fr balances the surface tension ®SF (see
equation (7) below) , the out-of-plane force (F³ ˆ 0:5Fr at ¿ ˆ 30¯ ) promotes
cross-slip of the screw Shockley partial and climb of the 60¯ Shockley partial,
most likely onto the ( -101) plane. This Shockley partial dissociation con® guration
of the cross-slip and climb combination may lead to a possible mechanism for the
thickening process of a twin embryo originating from a mixed (¿ ˆ 30¯ ) 1

2 ‰1-10Š
dislocation.
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Figure 3. Orientation dependence of the interaction force constants in Cr2Nb for the ISF-
type dissociation, using the results obtained at the experimental lattice constant. ¿ is
an angle between a dislocation line and the Burgers vector 1

2 ‰1-10Š.



The width of the equilibrium separation, w, can be obtained from

®SF ˆ Fr ˆ fr=…2ºw†; …7†

w ˆ fr=…2º®SF†: …8†

The separation is ws ˆ 17:6 A
¯

for the B ˆ 1
2 ‰1-10Š screw dislocation, and we ˆ 54:7 A

¯

for the edge dislocation. These results are shown in table 3, together with those in the
isotropic case (discussed below). Also, the results using ®ESF and the experimental
result are tabulated.

For the isotropic case, the equilibrium separation w is given by a simple formula
(Hirth and Lothe 1982):

w ˆ Gb2

8º®SF

2 ¡ ¸

1 ¡ ¸
1 ¡

2¸ cos 2¿

2 ¡ ¸
… †: …9†

Here, b ˆ jb…1†j ˆ jb…2†j ˆ a0=61=2. The Hill’ s average values of shear modulus and
the Poisson’ s ratio are G ˆ 50:0 GPa and ¸ ˆ 0:383, respectively. Using ® ISF , it is
found that ws ˆ 19:3 A

¯
and we ˆ 53:9 A

¯
. As given in table 3, the results in

anisotropic and isotropic cases are rather close, because the shear anisotropy of
C15 Cr2Nb is moderate, A ˆ 1:45 (Hong and Fu 1999) , compared to the isotropic
case (A ˆ 1).

The radial component fr of the isotropic case is very close to that of the aniso-
tropic one, whereas its tangential component f³ is exactly zero (® gure 3). While the
anisotropic corrections to fr and hence to w in equation (9) are very small, the
anisotropic tangential component of the elastic interaction force is quite large ; for
instance, f³=fr ¹ 0:7 at ¿ ˆ 0. This indicates that cross-slip of 1

2 ‰1-10Š dislocation is
di� cult in Cr2Nb because of a large constriction energy for the Shockley partials
that include the non-radial component of the interaction energy.

Next, let us consider the ESF case:

1
2

‰1-10Š ! 1
6

‰1-21Š ‡ 1
6

‰11 -2Š ‡ ESF ‡ 1
6

‰2-1-1Š ‡ 1
6

‰ -1-12Š …10†

º
1
6

‰2-1-1Š ‡ ESF ‡
1
6

‰1-21Š : …11†

To calculate the width of the ESF, we approximate two Shockley partials on two
successive TCP units on either side of the ESF by a single Shockley partial (as in the
ISF case) , and use the same formulas for the ISF. In other words, the only di� erence
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Table 3. Equilibrium separation between Shockley particles bounding an ISF and an ESF,
using the results obtained at experimental lattice constant. ws and we are the width for
screw and edge dislocations, respectively. The numbers are in angstroms.

ws (screw) we (edge)

ISF ESF ISF ESF

Theory …T ˆ 0 K† Anisotropic 18 22 55 68
Isotropic 19 24 54 67

Expa (T ˆ 14008C† 99 Ð
a Kazantzis et al. (1996): measured from the ribbon after the correction for image shift and

projection e� ects.



between ISF and ESF in the calculation of separation w is that the stacking fault
energy used in the formulas is of intrinsic or extrinsic type. Using ®ESF , it is found
that ws ˆ 21:7 A

¯
and we ˆ 67:5 A

¯
for the anisotropic case (table 3). For the isotro-

pic case, they are ws ˆ 24:4 and we ˆ 66:5 A
¯

. As mentioned, the results of both
anisotropic and isotropic cases are very close. Since ®ESF is not much di� erent
from ®ISF , the force constants fr and f³ using ®ESF are expected to be similar to
those in ® gure 3 using ®ISF .

On the other hand, we consider the separation between partials by using the
theoretical lattice constant. For the ISF, the separation is ws ˆ 17:1 A

¯
and

we ˆ 53:5 A
¯

for the anisotropic case, while ws ˆ 18:7 A
¯

and we ˆ 52:8 A
¯

for the
isotropic case. For the ESF, the separation is ws ˆ 22:2 A

¯
and we ˆ 69:4 A

¯
for the

anisotropic case, while ws ˆ 24:2A
¯

and we ˆ 68:4 A
¯

for the isotropic case. It can be
seen that the separations are very close when using both experimental and theoretical
lattice constants.

Kazantzis et al. (1996) measured, at T ˆ 1400¯C, the width of the ribbon
(separation between two parallel partial dislocations) as 99 A

¯
after correction for

image shift and projection e� ects. Note that they also obtained a di� erent value of
ws ˆ 82 A

¯
for the width using equation (9) with ®SF ˆ 25 mJm¡2 , which was

estimated from the measured curvature of R in extended dislocation nodes and
the temperature-corrected shear modulus. Compared with the experimental result
at high temperatures, our results for the separation between partials are very small.

} 5. SUMMARY
We performed ® rst-principles total-energy calculations to obtain stacking fault

and twin boundary energies. The intrinsic and extrinsic stacking fault energies were
calculated to be 116 and 94 mJm¡2 , respectively, and the twin boundary energy was
39 mJm¡2. The calculated stacking fault energies are larger than the available
experimental data, measured at high temperatures. We also calculated the
equilibrium separations between Shockley partials using the calculated elastic
constants and stacking fault energies. Our results of the equilibrium separations
are very small compared with the experimental results reported at high temperatures.
This discrepancy may be due to temperature and/or composition and image shift
e� ects.
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Abstract

This paper provides a comprehensive review of the recent research on the phase stability, point defects, and fracture toughness of

AB2 Laves phases, and on the alloy design of dual-phase alloys based on a soft Cr solid solution reinforced with hard XCr2 second
phases (where X=Nb, Ta and Zr). Anti-site defects were detected on both sides of the stoichiometric composition of NbCr2,
NbCo2, and NbFe2, while they were observed only on the Co-rich side of ZrCo2. Only thermal vacancies were detected in the Laves
phase alloys quenched from high temperatures. The room-temperature fracture toughness cannot be e�ectively improved by

increasing thermal vacancy or reducing stacking fault energy through control of phase stability. Microstructures, mechanical
properties, and oxidation resistance of dual-phase alloys based on Cr±NbCr2, Cr±TaCr2, and Cr±ZrCr2 were studied as functions of
heat treatment and test temperature at temperatures to 1200�C. Among the three alloy systems, Cr±TaCr2 alloys possess the best

combination of mechanical and metallurgical properties for structural use at elevated temperatures. # 2000 Published by Elsevier
Science Ltd.

Keywords: A. Laves phases; B. Mechanical properties at high temperatures; B. Mechanical properties at ambient temperature; D. Defects: point

defects

1. Introduction

Laves phases with AB2 compositions are a common
type of topologically close-packed (TCP) structures [1±4].
There are over 360 binary Laves phases reported in the
literature. Furthermore, Laves phases are capable of
dissolving considerable amounts of ternary alloying
additions. A total of over 900 combined binary and
ternary Laves phases have been documented. Although
Laves structures are the most abundant among inter-
metallic compounds, they are the least investigated. So
far, most previous studies on intermetallic alloys have
concentrated on simple ordered structures derived from
face-centered cubic (f.c.c.), body-centered cubic (b.c.c.),
or hexagonal-close packed (h.c.p.) structures. Thus,
there is a great need for the study of Laves phase alloys.
There are three common polytypes of Laves phases

most frequently observed: cubic C15, hexagonal C14

and dihexagonal C36 [1±4]. These polytypes are related
to each other as the basic unit layer of these phases is
the same, while the stacking sequence of the unit layer is
di�erent in each structure. One unit layer in each Laves
phase is composed of four sub-layers. In the C15 struc-
ture, the packing sequence of the unit layer is
ABCABC, similar to the sequence in conventional cubic
f.c.c. metals; in the hexagonal C14, the packing layer is
ABABABAB, similar to the sequence in conventional
h.c.p. metals. The dihexagonal C36 structure has a
packing sequence of ABACABAC.
Laves phases are generally stabilized by the size-factor

principles, that is, the atomic size ratio, RA/RB, is ideally
1.225, with a range of 1.05±1.68 usually observed [1±4].
The stability of each crystalline structure is also in¯u-
enced by the electron concentration factor (e/a) [5,6]. In
fact, the electron concentration factor becomes clearly
important when the atomic size factors are favorable.
The classic work by Laves and Witte [5,6] showed that
for several quasi-binary alloy systems involving MgCu2
and MgZn2, with increasing valence electron con-
centration, the three Laves types, MgCu2, MgNi2, and
MgZn2, exist in that order.

0966-9795/00/$ - see front matter # 2000 Published by Elsevier Science Ltd.

PI I : S0966-9795(00 )00109-6

Intermetallics 8 (2000) 1119±1129

www.elsevier.com/locate/intermet

* Corresponding author.
1 Present address: Tennessee Technology University, TTU Box

5014, Cookeville, TN 38505-0001, USA.
2 Present address: Haynes International, Kokomo, IN 46904, USA.



Laves phases are an important and attractive type of
material both scienti®cally and technologically. They
are being seriously considered for many practical appli-
cations. For example, (Tb,Dy)Fe2 has been used as a
magnetoelastic transducer because of its great magneto-
restriction [7]. Compounds of (Hf,Zr)V2 have demon-
strated superconducting properties with a combination
of high critical temperature, high current density and
good magnetic strength [8,9]. Laves phases, such as
Zr(Cr,Fe)2, have been considered for hydrogen storage
applications due to favorable hydriding-dehydriding
kinetics and high hydrogen-absorbing capabilities [10].
The Mo(Co,Si)2 Laves phase contributes to the wear-
resistance of ``Tribaloy'' materials [11]. More recently,
HfCr2-, NbCr2- and TiCr2-based two-phase alloys are
being developed for high-temperature structural uses
because of their high melting points and good retention of
mechanical properties at elevated temperatures [12±20].
Despite their useful properties, the low ductility and

brittle fracture characteristics at ambient temperatures
are the main limitations for structural applications of
this large class of alloys. The high hardness and brittle
fracture of Laves phases are due to the complex atomic
con®guration of each unit layer, interplanar locking and
lack of operating slip systems at ambient temperatures.
Recently, a synchroshear mechanism [21] has been pro-
posed to facilitate plastic deformation in Laves phases,
which raises the hope of toughening the Laves phases,
even though so far no experimental support for this
mechanism has been furnished. All these facts indicate
that more research needs to be undertaken on Laves
phases in order to further understand the basic phase
stability, defect structure, deformation mechanism and
fracture behavior. Moreover, alloy design e�orts should
be devoted to overcoming the brittleness in these phases.
This paper summarizes our recent studies of single-

phase and dual-phase alloys containing transition-metal
elements. The phase stability and defect structures in
Laves phases NbCr2, NbFe2, NbCo2 and ZrCo2 have been
studied for the purposes of (1) promotion of synchroshear
deformation by increasing vacancy concentration and
(2) promotion of mechanical twinning by controlling
phase stability and reducing stacking fault energy. At
present only limited progress has been achieved in
improving the fracture toughness of these Laves phase
alloys. In view of this problem, dual-phase alloys based
on a soft Cr-rich solid solution reinforced with hard
NbCr2, ZrCr2, or TaCr2 second phases have been selected
for alloy development [17,22±26]. Among the three Cr±
XCr2 (X=Nb, Zr, and Ta) systems, Cr±TaCr2 alloys are
more resistant to air oxidation and thermally-induced
cracking. As a result, our current alloy development
e�ort has been focusing on the Cr±TaCr2 alloy system,
and signi®cant advances have been made in enhancing
the high-temperature strength, creep resistance and
fracture toughness of the dual-phase alloys through

compositional adjustment, microstructural control and
alloy additions.

2. Point defect and fracture toughness of binary Laves
phases

Laves phases are generally considered to be line com-
pounds with a strict AB2 composition. However, solubility
ranges exist for about 25% of the known binary Laves
phases [27]. For non-stoichiometric compositions, con-
stitutional defects are incorporated into intermetallic
compounds. However, for the Laves phases, little is
known about the possible defect structures that may be
associated with the deviations from stoichiometry. The
excess atoms in o�-stoichiometric compounds can stay
on their own sublattice (leading to the formation of
constitutional vacancies on the other sublattice), insert
into interstitial sites, or occupy sites on the other sub-
lattice (anti-site substitution). Since Laves phases have
TCP structures and space-®lling is relatively high, there
are no interstitial sites with a size comparable to that of
the component atoms. Therefore, the insertion of the
excess atoms into interstitial sites can be excluded, and
the possible defect mechanisms in binary Laves phases
reduce to either constitutional vacancy or anti-site sub-
stitution.
The Laves phases are known to be size compounds,

i.e. the atomic size ratio, RA/RB is ideally 1.225, with a
range of 1.05±1.67 typically observed. Since the A atom
is much larger than the B atom, the excess A atoms in
A-rich compositions would tend to stay on their own
sublattice sites, thus creating vacancies on the B atom
sublattice. On the other hand, the excess B atoms on B-
rich compositions would be able to occupy the A atom
sublattice sites, leading to the formation of anti-site
defects. Based on these geometric arguments, it has been
postulated that the A-rich side is accommodated by
vacancies, while the B-rich compositions result from the
anti-site substitution [27]. However, no systematic
experimental veri®cation has been undertaken so far.
The types of constitutional defects may a�ect physical,

mechanical and functional properties of Laves phases.
Vacancies have been proposed to assist the movement
of synchro-Shockley dislocations [21], thus possibly
facilitating the synchroshear deformation mechanism
and increasing the toughness of Laves phases [28]. O�-
stoichiometry was also found to a�ect the hydride sta-
bility of ZrMn2 [29] and the hydrogen storage capability
of TiMn2 alloys [30]. The defect structures of the cubic
C15 NbCr2, NbCo2 and ZrCo2 and hexagonal C14
NbFe2 Laves phases were studied to clarify the point
defect mechanisms on both sides of stoichiometry in
these binary systems. This was done by measuring the
lattice parameters, bulk densities, and therefore, vacancy
concentrations of these alloys of various compositions
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[31,32]. The hardness of the above alloys with various
point defect concentrations was determined in an
attempt to explore the solid solution hardening beha-
vior in the Laves phases. The fracture toughness was
also measured to investigate whether the point defects
a�ect the toughness of the alloys, and, in particular, to
see if vacancies facilitate synchroshear deformation in
the vacancy-containing alloys.
Figs. 1 and 2 show the vacancy concentration as a

function of the Nb content for NbCr2 and NbFe2 alloys,
respectively, after quenching from di�erent temperatures
[31]. It is clear that after quenching the NbCr2 alloys from
1000�C, the vacancy concentration is essentially zero,
while the vacancy concentration signi®cantly increases
after quenching from higher temperatures, i.e. 1400�C.
For the NbFe2 alloy, the vancancy concentration is very
low even after quenching from 1300�C. Fig. 3 summarizes

all the measured vacancy concentrations for all single-
phase alloys after quenching from 1000�C, which are
essentially zero. The calculated vacancy concentrations
from both the constitutional vacancy model and anti-
site substitution model are also plotted in Fig. 3 [31].
The experimental results indicate that there are no con-
stitutional vacancies in these Laves phases on either side
of stoichiometry. This is consistent with the anti-site
substitution model and contrary to the constitutional
vacancy model, which demands much higher vacancy
concentrations for o�-stoichiometric compositions.
Note that the constitutional vacancy model is based on
the assumption that all the excess atoms exclusively stay
on their own sublattice, thus constitutional vacancies
are created on the sublattice of the other element. The
anti-site substitutional model assumes that the excess
atoms occupy the sublattice sites of the other species. As
a result, anti-site defects are created, and no constitu-
tional vacancies are needed for the balance of the lattice
sites. Thus, the constitutional defects on the Cr-, Co-, or
Fe-rich, as well as the Nb-rich sides of stoichiometry,
are of anti-site type for the NbCr2, NbCo2 and NbFe2
Laves phases.
Modder and Bakker pointed out that it is very possi-

ble that a vacancy type defect, termed quadruple defect,
occurs in C15 compounds [33]. Such a quadruple defect
consists of one anti-site B atom on the � sublattice and
three vacancies on the � sublattice. Ball milling was
found to introduce quadruple defects in GdAl2, GdPt2,
GdIr2 and GdRh2, while anti-site defects were created in
GdMg2 after ball-milling [34]. Since ballistic actions
such as ball milling usually lead to the formation of the
same type of atomic defects as heating, thermal defects
such as quadruple defects or anti-site defects may be
created upon quenching the Laves compounds from
elevated temperatures. Thermal vacancies are expected

Fig. 2. Vacancy concentration vs Nb content for NbFe2, Laves phase

quenched from 1300 and 1000�C [31].

Fig. 1. Vacancy concentration vs Nb content for NbCr2 Laves phase

quenched from 1000 and 1400�C [31].

Fig. 3. Measured vacancy concentration vs Nb content in the binary

NbCr2, NbCo2, and NbFe2, Laves phases after quenching from

1000�C. Also shown are the calculated data for the constitutional

vacancy model and the anti-site substitution model [31].
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if quadruple defects are created, as each quadruple
defect contains three vacancies.
It is interesting to note that appreciable vacancies

were detected in the NbCr2 alloy after quenching from
1400�C (Fig. 1). Since these vacancies were essentially
annealed out at 1000�C (Fig. 1), and since the constitu-
tional defects in this compound have been established to
be of the anti-site type, it is concluded that these defects
are thermal vacancies, indicating that quadruple defects
may be formed in this compound by heating. Further-
more, the measured vacancy concentration exhibits a
maximum at the stoichiometric composition and
decreases on both sides of stoichiometry for the NbCr2
alloys when quenched from 1400�C (Fig. 1). A maximum
in thermal vacancy concentration, and thus thermal dis-
order, at the stoichiometric composition can be rationalized
by considering the fact that the increase in entropy
associated with the introduction of vacancies is the
greatest at the stoichiometric composition where the
degree of order is necessarily the highest.
For the C14 NbFe2 compounds, no thermal vacancies

were detected after quenching from 1300�C (Fig. 2),
indicating that anti-site defects, instead of quadruple
defects, may be the form of atomic disorder in this
compound upon heating. According to the model
developed by Modder et al. [34], the type of atomic dis-
order is related to the relative magnitudes of formation
enthalpies of anti-site and quadruple-defect disorder for
the Laves phases. Therefore, the di�erences in thermal
defects in NbCr2 and NbFe2 imply that the formation

enthalpies of anti-site disorder are larger in magnitude
than that of the quadruple defect disorder for NbCr2,
while the opposite is true for NbFe2.
A point defect in a crystalline lattice is well known to

cause hardening. This phenomenon is referred to as
solid solution hardening. Solid solution hardening has
been extensively studied in B2 compounds [35]. Gen-
erally, it is found that in B2 compounds with anti-site
defects, hardness exhibits a minimum at the stoichio-
metric composition, and deviation from stoichiometry
causes hardening of the compounds, due to the presence
of constitutional anti-site defects. For triple-defect B2
compounds, the shape of the hardness versus composition
curves was found to be not so simple and depended on
the degree of thermal disorder. Also, vacancies were
found to be a more potent hardener than the anti-site
defects.
In the NbCr2 and NbFe2 Laves phases studied, the

hardness was also found to have a characteristic V-
shape with a minimum occurring at the stoichiometric
compositions (Figs. 4 and 5) [31]. Obviously, similar to
anti-site B2 compounds, such o�-stoichiometric hard-
ening can be attributed to the presence of constitutional
anti-site defects, which is the defect mechanism on both
sides of stoichiometry in these Laves phases. The anti-
site hardening mechanism in Laves phases, however, is
not clear so far, and it may be di�erent from that in B2
compounds. In B2 compounds, the anti-site hardening
is often correlated to an interaction between the stress
®eld of a moving dislocation and that of the anti-site

Fig. 4. Vickers hardness vs Nb content for NbCr2 alloys after quenching from 1400 and 1000�C [31].
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defect; however, it is very di�cult for ordinary disloca-
tions to move in Laves phases at ambient temperatures.
The hardness values of all NbCr2 alloys after

quenching from 1400�C appear to be lower than those
after quenching from 1000�C (Fig. 4). Since thermal
vacancies are incorporated into the compound after
quenching from 1400�C (see Fig. 1), the above results
may suggest that vacancies cause softening, instead of
hardening of the NbCr2 Laves phases. Such vacancy-
induced softening has not been observed previously in
other systems. Furthermore, this is in direct contrast to
the e�ect of vacancies on the hardness in B2 com-
pounds, where vacancies are a potent hardener. The
vacancy hardening in metals and B2 compounds is often
correlated to an interaction between the stress ®eld of a
moving dislocation and that of the vacancy. The e�ect
of vacancies in Laves phases may be di�erent from their
e�ects in metals and B2 compounds. This is again likely to
be due to the fact that Laves phases have a topologically
close-packed structure and it is very di�cult for ordinary
dislocations to move. The presence of vacancies in
Laves phases would make the structure less closely
packed and could possibly assist the synchroshear
deformation of the alloy [21,36], thus possibly leading to
the softening of the alloys.
The fracture toughness values as a function of the Nb

content in NbCr2 Laves phases after quenching from
1400 and 1000�C as well as NbCo2 and NbFe2 Laves
phases after quenching from 1000�C are plotted in Fig.
6. Basically, the fracture toughness of the NbCr2 and
NbCo2 alloys is close to 1 MPa m1/2. No e�ect of stoi-
chiometry on the fracture toughness can be discerned.
Even though the anti-site defects harden the Laves
phases (Figs. 4 and 5), they are not detrimental to the
fracture toughness of the alloys. Furthermore, it is
noted that the fracture toughness of the NbCr2 alloys
after quenching from 1400�C is similar to that of the
alloys after quenching from 1000�C, i.e. the presence of
thermal vacancies (<0.4%) does not lead to an

improved toughness of the Laves phases, even though
the vacancies slightly soften the Laves phases (see Fig.
4). Similar results were observed for ZrCo2 alloys
quenched from di�erent temperatures [32]. The fracture
toughness of the C14 NbFe2 alloys is lower than that of
C15 NbCr2 and NbCo2. This trend can be explained by
the fact that the C15 structure is cubic, and is possibly
more deformable than the hexagonal C14 structure.
It has been suggested that vacancies in Laves phases

may assist the synchroshear mechanism, thus leading to
improvement in the deformability and toughness of the
Laves alloys [21,36]. Chen et al. [28] attributed the
toughness improvement in the o�-stoichiometric TiCr2
alloys to the presence of vacancies in the alloys. The
quenched-in thermal vacancies do not a�ect the crack
propagation and fracture toughness behavior of the
NbCr2 alloys (Fig. 6). This is possibly due to the fact
that the level of vacancies is too low in the alloys to
enhance toughness signi®cantly. It is also possible that
the high residual thermal stress after quenching from
1400�C may also embrittle the NbCr2 Laves phases, and
thus could mask the e�ect of vacancy-assisted syn-
chroshear deformation and its associated toughening.
The atomic size ratio, RA/RB, of the AB2 Laves phases

studied can be calculated to be 1.145, 1.173, and 1.152
for NbCr2, NbCo2, and NbFe2, respectively. Here, RA

and RB are the atomic radii of the A and B atoms with a
coordination number of 12. Obviously, all the Laves
phases studied have RA/RB ratios smaller than the ideal
ratio of 1.225 for Laves-phase formation. It will be
interesting to know the defect mechanism for Laves
phases with RA/RB greater than 1.225. It may be easier
to obtain constitutional vacancies for Laves phases with
RA/RB>1.225, due to geometric considerations, i.e. it is
more di�cult for A atoms to stay on the sublattice sites
of B atoms as the atomic size ratio increases. On the
other hand, it has been found that for the B2 phases, the

Fig. 5. Vickers hardness vs Nb content for NbFe2 alloys after

quenching from 1000�C [31].

Fig. 6. Fracture toughness vs Nb content for binary NbCr2, NbCo2
and NbFe2 Laves-phase alloys. Note two of the NbFe2 alloys are not

single Laves phase [31].
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defect type is closely related to the enthalpies of formation
(�H) of the compounds. Neumann has demonstrated
that B2 compounds with negative �H smaller than 75±
90 kJ/mol generally exhibit the anti-site defect structure,
while compounds with a greater value generally exhibit
the triple defect structure and have constitutional
vacancies on the large-atom side of stoichiometry [37].
In other words, constitutional vacancies are the pre-
ferred defect mechanism in compounds that are more
strongly ordered, i.e. with higher absolute �H values on
the large-atom side. This empirical observation may be
extended to the binary Laves phases. The �H values for
NbCr2, NbCo2, and NbFe2 are ÿ21, ÿ51, and ÿ63 kJ/
mol, respectively [38]. These values are in the same
range as those of B2 compounds with anti-site defects.
It is not surprising that only anti-site defects are
observed in these Laves phases. Based on such geometric
and thermodynamic considerations, future work should
be concentrated on Laves phases with high RA/RB ratios
and/or large negative enthalpies of formation. One such
Laves phase is ZrCo2, which has a large di�erence in
atomic size between component atoms (RA/RB=1.28)
and an enthalpy-of-formation value of ÿ123 kJ/mol [32].
Recent results indicate that a second phase, instead of
constitutional vacancies, is formed in ZrCo2 alloys with
Zr>33.3%. Interestingly, thermal vacancy concentra-
tions in ZrCo2 alloys of near stoichiometric composition
are as high as 1%, see Fig. 7 [32]. These vacancies do
not a�ect fracture toughness.

3. Phase stability and fracture toughness of transition-
metal Laves phases

As mentioned above, the di�erent Laves phase poly-
types are a result of di�erent stacking sequences. The
stacking fault energy is expected to be lower at phase
boundaries (e.g. C14/C15 boundary), where mechanical
twinning becomes more easily triggered.

The stability ranges of the Laves phases in both binary
and ternary systems were obtained from phase diagram
information, and the e/a e�ect on the phase stability
(C14/C15) in NbCr2-based transition-metal Laves phases
is shown in Fig. 8 [39,40]. In the NbCr2-based Laves
phases, the e/a ratio for the C15/C14 phase boundaries
is quite precise; the critical e/a values, corresponding to
the C15/C14/C15 phase transitions from the phase dia-
gram information (as indicated in Fig. 8), are as follows:
at e/a values lower than 5.76, the C15 structure is sta-
bilized for both binary and ternary Laves alloys; by
increasing e/a to 5.88, the C14 structure is stabilized;
over the e/a range of 5.88±7.53, the C14 structure is
more stable than the C15 structure; the C15 structure is
stabilized again over the C14 structure when the e/a
ratio is increased further to 7.65 for the Nb±Cr±Co system.
In the ternary Nb±Cr±Fe system, such a C14!C15
transition was not observed, since the highest e/a ratio
was 6.69 in this system (Fig. 8). No NbNi2 (with e/a=
8.34) or NbCu2 (with e/a=9) Laves phases exist in binary
Nb±Ni and Nb±Cu systems (the e/a values for imaginary
``NbNi2'' and ``NbCu2'' were shown in Fig. 8), con-
sistent with the observation by Bardos et al. [41] that at
e/a >8, a disordered structure is stabilized over the
Laves phase in transition-metal systems.
The phase stability in pseudo-binary Nb(Cr,Fe)2 and

Nb(Cr,Co)2 systems was also studied experimentally
and good agreement between the experimental results
and surveyed data based on phase diagram information
was observed, as shown in Fig. 8. It is clear that the
electron concentration rule is obeyed in these two
pseudo-binary systems: the phase transitions between
C15 and C14 are determined by the average electron
concentration in these alloys. The experimental critical
e/a ratios for the C15/C14/C15 transitions are very close
to those from phase diagrams. These results were the
®rst experimental determination of the critical e/a values
for the di�erent Laves phases in the pseudo-binary
Nb(Cr,X)2 systems. Such good agreement may be asso-
ciated with the fact that all the components in the two

Fig. 8. E�ect of average electron concentration (e/a) on phase stability

in NbCr2-based systems, with the critical e/a values for phase transi-

tions both from phase diagram information and experimental data

[40].

Fig. 7. Vacancy concentration vs Zr content for ZrCo2 Laves phase

quenched from 1000 and 1250�C [32].
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pseudo-binary systems are transition metals. Further-
more, it is determined that the region between C14 and
C15 is a two-phase mixture of C14 and C15, with no
intermediate structures such as C36 observed.
The e�ect of Fe and Co contents on the fracture

toughness of Nb(Cr,X)2 Laves phase is shown in Figs. 9
and 10, respectively [40]. Basically, the fracture toughness
of the monolithic Laves phase is very low, around 1
MPa

����
m
p

, which is a consequence of the topologically
close packing manner of the structure and the sub-
sequent di�culty in activating dislocation sources in the
Laves phase. The cubic C15 phase has relatively higher
fracture toughness than that of C14 structure for the
ternary systems, regardless of the Fe or Co addition.
This can be explained by the fact that the C15 structure
is cubic, and is thus more deformable than the hex-
agonal C14 structure. The toughness value near the
phase boundary could be higher, in view of the fact that
the associated structure is metastable with a lower
stacking fault energy, thus possibly making stress-assisted
phase transformation and/or mechanical twinning easily
triggered during deformation. However, such a trend
was not observed in the present study. None of the

alloys within the two-phase regions or near the phase
boundaries exhibits any sign of increase in toughness.
The toughness of the two-phase (C14+C15) alloys is
similar to that of the C15 phase. The toughness
enhancement through stress-assisted phase transforma-
tion or mechanical twinning is not signi®cant enough to
be noted in the indentation test.

4. Alloy design of dual-phase Cr-XCr2 alloys

As indicated in the forgoing two sections, single-phase
Laves phase alloys with cubic C15 and hexagonal C14
are hard and brittle, and their fracture toughness at
ambient temperatures can not be e�ectively improved
using physical metallurgy principles, including control of
point defect and phase stability. In view of this, dual-phase
alloys based on a soft Cr-rich solid solution reinforced
with hard Laves phase second phases have been selected
for alloy development [17,22±26] for potential structural
use at elevated temperatures. This section summarizes
the progress made so far in the development of dual-
phase Cr±XCr2 alloys, where X=Nb, Ta, or Zr.
Three eutectic alloy systems, Cr±NbCr2, Cr±TaCr2,

and Cr±ZrCr2, were initially selected for alloy develop-
ment study. The selection is based on consideration of
the di�erent eutectic phase relationships in these alloy
systems [16,25,26,42], as indicated in Table 1. Fig. 11
shows the Cr±TaCr2 phase diagram which is typical for
the three eutectic systems. Among these systems, the
Cr±Nb system has the highest maximum solute solubility
(5.6% Nb) in the Cr solid solution and the highest
solute concentration in the eutectic composition (18.5%
Nb), whereas the Cr±Zr system has the least maximum
solute solubility (<0.6% Zr) in Cr and the Cr±Ta system
has the lowest solute concentration in the eutectic com-
position (9.8% Ta). These alloy parameters are expected
to strongly a�ect the hardening behavior of both the Cr
solid solution phase and the eutectic structure and thus
the degree of brittleness of these phases.
Alloy ingots containing up to 20 at. % X element

were prepared by arc melting and drop casting, using
pure metal elements. In order to control precipitation
reactions, alloy ingots were sectioned and heat treated
between 1000 and 1400�C. The ®rst interesting obser-
vation was that alloy ingots were quite often cracked for
Cr±NbCr2 alloys but not for Cr±TaCr2 and Cr±ZrCr2

Fig. 10. Fracture toughness values of Nb(Cr,Co)2 as a function of the

Co content [40].

Table 1

Alloy parameters existing in the three eutectic systems Cr±Nb, Cr±Ta

and Cr±Zr

Alloy parameter Cr±Nb Cr±Ta Cr±Zr

Eutectic temperature (C�) 1703 1760 1592

Max. solute solubility in Cr (at%) 5.6 Nb �4.0 Ta <0.6 Zr

Eutectic composition (at%) 18.5 Nb 9.8 Ta �18.0 Zr

Fig. 9. Fracture toughness values of Nb(Cr,Fe)2 as a function of the

Fe content [40].
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alloys during drop casting and cooling from heat treat-
ment at high temperatures. This cracking behavior can-
not be simply related to the di�erence in coe�cients in
thermal expansion (CTE) because both experimental
measurements and ®rst principle calculations [43±45]
indicate no major di�erence in CTE among the Laves
phases NbCr2, TaCr2 and ZrCr2. The cracking beha-
vior, on the other hand, can be better rationalized by
considering alloy parameters in the three eutectic sys-
tems. As indicated in Table 1, the maximum solute
solubility in Cr and the solute concentration in the
eutectic structures (which increases the proportion of the
hard Laves phases in the eutectic microstructure) are the
highest in the Cr±NbCr2 system, resulting in signi®cant
hardening and embrittlement of the primary Cr solid
solution phase and the eutectic composition. In this
case, tremendous hardening is induced from fast cooling
from the maximum-solubility temperature to lower tem-
peratures where the primary Cr solid solution is in
supersaturated states. As a result, thermal induced
stresses generated by CTE mismatch will high enough to
crack these phases during drop casting or cooling from

high temperatures [46,47], quite often resulting in cata-
strophic ingot failure. This study clearly indicates the
importance of phase relationship that may provide key
information governing the mechanical and metallurgical
behaviors of individual alloy phases.
In comparison with the dual-phase Cr±TaCr2 alloys,

Cr±ZrCr2 alloys su�er from two major problems. One is
the poor oxidation resistance of Cr±ZrCr2 alloys, due,
in part, to extensive internal oxidation of Zr-rich phases,
and the other is the relative low melting point of these
alloys (see Table 1). Thus, our alloy development has
been concentrated on the Cr±TaCr2 alloy system, and
signi®cant progress has been made in improving the
mechanical and metallurgical properties of these alloys
[26]. The Cr±TaCr2 alloys with enhanced properties
have the general compositions (at%) below:

Crÿ �6ÿ10�Taÿ �3ÿ6�Moÿ �0:2ÿ1:0�Tiÿ �0:5ÿ3:0�
Siÿ �0:05ÿ0:20�La=Ce:

In these alloys, Mo is added mainly for solid solution
hardening the Cr-rich phase, Ti for scavenging inter-
stitials, and Si for both improving oxidation resistance
and fracture toughness. Small amounts of reactive elements
such as La and Ce are also added for decreased scaling
and enhancing the adhesion of oxide scales.
No micro- and macro-cracks were observed in the Cr±

TaCr2 alloy ingots prepared by arc-melting and drop
casting. In order to control microstructures, some dual-
phase alloys were canned in Mo billets and fabricated
by hot extrusion at 1480�C. The alloy CN-151 (Cr-
9.75Ta-5Mo-0.5Ti-0.01Ce, at. %) with its composition
similar to the eutectic composition shows a full lamellar
structure in the as-cast condition and a TaCr2-dispersed
microstructure in the hot extruded condition (Fig. 12).
The mechanical properties with di�erent microstructures
were determined in tension as a function of test tem-

Fig. 11. Schematic binary Cr±Ta phase diagram.

Fig. 12. Comparison of lamellar structure in the cast condition and particle-dispersed microstructure in the hot extruded condition for alloy CN-151.
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perature. All tensile specimens were given a ®nal heat
treatment of 1 d/1200�C+1 d/1000�C for stress relief.
Note that the heat treatment does not signi®cantly a�ect
the lamellar structure observed in cast alloys.
Table 2 compares the tensile properties of CN-144

alloy with the lamellar and TaCr2-dispersed micro-
structures. With the dispersed microstructure, the alloy
showed a fracture strength of more than 100 ksi (700
MPa), even though no appreciable plastic deformation
was measured at room temperature. Plastic deformation
was detected at 800�C, and the strain went up to as high
as 40% at 1200�C. The alloy is very strong at elevated
temperatures, with the yield strength of 37 ksi and the
ultimate tensile strength of 46 ksi at 1200�C. Note that
the strengths of most Ni-base superalloys vanish at
1200�C. In comparison with the particle-dispersed
microstructure, the alloy with the lamellar structure
showed the ductile-to-brittle temperature around
1000�C, instead of 800�C. The lamellar structure is
extremely strong at 1200�C, with its strengths close to
double that for the particle-dispersed microstructure.
The fracture toughness of Cr±TaCr2 alloys with

lamellar structures was determined at room tempera-
ture, using subsized notched Chevron specimens [48] in
accordance with reference 49. The results are summar-
ized in Table 3. The alloy CN-144 with a hypoeutectic
composition showed a low fracture toughness of 8.3
MPa m1/2. A signi®cant increase in fracture toughness is
achieved by increasing the Ta concentration from hypo-
to hypereutectic compositions. Alloying with 1.0% Si
further increases toughness from 11.5 to 14.3MPa mÿ1/2.
Examination of fracture surfaces reveals that the inter-
faces between the Cr solid solution and lamellar TaCr2
phases are strong, and no secondary cracks are observed
along these interfaces. It is worth noting that hot extru-
sion and change in microstructures from lamellar to
dispersed particles gives no signi®cant increase in frac-
ture toughness.

The creep properties of a Cr±TaCr2 alloy, CN-144
(Cr-8Ta-5Mo-0.5Ti-0.01Ce. at%), were determined in
tension at a stress of 20 ksi (138 MPa) at 1000�C in air
[26]. Fig. 13 compares the creep curve of CN-144 with
the lamellar and dispersed microstructures. The TaCr2
dispersed microstructure exhibited ductile rupture with
a rupture life of 695 h at 1000�C. In comparison, the
specimen with the lamellar structure is much stronger in
creep, with a steady state creep rate lower than that of
the particle-dispersed microstructure by an order of
magnitude. The test of the lamellar specimen had to be
stopped after 1438 h because of grip rod failure. The
creep resistance of this alloy in the polycrystalline form
with a lamellar structure is stronger than Mar M-200
and DS Rene'80 and is comparable to CMSX-11B in
the single crystal form.
The oxidation properties of Cr±XCr2 alloys were

characterized by exposing alloy coupons to air at 900±
1100�C. The oxidation studies by Brady et al. [26,50,51]
demonstrates that the oxidation resistance of Cr±TaCr2
alloys is much superior to Cr±NbCr2 or Cr±ZrCr2
alloys. Fig. 14 compares the cyclic oxidation behavior of
Cr-8Ta alloys with commercial Cr-base alloys tested at

Table 2

Comparison of tensile propertiesa of CN-144 with lamellar and parti-

cle-dispersed microstructures

Strength (ksi)

Test temperature (C�) Yield Fracture Elongation (%)

Particle-dispersed microstructure (hot extruded)

RT ± 104 0.3

800 130 133 1.0

1000 92 103 1.7

1200 37 46 39.0

Lamellar structure (cast)

RT ± 76 0.2

800 ± ± ±

1000 ± 80 0.2

1200 68 85 5.3

a Tested at a strain rate of 3.3�10ÿ3/s in air.

Table 3

Fracture toughness of Cr±Ta alloys at room temperature

Alloy number Compositiona

(at%)

Fracture toughness

(MPa m1/2)

CN-144 8.0 Ta±0.01 Ce 8.3

CN-161 9.8 Ta±0.1 La 11.5

CN-145 10.0 Ta±0.01 Ce 12.8

CN-162 9.8 Ta±0.1 La±0.5 Si 11.4

CN-163 9.8 Ta±0.1 La±1.0 Si 14.3

a Base composition: Cr-5 Mo-0.5 Ti, at%.

Fig. 13. Comparison of creep properties of CN-144 (Cr-8Ta-5Mo-

0.5Ti-0.OlCe, at%) with Laves phase dispersed or lamel lar micro-

structures tested at 1000�C and 20 ksi in air. Note that the lamellar

microstructuie test was stopped due to failure of the grip rods and

plate.
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1100�C in air [26]. The oxidation rate of Cr-8Ta-5Mo-
0.2La is comparable to that of cast Ni-27Cr (wt%), and
alloying with additions of Si and Ge signi®cantly lowers
the oxidation rate of the Cr±8Ta alloy. As indicated in
Fig. 14, the oxidation resistance of Cr-8Ta-5Mo-3Si-
0.25Ge-0.2La is comparable to several commercial
Cr2O3-forming alloys, such as MA-754 and Haynes 230.

5. Conclusions

This paper provides a comprehensive review of phase
stability, point defects, and fracture toughness of binary
AB2 Laves phase alloys based on NbCr2, NbFe2,
NbCo2, and ZrCo2 with on- and o�-stoichiometric
compositions, and pseudo-binary alloys based on
Nb(Cr,Co)2 and Nb(Cr,Fe)2 compositions. The alloy
design e�ort has been concentrated mainly on dual-phase
alloys based on a soft Cr-rich solid solution reinforced
with hard TaCr2 second phases. Conclusions deduced
from these studies are given below:

1. Anti-site defects were observed to form on both
sides of the stoichiometry in NbCr2, NbCo2, and
NbFe2 with RA/RB<1.225. On the other hand, for
ZrCo2 with RA/RB>1.225, anti-site defects form
only on the Co-rich side and second phase parti-
cles form on the Zr-rich side.

2. No constitutional vacancies but only thermal
vacancies were detected in the Laves phase alloys
quenched from high temperatures. The peak vacancy
concentration is always located at the stoichiometric
composition of each Laves phase alloy.

3. Room-temperature fracture toughness can not be
e�ectively improved either by increasing thermal
vacancy concentration at levels below 1% or by
reducing stacking fault energy through control of
the phase stability in Nb(Cr,Co)2 and Nb(Cr,Fe)2
alloys.

4. Drop casting and heat treatments induce micro-
and macro-cracks in dual-phase Cr±NbCr2 alloys
but not in Cr±TaCr2, and Cr±ZrCr2 alloys. The
cracking behavior can not be simply explained
from CTE mismatch; instead, it can be better
rationalized from the consideration of eutectic
composition and phase relationship.

5. Among the three dual-phase Cr±XCr2 alloys
(where X=Nb, Ta, or Zr), Cr±TaCr2 alloys have
the best combination of mechanical and metallur-
gical properties for structural use at elevated tem-
peratures. These alloys have excellent tensile
strength, creep properties, and oxidation resistance
at elevated temperatures in air.

6. The alloy design e�ort has led to the identi®cation
of alloy compositions (at%) with enhanced
mechanical and metallurgical properties:

Crÿ �6ÿ10�Taÿ �3ÿ6�Moÿ �0:2ÿ1:0�Ti

ÿ �0:5ÿ3:0�Siÿ �0:05ÿ0:20�La=Ce:

7. The current Cr±TaCr2 alloys showed fracture
toughness up to 14.3 M Pa mÿ1/2 at room tem-
perature. Additional development is required to
further improve the fracture resistance of these
alloys by interfacial design and microalloying.
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DEFECT STRUCTURES IN ZrCo2 LAVES PHASE
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AbstractÐPoint defect structures in the C15 ZrCo2 alloys were studied by bulk density and X-ray lattice
parameter measurements. It was found that, for the ZrCo2 alloys quenched from 10008C, the lattice para-
meter increases linearly as the Zr content increases up to 33.3 at.% Zr. The lattice parameter of the Laves
phase remains constant for the alloys with Zr content higher than 33.3 at.%, indicating that the solubility
range of Zr in ZrCo2 on the Zr-rich side is essentially zero. The constitutional defects were found to be of
the anti-site type. Thermal vacancies exhibiting a maximum at the stoichiometric composition were
observed in the ZrCo2 Laves phase alloys after quenching from 1250 and 10008C, with higher thermal
vacancies obtained from 12508C. The defect structures in the ZrCo2 phase may be correlated to the relative
magnitude of formation enthalpies for anti-site and quadruple defects in this compound. Thermal vacancy
concentration at a level of 1% in ZrCo2 does not a�ect fracture toughness at room temperature. Published
by Elsevier Science Ltd on behalf of Acta Metallurgica Inc.

Keywords: Intermetallic compound; Casting; X-ray di�raction; Lattice defects; Mechanical properties (frac-
ture & fracture toughness)

1. INTRODUCTION

Topologically close packed Laves phases with AB2

composition are known to be size compounds, i.e.,

the atomic size ratio, RA/RB, is ideally 1.225, with a

range of 1.05±1.67 typically observed [1, 2]. Laves

phases are conventionally considered to be line

compounds with a strict AB2 composition.

However, about 25% of the binary Laves phases

show certain homogeneity ranges on the A- and/or

B-rich side of stoichiometry [3]. Non-stoichiometric

intermetallic compounds are stabilized by the incor-

poration of constitutional defects. The excess atoms

in o�-stoichiometric compounds may prefer to (1)

stay on their own sublattice, leading to the for-

mation of constitutional vacancies on the other sub-

lattice, (2) insert into interstitial sites, or (3) occupy

the sites on the other sublattice, leading to the for-

mation of substitutional anti-site defects. Since

Laves phases have topologically close packed (TCP)

structures and space-®lling is relatively high, there

are no interstitial sites with a size comparable to

that of the component atoms. Therefore, the inser-

tion of the excess atoms into the interstitial sites

can be excluded, and the possible defect mechan-

isms in binary Laves phases are thus constitutional

vacancy or anti-site substitution.

The defect structures in cubic C15 NbCr2, NbCo2
and hexagonal C14 NbFe2 Laves phases have

recently been determined to be of anti-site type on

both sides of stoichiometry [4]. Contrary to the geo-

metric considerations which support the consti-

tutional vacancy mechanism on the A-rich side of

stoichiometry, anti-site substitution is found to be

the constitutional defect mechanism on the Nb-rich

side of these Laves phases. These results indicate

that except for the geometric factor, other factors

such as chemical bonding characteristics may also

a�ect the defect structures in this Laves phases.

Based on geometric and thermodynamic consider-

ations, Laves phases with atomic size ratio RA/RB

larger than 1.225 and/or high negative enthalpy of

formation (DH ) may exhibit constitutional

vacancies in the A-rich side, as suggested by Zhu et

al. [4].

By heating the ordered Laves phases, thermal

defects can also be created in the compounds.

Modder and his coworkers [5, 6] have systemati-

cally analyzed the possible defect type in Laves

phases and two types of thermal defects were ident-

i®ed, namely quadruple defects (consisting of one

anti-site B atom on the A-atom sublattice and three
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vacancies on the B-atom sublattice) and anti-site
defects. Furthermore, it was found that the defect

types in Laves phases can be correlated to the rela-
tive magnitudes of the formation enthalpies of anti-
site and quadruple defects in the compounds [6].

The point defect structures in the ZrCo2 system
have not been investigated previously. The atomic
size ratio RA/RB of ZrCo2 is 1.28, which is signi®-

cantly larger than the ideal one, i.e., 1.225.
Furthermore, the enthalpy of formation (DH ) of
ZrCo2 is ÿ113 kJ/mole [7], which is much more

negative than those of NbCr2, NbCo2 and NbFe2
Laves phases. So far, no work has been conducted
to carefully determine the homogeneity range and
defect structures in the Laves phase. The binary

Co±Zr phase diagram shows certain solubilities on
both sides of stoichiometry in this Laves phase sys-
tem [8]. All these facts indicate that the ZrCo2
Laves phase system deserves further attention as a
system where constitutional vacancies may be the
defect mechanism on the Zr-rich side.

In the present study, we have attempted to deter-
mine the solubility range and to model the defect
structures in binary ZrCo2 alloys with di�erent stoi-

chiometric compositions, by measuring the lattice
parameters, bulk densities, and therefore, vacancy
concentrations of binary ZrCo2 alloys of various
compositions after quenching from 1000 and

12508C. Thermal defects that will be introduced by
quenching from elevated temperatures have also
been determined. The fracture toughness of selected

alloys were also measured at room temperature.

2. EXPERIMENTAL PROCEDURES

The alloy compositions investigated in this study

are listed in Table 1. A total of seven binary alloys
were prepared. The Zr content in the alloy increases
with the alloy code number. The alloys ]1±]3 are

Co-rich and ]4 is the stoichiometric alloy, while
alloys ]5±]7 are Zr-rich. Ingots weighing approxi-
mately 50 g were prepared by arc-melting tech-

niques using high-purity starting materials. Each
ingot was remelted at least ®ve times to ensure com-
positional homogeneity before being cast into a

12.7 mm diameter cylinder. The weight loss during
arc-melting was essentially zero (less than 0.01 g). It

should be noted that the ingots of the alloys ]4±]7
remained in one piece, while the ingots of the alloys
]1±]3 broke into several pieces after drop casting.

After a homogenization anneal at 12008C for 20 h
in vacuum, the alloys were encapsulated in quartz,
which was then evacuated and back®lled with

helium. The encapsulated alloys were then heat-
treated at 10008C for 7 days and water quenched.
Small fractions of the quenched samples were

mounted for microstructural observation using an
optical microscope and for chemical composition
analyses of the phases present using a ®eld-emis-
sion-gun scanning electron microscope (SEM)

equipped with an energy dispersive X-ray spec-
trometer (EDS). All the alloys were found to be
fully homogenized following the above heat treat-

ments.
The remaining parts of the samples were crushed

in an agate mortar into powders with particle sizes

smaller than 40 mesh. Powders with a mesh size of
ÿ40+80 were used for bulk density measurements,
and powders smaller than 320 mesh were used for

X-ray analyses. The bulk density was measured
using a helium pycnometer with an accuracy of ap-
proximately 0.01 vol.%. Powdered samples were
used to eliminate the micropores generated during

solidi®cation, which leads to more accurate density
measurements. The vacancy concentration of the
Laves-phase alloys, cV, is de®ned as the ratio of the

total number of vacancies to the total number of
atoms. It can be obtained from the following
equation:

cV � rX ÿ rB

rB

�1�

where rX and rB are the X-ray and the bulk den-
sities, respectively.

The powdered samples of the single-phase alloys
]1±]4 were then wrapped in Ta sheets and encapsu-
lated in quartz, which was evacuated and back®lled

with helium. They were then heat-treated at 12508C
for 2 h and water quenched. Bulk densities and lat-
tice parameters were measured again and the

Table 1. Composition, lattice parameter, X-ray density, bulk density and vacancy concentration of ZrCo2 alloys quenched from 1250 and
10008C

Alloy code Zr (at.%) Lattice parameter (AÊ ) X-ray density (g/cm3) Bulk density (g/cm3) Vacancy concentration (%)

12508C 10008C 12508C 10008C 12508C 10008C 12508C 10008C

#1 30.8 6.9305 6.9311 8.242 8.240 8.194 8.224 0.58 0.20
#2 31.8 6.9419 6.9430 8.240 8.235 8.192 8.210 0.59 0.31
#3 32.8 6.9543 6.9546 8.234 8.233 8.177 8.203 0.70 0.37
#4 33.3 6.9590 6.9608 8.236 8.230 8.155 8.196 1.00 0.42
#5 33.5 ± 6.9609a ± ± ± ± ± ±
#6 33.8 ± 6.9607a ± ± ± ± ± ±
#7 34.3 ± 6.9609a ± ± ± ± ± ±

a Two-phase alloys with the lattice parameter of the ZrCo2 Laves phase listed here.
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vacancy concentrations were obtained for these
alloys quenched from 12508C.
X-ray di�raction measurements were made using

a Scintag XD2000 di�ractometer with Cu Ka radi-
ation. The lattice parameter was determined from

13±15 peaks. The X-ray density was calculated
using the measured lattice parameter. The accuracy
of the vacancy concentration using our method is

approximately 0.08%, which is mainly due to the
compositional uncertainty of the alloys.
The fracture toughness of the selected alloys was

also determined using the indentation method with
a load of 500 g and a holding time of 15 s. The
crack lengths were measured immediately after the
indentation to eliminate the possibility of slow

crack propagation following the removal of the
indenter. The following equation was used to calcu-
late the fracture toughness of the alloys [9]:

KIC � A

�
E

H

�n
P

L3=2
�2�

where KIC is the fracture toughness �MPa
����
m
p

), E is
Young's modulus (GPa), which is assumed to be

218 GPa for all of the investigated alloys, H is
Vickers hardness (GPa), P is the load (N), and L
the average length of the four radial cracks from

the center of the indent to the crack tip. A and n
are constants, which are taken as 0.016 and 0.5, re-
spectively, for relatively brittle materials [9].

3. RESULTS

3.1. Microstructure

Microstructure examinations of the ZrCo2 Laves

phase alloys listed in Table 1 after quenching from
10008C indicate that alloys ]1±]4 are in the single-
phase region, while alloys ]5±]7 are in the two-

phase region. Typical microstructures of single-

phase and two-phase alloys are shown in Figs 1(a)
and (b). Note that Fig. 1(a) was taken from the

Co±33.3%Zr sample (alloy ]4) etched with a sol-
ution of 60% glycerine + 20% HNO3 + 10% HF
+ 10% H2O (in vol.%), while Fig. 1(b) was from

the Co±34.3%Zr sample (alloy ]7) in the as-
polished condition under polarized light. There are
no annealing twins in the alloys, unlike the NbCr2
system [4], indicating relatively high stacking fault
energy in this compound. The second phase in
alloys ]5±]7 was analyzed with EDS in an SEM,

and was found to be richer in Zr than the ZrCo2
matrix. According to the binary Co±Zr phase dia-
gram [8], this second phase is a z phase with a B2
structure. The maximum content of Zr in ZrCo2 at

10008C is found to be about 33.3 at.% from this
study, which is di�erent from the estimated phase
boundary in the binary Co±Zr phase diagram [8,

10], where it was indicated to be about 34.5 at.%.
Furthermore, extensive cracking was observed in
the matrix around the second phase. These cracks

are most likely caused by the thermal residual stress
in the alloys after casting and heat treatment, as a
result of the mismatch in thermal expansion coe�-

cients between the second phase and the matrix.

3.2. Lattice parameter, density, and vacancy

concentration

The lattice parameters of the C15 ZrCo2 alloys
listed in Table 1 are plotted in Fig. 2 as a function

of stoichiometry for all the samples quenched from
10008C and for the single-phase alloys quenched
from 12508C. As the Zr content increases, the lat-
tice parameter of the ZrCo2 phase also increases.

For the Co-rich alloys quenched from 1250 and
10008C, the data points ®t nicely along two straight
lines, while on the Zr-rich side the lattice constants

are identical for alloys ]5±]7 quenched from

Fig. 1. Optical micrographs of ZrCo2 alloys: (a) alloy ]4, etched; (b) alloy ]7, as-polished.
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10008C, indicating that the composition of the

Laves phase is the same in the alloys with more

than 33.3% Zr (see Fig. 2). This is expected,

because the maximum content of Zr in ZrCo2 is

about 33.3 at.% and these three alloys were found

to be in the two-phase region. The lattice

parameters after quenching from 12508C are a little

bit smaller, compared to those after quenching

from 10008C. This can be due to the presence of

vacancies in the alloy.

The X-ray and bulk density results for alloys

]1±]4 after quenching from both 1250 and 10008C
are presented in Table 1 and Fig. 3. The density of

the alloys decreases as the Zr content increases, and

the bulk density after quenching from 10008C is

consistently higher than those after quenching from

12508C. Using equation (1) and the data presented

in Table 1 and Fig. 3, the vacancy concentrations

were calculated, and are listed in Table 1. Due to

the presence of the second phase, the vacancy con-

centration could not be determined for alloys

]5±]7. Figure 4 is a plot of the vacancy concen-
tration as a function of the Zr content for the
single-phase ZrCo2 alloys after quenching from the

two di�erent temperatures. It is noted that the
vacancy concentration is quite high after quenching
from 12508C. The vacancy concentration reaches a
maximum of 01.0% at the stoichiometric compo-

sition and decreases on the Co-rich side of stoichi-
ometry. Annealing and quenching from 10008C
results in vacancy concentrations lower than those

after quenching from 12508C. However, a maxi-
mum at the stoichiometric composition can also be
recognized.

3.3. Fracture toughness

The fracture toughness values of the single-phase
ZrCo2 alloys after quenching from 10008C were
measured as a function of Zr content (see Fig. 5). It

was found that all the single-phase ZrCo2 alloys
exhibit a fracture toughness value of around 1 MPa

Fig. 2. Lattice parameter as a function of Zr content after
quenching from 1250 and 10008C.

Fig. 3. X-ray and bulk densities as a function of Zr content after quenching from 1250 and 10008C.

Fig. 4. Vacancy concentration as a function of Zr content
after quenching from 1250 and 10008C.
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m1/2, regardless of the alloy stoichiometry.
Furthermore, the fracture toughness value of the

stoichiometric ZrCo2 alloy after quenching from
12508C was found to be close to that of the same
alloy after quenching from 10008C, even though the

vacancy concentration in the alloy is much higher
after quenching from 12508C. This indicates that
the presence of such vacancies does not lead to

toughness improvement in this Laves phase.

4. DISCUSSION

4.1. Constitutional defect mechanisms in ZrCo2
Laves phase

The vacancy concentration as a function of stoi-
chiometry for binary Laves phases has been calcu-

lated based on the two constitutional defect models,
i.e., the constitutional vacancy model and anti-site
substitution model [4]. The constitutional vacancy

model is based on the assumption that all the excess
atoms exclusively stay on their own sublattice, thus
constitutional vacancies are created on the sublat-
tice of the other element. Based on this model, the

constitutional vacancy concentrations in Laves
phases are zero at the stoichiometric composition
and increase on both sides of stoichiometry. The

anti-site substitutional model assumes that the
excess atoms occupy the sublattice sites of the other
species. Thus, anti-site defects are created, and no

constitutional vacancies are needed for the balance
of the lattice sites. The constitutional vacancy con-
centrations are zero for both A- and B-rich Laves

phases, according to the anti-site substitutional
model.
From Fig. 4, it is obvious that the measured

vacancy concentrations for all the single-phase

ZrCo2 alloys after quenching from 10008C are rela-
tively low (see also Table 1), indicating that there
are no constitutional vacancies in these Laves

phases. Furthermore, as the composition deviates

further from the stoichiometry, the vacancy concen-

tration on the Co-rich side decreases, while the con-

stitutional vacancy model predicts an opposite

trend. Actually, the measured vacancy concen-

tration as a function of stoichiometry can be ration-

alized by assuming that these vacancies are thermal

vacancies instead of constitutional vacancies (see

next section for more details). This is consistent

with the anti-site substitution model and contrary

to the constitutional vacancy model, which

demands much higher vacancy concentrations for

o�-stoichiometric compositions. Thus, the consti-

tutional defects are of anti-site type for the Co-rich

ZrCo2 Laves phases.

Point defect mechanisms in binary Laves phases

have been the focus of several studies. Fleischer [11]

found that anti-site substitution occurs on both

sides of stoichiometry for the C15 ZrCr2 Laves

phase. Pargeter and Hume-Rothery [12] and Saito

and Beck [13] investigated the point defects in Co-

rich NbCo2 and dihexagonal C36 NbCo3 Laves

phases and found that in both phases, the deviation

from stoichiometry resulted from the substitution of

Co atoms for the Nb atoms. X-ray and neutron dif-

fraction measurements [14] showed that for both

ZrFe2 and TiFe2, the excess Fe atoms are on the Zr

or Ti sublattice. The constitutional defect structure

of the NbFe2 Laves phase was also investigated by

measuring the lattice parameters on both sides of

stoichiometry, and again anti-site substitution was

found to be the defect mechanism [15]. YAl2 Laves

phase is a line compound with negligible solubility

existing under equilibrium conditions; however,

Foley et al. extended the solubility on both sides of

stoichiometry in this alloy system via rapid solidi®-

cation. From lattice parameter measurements, o�-

stoichiometry in the YAl2 Laves phase was postu-

lated to be accompanied by di�erent defect mechan-

Fig. 5. Fracture toughness vs Zr content for ZrCo2 alloys after quenching from 1250 and 10008C.
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isms: the Y-rich side is accommodated by vacancies,

while the Al-rich compositions result from anti-site

substitution [16]. Recent studies combining bulk

density and X-ray lattice parameter measurements

unambiguously indicate that the constitutional

defect mechanisms in binary C15 NbCr2, NbCo2,

and C14 NbFe2 compounds on both sides of stoi-

chiometry are of anti-site type, with no consti-

tutional vacancies present in the compounds [4].

Table 2 summarizes the atomic size ratio RA/RB,

enthalpy of formation and point defect structures

for a number of binary Laves phases [17]. Based on

geometric considerations, the atomic size ratio RA/

RB of the AB2 Laves phases should be important in

controlling the point defect structures in Laves

phases. For Laves phases with RA/RB greater than

the ideal ratio of 1.225, on the A-rich side, it will

be more di�cult for A atoms to stay on the sublat-

tice sites of B atoms as the atomic size ratio

increases. Therefore, it would be possible to obtain

constitutional vacancies for Laves phases with RA/

RB > 1.225 on the A-rich side, even though substi-

tutional anti-site defects are most likely to form

under all the other circumstances. In all the AB2

Laves phases whose point defect structure on the

A-rich side has been studied so far and listed in

Table 2, only YAl2 has an RA/RB ratio of 1.258,

higher than the ideal one, and this alloy system also

shows certain indications of constitutional vacancies

in the Y-rich compounds [16]. For the ZrFe2 alloys

with the RA/RB ratio of 1.257, the defect structure

on the Zr-rich side has not been studied yet. For

the ZrCo2 compound, RA/RB is 1.280, much larger

than the ideal. Therefore, the possibility is expected

to be higher for constitutional vacancies existing in

this system.

On the other hand, Neumann [18] found that for

B2 compounds their constitutional defect structure

is closely related to the magnitude of enthalpy of

formation. Constitutional vacancies are the pre-

ferred defect mechanism for B2 compounds that are

more strongly ordered with more negative enthalpy

of formation (DH ) values on the large atom-rich

side of stoichiometry, while B2 compounds with

DH higher than ÿ75 to ÿ90 kJ/mole generally exhi-

bit the anti-site defect structure. Similar thermodyn-

amic arguments may hold for binary Laves phases.

As listed in Table 2, anti-site defects are observed

on the large atom-rich side for those Laves phases
with DH value higher than ÿ75 to ÿ90 kJ/mole

such as NbCr2, NbCo2, and NbFe2. For Laves
phases with more negative DH values, such as YAl2
with a DH value of ÿ160.4 kJ/mole [17], consti-

tutional vacancies are the possible defect mechanism
on the Y-rich side. In this regard, ZrCo2 also has a
highly negative DH value of ÿ123 kJ/mole, and

thus constitutional vacancies may form on the Zr-
rich side.
Based on both geometric and thermodynamic

considerations, therefore, constitutional vacancies
may be created on the Zr-rich side of ZrCo2, similar
to the case of YAl2. Unfortunately, this study indi-
cates that the solubility range of Zr is essentially

zero in ZrCo2 on the Zr-rich side, which makes it
di�cult to verify our hypothesis regarding the
e�ects of atomic size ratio and enthalpy of for-

mation on the defect mechanisms in binary Laves
phases. Rapid solidi®cation techniques could be uti-
lized in future investigations to extend the solubility

range on the Zr-rich side in this compound and
defect structures can then be deduced from the lat-
tice parameter measurement, as in the case of the

YAl2 phase [16]. It would also be interesting to
study defect structures in other Laves phases with
RA/RB > 1.225 and/or highly negative enthalpy of
formation to consider whether it is possible to

introduce constitutional vacancies on the A-rich
side in these compounds.
The fact that both YAl2 and ZrCo2 compounds

are unstable on the A-rich side of stoichiometry
under equilibrium conditions indicates that the cre-
ation of constitutional vacancies may make the

compound energetically less stable. This may
explain the lack of solubility on the A-rich side of
these compounds. Furthermore, anti-site defects
may also be impossible to form on the A-rich side

in these compounds, due to the di�culties involved
in A-atoms occupying the much smaller B-atom
sublattice sites. Consequently, it may be impossible

or at least very di�cult to obtain constitutional
defects in these Laves phases.

4.2. Thermal defects in ZrCo2 Laves phase

As Modder and Bakker have pointed out, it is

very possible that a vacancy-type defect termed

Table 2. Atomic size ratio, enthalpy of formation and point defect structure of a number of binary Laves phases

Compound RA/RB
a DH (kJ/mole)a Defect structure

NbCr2 1.145 ÿ21 Anti-site substitution on both sides
NbCo2 1.173 ÿ51 Anti-site substitution on both sides
NbFe2 1.152 ÿ62 Anti-site substitution on both sides
ZrFe2 1.257 ÿ75 Fe-rich side: anti-site substitution
TiFe2 1.148 ÿ84 Fe-rich side: anti-site substitution
YAl2 1.258 ÿ160.4 Al-rich side: anti-site substitution Y-rich side: constitutional vacancy
ZrCo2 1.280 ÿ123 Co-rich side: anti-site substitution Zr-rich side: unknown

a The RA/RB and DH values for these compounds are from Ref. [17].

2344 ZHU and LIU: DEFECT STRUCTURE IN LAVES PHASE



quadruple defect occurs in C15 compounds [5].

Furthermore, ball milling was found to introduce
quadruple defects in GdAl2, GdPt2, GdIr2 and
GdRh2, while anti-site defects were created in

GdMg2 [6]. Since ball milling usually leads to the
formation of the same type of atomic defects as
heating, thermal defects such as quadruple defects

or anti-site defects may be created upon quenching
the Laves phases from elevated temperatures. Since

each quadruple defect contains three vacancies,
thermal vacancies are expected if quadruple defects
are created.

The vacancy concentrations in ZrCo2 alloys are
quite high after quenching from 12508C and the
vacancy concentrations are signi®cantly reduced

after annealing at lower temperature, i.e., 10008C
(Fig. 4). Since the constitutional defects in this com-

pound have been established to be of the anti-site
type, these vacancies are obviously thermal
vacancies. The fact that the vacancy concentration

increases as the quenching temperature increases is
a further indication of the thermal nature of these
vacancies. Thus, the quadruple defects may be

formed in this compound by heating. According to
the quadruple defect model and considering the dif-

®culties involved in Zr sitting on the small atom Co
sites, Co will go to the Zr sublattice and thus the
thermal vacancies are on the Co sublattice sites.

Furthermore, the measured vacancy concentration
reaches a peak at the stoichiometric composition
and decreases on deviating from stoichiometry for

the ZrCo2 alloys when quenched from 12508C and
10008C (Fig. 4). This behavior is similar to the
NbCr2 system [9], where the thermal vacancy con-

centration exhibits a maximum at the stoichiometric
composition. As in the NbCr2 phase, a maximum in

thermal vacancy concentration at the stoichiometric
composition is rationalized by considering that the
increase in entropy associated with the introduction

of vacancies will be the greatest at the stoichio-
metric composition, where the degree of order is
necessarily the highest.

Modder et al. [6] have extended Miedema's
model to estimate the formation enthalpy of quad-

ruple and anti-site defects in C15 Laves phases.
According to this model, the type of atomic dis-
order is related to the relative magnitudes of for-

mation enthalpies of anti-site and quadruple-defect
disorder for the Laves phases. Therefore, the pre-
sence of thermal vacancies in ZrCo2 may imply that

the formation enthalpies of anti-site disorder is lar-
ger in magnitude than that of quadruple defect dis-

order for ZrCo2. Furthermore, the higher vacancy
concentration of ZrCo2 after quenching, compared
to NbCr2, suggests that the formation enthalpy of

quadruple defects in ZrCo2 should be lower than
that in NbCr2, which leads to a higher amount of
thermal defects in ZrCo2 phase.

It has been suggested that vacancies in Laves
phases may assist the synchroshear deformation

mechanism and thus increase the toughness of the
Laves alloys [19]. Even though thermal vacancies

are relatively high (01%) in the ZrCo2 alloy after
quenching from 12508C, it was found that such
quenched-in thermal vacancies do not a�ect the

fracture toughness of the alloy. It will be of interest
to determine the e�ect of constitutional vacancies
on crack propagation and fracture toughness beha-

vior of Laves phases if certain Laves phases with
constitutional vacancies can be identi®ed.

4.3. Reconstruction of the binary Co±Zr phase

diagram

The existing Co±Zr phase diagram determined
around 1964 by Pechin et al. [10] has not been up-

dated so far. Those authors found that a homogen-
eity range of 28.4±34.6 at.% Zr exists for the ZrCo2
Laves phase after rapidly quenching from 14008C.
In other words, there is 1.3 at.% Zr solubility on
the Zr-rich side. Based on the present study, the
solubility of Zr on the Zr-rich side is zero at
10008C. This discrepancy may possibly be a result

of the high impurity level in the materials used in
the study by Pechin et al., since they used the pow-
der metallurgy (PM) method to produce the Laves

phases, while in our study the arc-melting technique
was employed. It is well known that impurities such
as oxygen can easily be picked up during PM pro-

cessing. The reaction of oxygen with Zr and the for-
mation of ZrO2 lower the Zr concentration in the
Laves phase. Indeed, many voids and impurity par-

ticles (possibly ZrO2) could be observed in the
micrograph of the PM Laves phases [10]. Another
possibility for the discrepancy may result from the
fact that the quenching temperature is di�erent for

the two studies, with a much higher quenching tem-
perature (14008C) used in Pechin's study compared
to 10008C in the present study. The higher equili-

brium temperature may increase the solubility range
on the Zr-rich side of the compound.
In our view, this discrepancy is most likely due to

the inaccurate composition control in Pechin et al.'s
study, as is clear from the following argument. The
slope of the lattice parameter as a function of stoi-
chiometry for the Laves phase should usually

change at the stoichiometric composition, as has
been commonly observed for other Laves phases
(for example, see Ref. [4]). According to Pechin et

al. [10], the slope of the lattice parameter is the
same on both sides of stoichiometry for ZrCo2,
suggesting that all the alloy compositions they pre-

pared could be on one (Co-rich) side of stoichi-
ometry, as a result of problems in material
processing such as impurity pick-up. As has been

demonstrated in the present study for the alloys
quenched at 10008C, negligible Zr solubility is
observed for this Laves phase. Based on these argu-
ments, we have re®ned the binary Co±Zr phase dia-
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gram, as shown in Fig. 6, where the solubility range

of the Laves phase ZrCo2 has been modi®ed
according to this study.

5. CONCLUSIONS

Point defects in the binary ZrCo2 alloys have
been clari®ed, combining both bulk density and X-

ray lattice parameter measurements. The consti-
tutional defects on the Co-rich side of stoichiometry
for this system are of the anti-site type. As the Zr
content in the Laves phase increases, the lattice par-

ameters on the Co-rich side increase. The maximum
content of Zr in the ZrCo2 compound is the stoi-
chiometric composition, 33.3 at.%. The binary Co±

Zr phase diagram has been modi®ed accordingly.
Thermal vacancies exhibiting a maximum at the

stoichiometric composition were noted in ZrCo2
Laves phase alloys after quenching from both 1000
and 12508C, indicating that quadruple defects may
be the type of thermal disorder in this compound.

These thermal vacancies do not a�ect the fracture
toughness of the Laves phase.
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Abstract. The deformations of single crystals and polycrystals of aluminium have been modelled
using the finite-element method. The constitutive behaviour is modelled using crystal plasticity
to account for the plastic deformation by slip, and to track the hardening and reorientation
of the material. By discretizing each crystal with a large number of elements, the non-
uniform deformations due to local inhomogeneities and interactions with neighbouring crystals
are modelled. Simulations of plane strain compression of (001)[110] oriented single crystals are
used to demonstrate the ability of the model to capture shearing in the rolling-normal plane, and the
consequent reorientation of the crystal to the{112}〈111〉 copper components. The simulations are
used to examine the effect of including{110}〈110〉 slip systems in addition to the usual{111}〈110〉
systems for face centred cubic metals on the stability of the cubic orientation. The results indicate
that slip on{110} planes greatly enhances the stability of the cubic orientation, while having little
contribution in the deformation of most other orientations.

1. Introduction

Deformation processing is an important component in the manufacturing of metal products.
The changes in texture and microstructure that accompany the deformation process control
the material behaviour during subsequent thermomechanical processing. Understanding and
predicting the texture and microstructure evolution during processing of metals remains a
subject for extensive research. In this regard, the merging of the finite-element method (FEM)
as a numerical tool for solving the boundary value problem associated with material motion
with crystal plasticity theory as a constitutive description for plastic deformation by slip has
developed into a significant modelling capability. Early efforts in this area utilized crystal
plasticity as a state variable theory in place of simpler continuum models in finite-element
simulations of industrial metal working operations such as rolling, forging, extrusion, etc (e.g.
Mathur and Dawson 1989, Mathuret al 1990, Kalidindiet al 1992, Beaudoinet al 1994).
Some recent efforts at combining FEM and crystal plasticity to model deformation processing
of metals have focused at the mesoscale, by shifting the domain used for discretization from
the entire workpiece to a single polycrystalline aggregate. These simulations are aimed at
using the modelling capabilities to gain better insights into the role of grain interactions on the
non-uniform deformations of metal polycrystals. While some early efforts in this area were
restricted to two-dimensional (2D) domains (e.g. Becker 1991, Anand and Kalidindi 1994,
Becker and Panchanadeeswaran 1995), more recent efforts have been able to treat fairly large
three-dimensional (3D) meshes by taking advantage of parallel computing resources (Beaudoin
et al 1996, Sarmaet al 1998b, Mika and Dawson 1998).

© 1999 US Government 1025
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Applications of FEM and crystal plasticity to deformation process modelling at the
mesoscale proceed by discretizing each grain of a polycrystal with a large number of elements,
so that the non-uniform deformations of individual grains can be modelled. Unlike in
continuum models, where grains are merely abstract entities with no physical description
associated with them, here the grains and their neighbours are explicitly defined by the
finite-element model. This feature enables the model to incorporate effects of neighbour
interactions on the inhomogeneous deformations of individual grains, and the effect of such
inhomogeneities on the texture and microstructure evolution. Additionally, these simulations
can provide quantitative information on the distribution of orientations and stored energy in the
deformed microstructure, which provides a means to simulate the texture and microstructure
evolution during recovery and recrystallization (Radhakrishnanet al 1998a, b).

The objective of the work described in this paper is to apply the mesoscale deformation
modelling approach to single crystals and polycrystals of aluminium deformed in plane strain
compression to study their non-uniform deformations. First, some results are presented on
modelling the plane strain compression of a single crystal with initial orientation (001)[110].
This particular orientation has been studied extensively, both experimentally and through
modelling (Butler and Hu 1989, Beckeret al 1991, Akef and Driver 1991, Cizeket al 1996)
and serves as a good test case to validate the mesoscale modelling approach. It is shown that
the results are quite consistent with experimental observations, in terms of changes in both
orientation and geometry. These simulations are also used to illustrate that use of 2D models
may not always be adequate for plane strain deformations.

As a novel application of the mesoscale modelling approach, simulations have been
carried out to examine the effect of slip on{110}〈110〉 systems on the stability of the cubic
orientation, which is an important component in textures produced during hot rolling and also
in recrystallized microstructures. Optimization of cubic texture is one of the key issues in
the hot rolling of commercial aluminium alloys for beverage-can applications. Subsequent
cold rolling of the hot-band is designed to provide, in addition to the required mechanical
properties, an optimum combination of cubic and other deformation components that can
minimize material waste due to earing. Therefore, considerable effort has been made in the
past to understand texture evolution during thermomechanical processing of aluminium alloys.
It is well known that plastic deformation in face centred cubic (fcc) metals is accommodated
by shearing of{111} planes in〈110〉 directions. This knowledge has been utilized extensively
in the application of crystal plasticity models to study the texture development during cold
working of aluminium and its alloys. It has been postulated that when aluminium is deformed
at elevated temperatures, slip occurs on other planes, notably the{100}, {110} and{112}
(Bacroix and Jonas 1988, Maurice and Driver 1997a). Slip activity on the non-octahedral
systems alters the relative strength of various texture components during deformation in plane
strain compression. In particular, the{011}〈211〉 brass component is enhanced by slip on the
{112} planes, and the{001}〈100〉 cubic component is stabilized by slip on{110} planes.

Previous efforts on modelling the effect of slip on the{110} planes (Bacroix and Jonas
1988, Maurice and Driver 1993, 1997b, Raabe 1995) have been through analytical models
based on some simplifying assumptions or through numerical simulations using an aggregate
of grains. Simulations with an aggregate of grains have relied on various assumptions to
partition the deformation among the individual grains, such as the full constraints Taylor
model (Taylor 1938), the relaxed constraints model (Honneff and Mecking 1978) or the self-
consistent model (Lebensohn and Tomé 1993, Molinari and T́oth 1994). This approach is not
suited for the examination of the heterogeneous deformation of single crystals or individual
grains in a polycrystal, since they assume the deformation of each grain to be homogeneous.
The modelling work described in this paper is believed to be the first attempt at simulating the
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deformation of single crystals in three dimensions using the FEM. No assumptions regarding
the partitioning of deformation among the grains are required. Due to the use of a rate-
dependent constitutive model, assumptions are also not needed regarding the choice of active
slip systems.

In addition to single crystals initially at and near the cubic orientation, deformations of
polycrystals containing cubic grains have been simulated to study the effect of constraints from
neighbours. Unlike experiments with polycrystals, where it may be difficult to monitor the
behaviour of interior grains during deformation, the mesoscale modelling approach provides
information at all locations in the discretized domain. In this regard, it is possible to examine
the effect of neighbour interactions in altering the deformation of a grain from that specified
by the boundary conditions. Such deviations from the overall deformation are implicit in the
mesoscale finite-element model.

2. Finite-element formulation

The finite-element formulation used for the present study is based on the hybrid formulation
described by Beaudoinet al (1995). It is assumed that elastic deformations are negligibly
small, and that deformation occurs by slip dominated plastic flow of the material. Due to the
limited modes of deformation available through slip, the crystal must rotate to accommodate
arbitrary deformations. The resulting texture development is modelled using a constitutive
law based on crystal plasticity.

Details regarding the constitutive model and the finite-element formulation are described
elsewhere (Beaudoinet al 1995) and only a brief outline is given here. A viscoplastic
constitutive law relates the rate of shearing ˙γ (α) to the resolved shear stressτ (α) on each
slip systemα:

γ̇ (α) = γ̇0

∣∣∣∣τ (α)τ̂
∣∣∣∣1/m sign(τ (α)) (1)

wherem is the rate sensitivity parameter and ˙γ0 is a reference rate of shearing.̂τ is a
hardness parameter which represents resistance to plastic deformation due to interactions
among dislocations. The symmetric part of the Schmid tensorP (α) (dyadic product of the slip
direction and slip plane normal vectors) relates the crystal deviatoric Cauchy stressσ′c to the
resolved shear stress and the rate of deformationDc to the shearing rates:

τ (α) = σ′c · P (α) (2)

Dc =
∑
α

γ̇ (α)P (α). (3)

Eliminating γ̇ (α) between (1) and (3), and substituting (2) forτ (α) leads to an expression for
the crystal deformation rate in terms of the deviatoric stress,

Dc =
[∑

α

γ̇0

τ̂

∣∣∣∣τ (α)τ̂
∣∣∣∣(1/m)−1

P (α) ⊗ P (α)

]
σ′c = Scσ′c (4)

whereSc is the fourth-order crystal ‘compliance’ tensor. The rate dependence of (1) permits
inversion of (4), and the expression of the crystal deviatoric stress under a given deformation
rate as

σ′c = S−1
c Dc. (5)

The nonlinear nature of the crystal constitutive equation (5) requires an iterative method to
compute the deviatoric stress for a given rate of deformation. The anisotropic response due to
the crystal orientation is reflected in the crystal compliance.
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The crystal rate of deformation is the symmetric part of the crystal velocity gradient and
prescribes the rate of shearing of slip planes. The skew-symmetric part of the crystal velocity
gradientWc controls the rotation of the crystal, and contains contributions from both the spin
associated with the plastic flow, and the rigid rotationR∗ of the crystal lattice necessary to
maintain compatibility with neighbouring crystals. The difference between the applied spin
and the plastic spin due to slip provides an expression for the crystal reorientation rate

Ṙ∗ =
(
Wc −

∑
α

γ̇ (α)Q(α)

)
R∗ (6)

whereQ(α) is the skew-symmetric part of the Schmid tensor.
The plastic deformation of the material is modelled in incremental fashion, by solving

the boundary value problem for material motion at each strain increment. Balance laws for
equilibrium and mass conservation are applied in conjunction with the constitutive assumptions
discussed above. Following the approach of Beaudoinet al (1995), a hybrid finite-element
formulation is employed for this purpose. Instead of developing the equilibrium statement
from the balance of momentum at the global level, here it is written as a balance of tractions
at the inter-element boundaries. Weighted residuals are formed on the equilibrium statement
and the constitutive relation. A third residual on the conservation of mass (which for the case
of incompressible plastic deformation reduces to a divergence-free velocity field) completes
the formulation. Interpolation functions are introduced for the nodal velocities, element stress
components and the pressure. A proper choice of the shape functions for the stress permits
elimination of the stress degrees of freedom at the element level. The result is a system of
equations for the discretized velocity field, which is solved assuming fixed material state and
geometry.

Upon obtaining a converged velocity solution, the material state and geometry are updated.
The material is characterized by the orientation of the crystal and the hardness parameter. The
reorientation rate given by (6) is used to update the orientation, while the hardness is evolved
using a modified Voce type law,

˙̂τ = H0

(
τ̂s − τ̂
τ̂s − τ̂i

)
γ̇ ∗ (7)

where hardening rateH0 and initial hardnesŝτi are material parameters. ˙γ ∗ is a measure of
the net shearing rate on all of the slip systems,

γ̇ ∗ =
∑
α

∣∣γ̇ (α)∣∣ . (8)

The saturation hardnessτ̂s based on the current slip system state is given by

τ̂s = τ̂s0
(
γ̇ ∗

γ̇s

)m′
(9)

whereτ̂s0, γ̇s andm′ are material parameters.
Development of the material response entails solution of the nonlinear crystal constitutive

relation for each element, and must be performed during each iteration for the velocity field
at a given strain increment. In this respect, the methodology described above proves to be
computationally demanding. The use of the hybrid approach leads to the introduction of
additional degrees of freedom for the crystal stresses, thereby adding to the computational
burden associated with the stiffness calculations. The advantage of using this approach is
the smoothness in the stress field, due to the enforcement of traction balance at the element
interfaces in an approximate sense (Beaudoinet al 1995). In the finite-element context,
the numerical integration required for computing the stiffness matrix can be performed
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concurrently for all elements. The choice of piecewise discontinuous interpolation functions
for the stress is a key feature of the formulation, which enables computation of the stiffness
matrices in concurrent fashion for all elements. In turn, this feature permits exploitation of
parallel computing technologies in order to greatly improve the feasibility of treating large
three-dimensional discretizations.

While the stiffness computations are relatively straightforward to implement in a parallel
environment, the solution of the resulting system of equations poses a greater challenge.
Since direct solvers are difficult to optimize on a parallel machine, it is advantageous to
use an iterative procedure, such as the conjugate-gradient method. In this context, enforcing
the incompressibility constraint requires special attention, since it degrades the numerical
condition of the resulting system of equations. In the current formulation, incompressibility
is enforced using a modified consistent-penalty approach, which seeks to decouple the
solution for the pressure field from the conjugate-gradient method. Details of the parallel
implementation of the formulation on the Intel Paragon may be found elsewhere (Sarmaet al
1998a).

3. Results and discussion

The formulation described above has been used to simulate the deformation of single crystals
of aluminium with different initial orientations, as well as polycrystalline aggregates. For
the single crystal simulations, all elements of the mesh were assigned the same orientation.
For the polycrystals, all elements of a grain were initialized with the orientation of that
grain. Deformation corresponding to idealized plane strain compression was imposed through
specification of boundary velocities. One of the sides of the parallelepiped shaped domain
was assumed to be a symmetry plane and the other side was unconstrained. Nodes on the
front, back and bottom faces were constrained to remain in plane. Velocities of nodes on the
top surface were prescribed to maintain a constant rate of deformation. Compressive strain
increments of 1% were used to model the deformation. Since the deformation approximates
the conditions at the centre of a rolled sheet, the coordinate axesX, Y andZ are identified
with the rolling (RD), transverse (TD) and normal directions (ND), respectively.

For the polycrystal deformation simulations, differences in orientations of grains lead to
inhomogeneous deformation. For the single crystal simulations, since the initial orientations
are the same for all elements, ideally the mesh should deform in a homogeneous fashion.
However, due to small numerical differences in the element calculations which accumulate
with increasing time steps, random deviations from homogeneous deformation arise. These
deviations propagate with strain, eventually causing the single crystal to ‘break up’, depending
on the orientation of the crystal. It is also possible to introduce the inhomogeneity by randomly
perturbing the orientations of the elements from the perfect orientation (Beckeret al 1991).
The effect is to accelerate the development of non-uniform deformation, so that deviations are
observed at smaller strain values.

3.1. Deformation of single crystal with orientation (001)[110]

The deformation of a single crystal with initial orientation (001)[110] was simulated using
material parameters listed in table 1. Various experimental and modelling studies have shown
this orientation to be unstable during plane strain compression, with the crystal rotating to
the complementary copper components at large strains (Butler and Hu 1989, Beckeret al
1991, Akef and Driver 1991, Cizeket al 1996). For this reason, this particular orientation
was considered a good test case to examine the performance of the model in predicting the
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Table 1. Material parameters for simulations of (001)[110] oriented single crystal.

m γ̇0 H0 τ̂i τs0 γ̇s m′

0.016 0.01 s−1 58.41 MPa 20.0 MPa 75.0 MPa 5.0× 1010 s−1 0.0

Y X

Z

εzz = -1.20

εzz = -1.61

εzz = -2.30

Figure 1. Deformed meshes of the inner 16× 16 elements for section 10 (out of 20) from the 3D
simulation of plane strain compression of a crystal initially oriented at (001)[110].

development of inhomogeneity in the crystal. The simulations were also used to compare
the use of a 3D against a planar discretization. The 3D simulations were carried out using
a mesh of 20× 20× 20 eight-node brick elements, with initial aspect ratio of elements
alongX, Y andZ of 1:2:4. The deformation is uniform initially, but becomes non-uniform
with increasing strain as seen from figure 1, which shows the inner 16× 16 elements in
the RD–ND plane from the mid-section along the TD. There is considerable RD–ND shear
in opposite directions in different layers of elements. Examination of the entire 3D mesh
shows that no other types of shear develop, so that material lines viewed along the RD and
ND remain straight and parallel throughout the deformation. This is quite consistent with
experimental observations using optical micrographs from deformation of (001)[110] oriented
single crystals (Beckeret al1991, Akef and Driver 1991). Formation of transition bands which
separate regions of opposite shear is captured by the model. In addition, the experiments
reveal that these bands become high angle boundaries which run parallel to the RD and TD,
as seen at high strains in the simulation results. While the formation of the shear layers is
somewhat evident from the 2D simulations by Beckeret al (1991), 3D simulations show that
the high-angle boundaries separating the layers of opposite shear are indeed in the RD–TD
plane.

An interesting aspect of the deformation of the (001)[110] single crystal is that it is
essentially 2D in behaviour. The different sections along the TD are identical to each other
in their behaviour, so that a 2D simulation is adequate to simulate the deformation. This has
been verified by conducting a simulation using a 20× 20 mesh of elements in the RD–ND
plane, which is only one element thick along the TD. The results are identical to the 3D case,
indicating that for this particular orientation there is no variation in the deformation along TD.
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Figure 2. 〈111〉 pole figures in equal area projection showing texture evolution during plane strain
compression of a crystal initially oriented at (001)[110].

The shearing causes the material to rotate in opposite directions about the TD to the two
copper components,(112)[1̄1̄1] and(1̄1̄2)[1̄1̄1̄]. Calculation of the misorientation between
the initial and final orientations of the elements indicates rotation about the [010] axis (i.e.
TD) by ±35◦. The texture evolution is shown in figure 2 in the form of〈111〉 pole figures,
generated using popLA (Kallendet al 1991) assuming cubic crystal symmetry and a 5◦

Gaussian smoothing.
The average rotation of the lattice, computed by taking the average of the misorientation

values of the inner 4096 elements with the initial (001)[110] orientation, is plotted against
the compressive strain in figure 3. Similar plots are presented by both Beckeret al (1991)
and Akef and Driver (1991) to compare their models with experimental data. The data show
that the lattice rotation starts at a much smaller strain compared to the value predicted by the
present simulations. This is due to the assumption of a perfect crystal with all elements
initially at the same orientation, which leads to a strain of about 0.7 before deviations
among the elements become significant. However, if the origin is shifted appropriately,
then the increase in rotation angle is quite consistent with the experimental data. The
analytical expression derived by Akef and Driver predicts a faster rotation to the copper
orientation than is observed from the measurements. The results of the current simulations
capture quite well the decrease in rotation rate at large strains as the copper component is
approached.

Simulations using a fully 3D mesh and a mesh with a single layer of elements in the RD–ND
plane were also carried out for an initial orientation rotated 3.5◦ about ND from (001)[110]. The
deviation from the symmetry of the (001)[110] orientation leads to differences between the 3D
and planar meshes. As seen from figure 4, which shows the inner 16×16 elements for the planar
case, the deformation is no longer restricted toXZ shear. The 3D mesh, on the other hand,
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Figure 3. Variation of the average rotation of the crystal
with strain, from an initial (001)[110] orientation.
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Figure 4. Deformed meshes of the inner 16× 16 elements from the planar simulation of plane
strain compression of a crystal initially rotated 3.5◦ about ND from (001)[110].

deforms more like the exact (001)[110] orientation, as shown in figure 5. The texture results
reflect the influence of the deformation. The 3D simulation, with predominantXZ shear, leads
to rotation about the TD towards the copper components, but with a superimposed rotation
about the ND due to the initial orientation. This trend is also observed in the experimental
results from channel die compression of a (001)[110] crystal initially misoriented by a 3.5◦

rotation about the compression axis (Beckeret al 1991). Examination of the pole figures
from the experiments shows a slight rotation about the ND, though it is not as pronounced
as in the simulation results shown in figure 6. Texture results from the planar simulation are
presented in figure 7. A greater amount of element shearing in different directions leads to more
inhomogeneity and greater spread in the textures with lower peak intensities. These results
indicate that except for special cases where symmetry between the orientation of the crystal
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Figure 5. Deformed meshes of the inner 16× 16 elements for section 10 (out of 20) from the 3D
simulation of plane strain compression of a crystal initially rotated 3.5◦ about ND from (001)[110].
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Figure 6. 〈111〉 pole figures in equal area projection showing texture evolution during plane strain
compression of a crystal initially rotated 3.5◦ about ND from (001)[110] simulated using a 3D
mesh.

and the applied deformation plays a role, constraints imposed by using only a single layer of
elements or a 2D approximation can lead to considerable differences from a full 3D analysis.
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Figure 7. 〈111〉 pole figures in equal area projection showing texture evolution during plane strain
compression of a crystal initially rotated 3.5◦ about ND from (001)[110] simulated using a planar
mesh.

3.2. Effect of slip on{110} planes in cubic single crystals

The approach discussed above for simulating the deformation of single crystals has been
applied to cubic and near-cubic orientations, to study the effect of slip on{110} planes on the
stability of the cubic orientation. These simulations may be viewed as numerical experiments
involving the deformation of single crystals. As mentioned earlier, previous modelling work
on the effect of{110} slip has focused on the texture evolution of an aggregate of grains, using
various assumptions to relate the overall deformation to the deformation of each grain. This
approach is not suited to examine the inhomogeneous deformation of individual grains. The
modelling approach using FEM provides the capability to study the non-uniform deformation
of single crystals, as illustrated above for (001)[110] oriented crystals.

For each simulation, the crystal was discretized with 4096 elements arranged in the form
of a cube with 16 elements along each side. The inner 1000 elements were used for examining
the texture development. Material parameters used for the simulations, based on mechanical
test data for aluminium (Mathur and Dawson 1989) are listed in table 2. Maurice and Driver
(1997a) have examined the relative values of the critical resolved shear stress on the{111} and
{110} planes, and conclude that they are almost identical at elevated temperatures. Based on
their results, the critical resolved shear stress was assumed to be the same for all slip systems
(for both{111} and{110} planes).

The deformation of a crystal at the cubic orientation (001)[100] was modelled first,
using the standard 12({111}〈110〉) slip systems. The results showed the orientation to be
stable to fairly large strains, with the ability to deform in plane strain compression with no
change in orientation. The initial and deformed meshes are shown in figure 8, indicating the
uniform deformation of the cubic-oriented crystal. Experiments on plane strain compression
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Table 2. Material parameters for the deformation simulations to study effect of slip systems.

m γ̇0 H0 τ̂i τs0 γ̇s m′

0.05 1.0 s−1 58.41 MPa 27.17 MPa 61.80 MPa 5.0× 1010 s−1 0.005

Y

X

Z

εzz = 0.0 εzz = -1.4

Figure 8. Initial and deformed meshes for the inner 1000 elements from plane strain compression
of a cubic-oriented crystal using 12 slip systems.

of cubic-oriented single crystals have shown that it is not stable at low temperatures, but is at
high temperatures (e.g. Maurice and Driver 1997a). Examination of the slip system activity
revealed that the deformation was accommodated by equal slip on the complementary systems
(111̄)[101], (11̄1̄)[101], (11̄1)[101̄] and(111)[101̄], so that the crystal continued to deform
with no rotation. Deviation from the mathematically exact cubic orientation was considered
necessary to cause variations in the slip system activity, and hence development of non-uniform
deformation.

The deformation of a crystal misoriented by a small amount from the exact cubic
orientation was modelled without and with the six{110}〈110〉 slip systems. The initial
orientation of the crystal was taken to be(0◦, 5◦, 5◦) in terms of Euler angles using Kocks
convention† (Kocks 1988). The choice of the amount of deviation from an exact cube was
somewhat arbitrary. A somewhat large misorientation was chosen to verify the rotation of
the elements towards an exact cube in the presence of{110} slip, as indicated by some
analytical results (Maurice and Driver 1993). For the simulation with 12 slip systems, the
crystal initially deforms with maximum shear rates on the(111̄)[101] and(11̄1)[101̄] systems,
and with smaller shears on(11̄1̄)[101] and(111)[101̄]. Some of the other slip systems also
show limited activity. In the presence of the{110}〈110〉 slip systems, the maximum shear rates
occur on the complementary slip systems(101)[101̄] and(101̄)[101], with smaller values on
the slip systems with the same directions on the(111̄) and (111) planes, respectively.

The texture evolution computed using the orientations of the inner 1000 elements is shown
in figure 9 for the two cases. After a 50% reduction(εzz = −0.7), there is no noticeable
difference between the two textures. With further deformation, the crystal deforming with 12
slip systems begins to show deviation from its initial orientation. After about 83% reduction
(εzz = −1.8), the texture consists of two main peaks, but shows appreciable spread about
them. The crystal deformed using 18 slip systems shows some inhomogeneity, but in this case
the initial misorientation from cubic gradually disappears, with most of the elements rotating
towards cubic orientation. The initial orientation represented by an axis and angle pair (Becker
and Panchanadeeswaran 1989) has a misorientation of 7◦ from cubic. After deformation to
εzz = −1.8, more than 85% of the elements are misoriented by less than 5◦ from cubic for the
18 slip system case, whereas with 12 slip systems that number is less than 6%.

† (90◦, 5◦, 85◦) in Bunge notation.
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Figure 9. 〈111〉 pole figures in equal area projection showing texture evolution of a crystal slightly
misoriented from cubic, deformed in plane strain compression using (a) 12 slip systems and (b) 18
slip systems.

Examination of the slip system activity after deformation toεzz = −1.8 shows that in
the presence of 18 slip systems almost all of the elements deform with maximum and equal
shear rates on the(101)[101̄] and(101̄)[101] systems. Only a few elements have maximum
shear values on either the(111̄)[101] or the(11̄1)[101̄] systems. These elements are also
the ones with high misorientation values from cubic orientation. Thus, the effect of the
presence of{110} planes is only felt for orientations within about 14◦ of cubic. With increasing
misorientation, the contribution of shear on the{110} planes diminishes.

The deformed meshes for the crystal misoriented from cubic after 70% reduction are
shown in figure 10 for both 12 and 18 slip systems. Both cases show significantXZ shear
deformation in the same direction, and smaller degree ofXY shear in opposite directions.
Deformation with 12 slip systems also leads to someYZ shear, which is not as pronounced
with 18 slip systems. The deformation is far more uniform with 18 slip systems, leading to
the sharp cubic texture, whereas the greater inhomogeneity for the 12 slip system case leads
to more diffuse texture. These results show that the addition of the{110}〈110〉 slip systems
helps to stabilize the cubic orientation during plane strain compression.

3.3. Effect of slip on{110} planes in polycrystals

In the previous subsection, the deformations of single crystals at and near cubic orientation
were considered with and without{110}〈110〉 slip systems. The crystals were not influenced
by the presence of neighbouring grains, as would be the case in a microstructure. In this
subsection we consider the deformation of an aggregate of grains, each of which is discretized
with many elements to model its non-uniform deformation in the presence of constraints from
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(a) 12 slip systems; εzz = -1.2

(b) 18 slip systems; εzz = -1.2

Figure 10. Deformed meshes for the inner 1000 elements from plane strain compression of a
crystal slightly misoriented from cubic using (a) 12 slip systems and (b) 18 slip systems.

the surrounding grains. The simulation procedure was applied to a microstructure consisting
of 53 grains (Sarmaet al 1998b), discretized using a total of 27 000 elements arranged in a
15× 30× 60 mesh. The initial mesh and microstructure are shown in figure 11(a), where the
different colours in the microstructure indicate different grains. The initial orientations of the
grains were chosen from a random sampling of Euler space, but since each grain is weighted by
the number of elements used to discretize it, the initial texture is not random. The orientation
of the largest grain was taken to be cubic, and the microstructure was deformed in plane strain
compression to a compressive strain ofεzz = 0.7 (50% reduction in height) using 12 and
18 slip systems. The deformed mesh from the simulation using 12 slip systems is shown in
figure 11(b), and depicts the inhomogeneous deformations of the grains. While the overall
deformation has no shear components, the individual elements undergo shear deformations
to varying extent. Introduction of additional{110} slip planes does not lead to significant
differences in the deformed mesh, indicating that for most grains (orientations), the additional
slip systems do not play a major role.

Figure 12 shows the texture after 50% reduction for deformation with 12 and 18 slip
systems. The pole figures were constructed from the 27 000 element orientations after applying
cubic crystal symmetry and orthotropic sample symmetry. The two textures are very similar
except for the peak intensity values at the cubic orientation. The other features are almost
identical, resembling typical rolling texture components. The influence of the initial texture
leads to a strong{123}〈634〉 S component and a weaker{112}〈111〉 copper component. The
simulation using 18 slip systems leads to a much stronger cubic component, indicating once
again the stabilizing effect of slip on{110} planes.

While the textures as a whole are very similar, there are some variations in the individual
element reorientations, with the misorientation among corresponding elements exceeding
50◦ in some cases. For most of the grains the difference between deformation with 12
and 18 slip systems is minor, with only a small fraction of the elements comprising the
grains being misoriented by more than 10◦. However, a few of the grains show significant
misorientations for a large fraction of elements after deformation with 12 and 18 slip
systems.
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εzz = 0.0 εzz = -0.7

(a) (b)

Figure 11. Initial and deformed mesh and microstructure for polycrystal simulations using 12 slip
systems. (a) Discretized initial microstructure, (b) deformed microstructure.

The influence of the slip systems on the deformation of the cube-oriented grain is
examined through the spread of the orientations of the elements comprising the grain after
a 50% reduction. The orientations were converted from Euler angles to axis-angle pairs†,
and the resulting histogram for the distribution of angles is shown in figure 13. Since the
cubic orientation coincides with the reference axes, the angle of rotation also represents the
deviation from cubic. The histogram for 18 slip systems shows that most of the elements are
misoriented from cubic by less than 10◦, with very few elements rotating away by more than
15◦. The opposite is true for the case of 12 slip systems, with a far greater number of elements
misoriented by high angles. The influence of the neighbouring grains in the microstructure
causes the initially cube-oriented grain to rotate away, but slip on{110} planes retards the rate
of rotation.

In the single crystal simulations of cubic and near-cubic orientations, the overall
deformation of the crystal was determined by the applied boundary conditions. Therefore,
most elements of the crystal were subjected to plane strain compression. However, in the
case of the polycrystal, the deformation of the grain is strongly influenced by its neighbours,
so that the deformation can deviate appreciably from plane strain compression, especially at
regions close to the grain boundaries. In order to study the influence of the proximity to the
grain boundary on the elements with initial cubic orientation, they were classified as interior
or boundary elements, depending on whether the adjacent elements belonged to the same or
different grains in the initial microstructure. The number of adjacent elements was varied to

† Cubic crystal symmetry was used to determine the symmetrically equivalent axis and angle with the smallest angle
of rotation.
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Figure 12. Pole figures in equal area projection showing the texture after deformation toεzz = −0.7
using (a) 12 slip systems and (b) 18 slip systems for the microstructure with initial cubic grain.
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Figure 13. Histograms showing distribution of angles of rotation for the elements comprising the
initially cube-oriented grain.

get sets of boundary elements of different thicknesses. Table 3 shows the comparison between
the 18 and 12 slip system cases for different thickness values for the boundary elements. As
the boundary thickness increases, the maximum angle of rotation for the interior elements
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Table 3. Comparison of interior and boundary regions of an initially cube-oriented grain.

Maximumθ among Interior elements Boundary elements
interior elements withθ < 10◦ (%) with θ < 10◦ (%)

Thickness of 18 slip 12 slip 18 slip 12 slip 18 slip 12 slip
boundary elements systems systems systems systems systems systems

1 31.5◦ 34.2◦ 76.0 38.6 65.0 42.1
2 23.0◦ 30.4◦ 78.4 36.7 67.1 42.9
3 18.4◦ 28.6◦ 78.7 34.2 69.9 42.8
4 17.9◦ 27.2◦ 77.9 31.2 71.6 42.5

decreases for both cases. However, the decrease is far greater for 18 slip systems, with a
maximum deviation from cubic of only≈ 18◦ when the boundary is four elements thick,
compared to≈ 27◦ for 12 slip systems. The increase in the maximum angle from the interior
to the boundary indicates the effect of neighbouring grains on the deformation. The elements
near the boundary have greater deviations from plane strain deformation compared to elements
in the grain interior, and as a consequence, may be expected to be less affected by the stabilizing
presence of the{110} slip systems.

Another indication of the difference between 12 and 18 slip systems comes from the
examination of the percentage of interior and boundary elements that remain close to cubic
after deformation. As seen from table 3, the fraction of elements which rotate by less than 10◦

away from initial cubic is greater for 18 slip systems for both interior and boundary elements.
The fraction of interior elements with small misorientation from cubic remains close to 78%
with different boundary thickness values. The fraction of boundary elements withθ < 10◦

goes down as the boundary thickness reduces, indicating the increasing effect of neighbouring
grains as one gets closer to the boundary. The heterogeneity in deformation also makes the
{110}slip systems less effective than in the case of more homogeneous plane strain deformation
conditions.

The boundary effect is also seen for the case of 12 slip systems, although the trend is
reversed. As the boundary thickness increases, causing fewer elements to be considered as
part of the interior, the fraction of interior elements with small misorientation from cubic
decreases. This means that as one goes towards the interior of the grain, one finds fewer grains
with small misorientation from cubic. Near the boundary, the effect of neighbouring grains is
in fact to retard the rotation away from cubic, so that the fraction of boundary elements with
small misorientation from cubic remains fairly constant.

It must be mentioned here that the results presented on the boundary and interior elements
are intended to highlight the differences between the absence and presence of{110} slip planes
on the cubic grain, and these results are insufficient to draw conclusions regarding the size
of the zone of influence near the grain boundaries. Determining the zone of influence would
require additional simulations to ensure that mesh resolution effects are accounted for, which
is beyond the scope of this work. Even if such simulations are performed, the zone of influence
can only be determined relative to the grain size and not as an absolute measure, since there is
no size scale implicit in the model.

Simulations without and with the{110}〈110〉 slip systems were also carried out using the
3D microstructure where there was no initial cubic grain. In this case, there was no appreciable
difference between the two resulting textures as a whole, leading to typical rolling components
(Sarmaet al 1998b). However, when individual grains were examined, a few of them showed
significant differences either due to their location or their orientation. The presence of the
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initial cubic grain leads to some differences in the reorientation of individual elements of
various grains, but the deformations are by and large quite similar. This indicates that slip on
{110} planes is only significant for select orientations such as the cubic orientation, and is not
a factor for most of the other orientations.

Finally, it must be mentioned that for the deformation of the single crystal near cubic,
only at fairly large strains is there an appreciable difference in textures between 12 and 18
slip systems (figure 9). However, for the case of a polycrystal, a 50% reduction is enough to
bring about significant differences between deformation with 12 and 18 slip systems. This
is another indication of the effect of grain interactions, which lead to a more heterogeneous
deformation state in the microstructure compared to the more homogeneous conditions of
plane strain compression in the single crystal.

4. Summary and conclusions

The combination of crystal plasticity and the FEM provides a powerful approach for simulating
the deformation of metals at the mesoscale. By discretizing individual grains, the method
allows for modelling the deviations from applied overall deformation, not only from grain
to grain but also within the individual grains. The non-uniform deformations of individual
grains and their interactions with neighbours can be accounted for using this approach. The
methodology has been applied to study deformations of single crystals and polycrystals of
aluminium, and to examine the effect of including slip on{110}〈110〉 systems. Unlike prior
modelling efforts using aggregates of grain orientations, the present approach does not require
assumptions to partition the applied deformation among the grains, and is hence suitable to
study even single crystal deformations.

Simulations with (001)[110] oriented crystals were used to show the ability of the
formulation to model the development of shears in the RD–ND plane and the consequent
rotation of the crystal about TD to the copper orientation, as has been observed in plane strain
compression experiments. These simulations also show that due to symmetry of the crystal
with respect to the applied deformation, the (001)[110] orientation deforms with only RD–ND
shear. However, a slight rotation from the exact (001)[110] orientation leads to development
of other localized shears, so that 2D and 3D simulations no longer lead to the same result.

Simulations with single crystals initially at orientations close to cubic show that slip
on {110} planes stabilizes the cubic orientation, with the crystal rotating towards the cube
during plane strain compression. The same trend is also observed in a cube-oriented crystal
which is part of a larger polycrystalline aggregate. The results presented here are in good
agreement with experimental data on hot deformed aluminium alloys. In particular, slip on
{110} planes favouring stability of cube-oriented grains has been observed in both single
crystals and polycrystals. The addition of{110} planes does not radically change the overall
texture, but merely improves the strength of the cubic component. This would indicate that
the effect of the{110} slip planes is restricted to a few special orientations like cubic. The
influence of neighbour constraints is also evident from the polycrystal simulations. Elements
close to grain boundaries are affected to a greater extent by the neighbouring grains, leading to
greater deviation from plane strain deformation and a smaller influence of the{110} planes.

Due to the difficulty in performing experiments with a small aggregate of grains and
monitoring all the grains throughout the deformation process, it is not easy to compare the
polycrystal simulations directly with experiments. On the other hand, it is also not trivial to
carry out such detailed simulations at the mesoscale with large numbers of grains. Therefore,
it becomes necessary to perform the comparisons with single crystal experiments. That is one
reason for the simulations with the cubic crystals and with the (001)[110] oriented crystal,
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which has been the focus of several experiments. The crystal with slight misorientation from
cubic when deformed with the usual octahedral slip systems rotates away to other orientations.
Various experiments with cubic crystals at room temperature have shown that it is not stable,
and its reorientation is quite complex and not restricted to rotation about a particular axis. The
simulations also show that different elements rotate about different axes, and that the final
texture is somewhat diffuse. The choice of the initial orientation may be expected to play a
role in the texture evolution, and further study is required to determine the reorientation path
for near-cubic orientations.

Based on observations of slip traces in single crystals deformed in plane strain compression
at elevated temperatures, Maurice and Driver (1997a) conclude that non-octahedral slip systems
are active at higher temperatures. The results of their numerical simulations (Maurice and
Driver 1997b) show that addition of{112}, {110} and{001} slip planes leads to increased
strength of certain texture components such as brass and cubic, as commonly observed in hot
rolled aluminium alloys. The results of the present simulations would indicate that specific
non-octahedral slip systems favour stability of specific orientations. The introduction of these
additional slip systems offers one possible means to apply the mesoscale modelling approach
to hot deformation of aluminium alloys and other fcc metals.
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ABSTRACT
The stacking fault and twin boundary energies of C15 Cr2Nb are calculated

by the ® rst-principles local-density-functional approach. It is found that the
intrinsic and extrinsic stacking fault energies are 116 and 94 mJm¡2 ,
respectively, and the twin boundary energy is 39 mJ m¡2. The lower extrinsic
stacking fault energy is consistent with the fact that the C36 structure has a
lower energy than the C14 structure. The calculated stacking fault energies at
0 K are larger than the experimental values available in the literature. The
equilibrium separations between Shockley partials based on the calculated
elastic constants and stacking fault energies are also calculated.

} 1. INTRODUCTION
For a wide variety of structural applications, Laves phases have some unique

properties such as high melting temperature, low density, and high oxidation resis-
tance. Unfortunately, this potential has not been well exploited, largely because of
low temperature brittleness due to the lack of plastic deformation. Cr2Nb, one of the
most studied Laves phase compounds, has either the cubic C15 or hexagonal C14 (or
C36) structure, which is topologically akin to the face-centred cubic (fcc) (A1) or the
hexagonal close-packed (hcp) (A3) structure, or any one of the polytypic phases. The
topologically close-packed (TCP) plane of the C15 structure is of the f111g type, and
the potential modes of plastic deformation in Cr2Nb are twelve f111gh110i slip
systems and twelve f111gh112i twin systems. Since each of the TCP units consists
of the quadruple atomic layers, the slip, twinning, or stress-induced polytypic trans-
formation will require a coordinated process of atomic motions, such as
synchroshear, in order to e� ect the motion of Shockley partial dislocations.

Among other quantities, the knowledge of stacking fault energy (SFE) , ®SF , is
necessary to understand the deformation mechanism, since SFE will play an impor-
tant role in processes such as dislocation dissociation, cross-slip and twinning. First-
principles calculations are useful to estimate the energetics of stacking faults (SFs)
and understand the interaction between Shockley partials.

Using the linear mu� n-tin orbital (LMTO) method, Chu et al. (1995a) estimated
the intrinsic stacking fault energy of Cr2Nb from the structural energy di� erence
between the C15 and C14 structures, and obtained ®SF ˆ 90 mJm¡2. On the other
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hand, Yoshida et al. (1995) obtained a value of 8 mJm¡2 for SFE from transmission
electron microscopy (TEM) observations of extended dislocation nodes at 1623¯C.
More recently, Kazantzis et al. (1996) obtained a value of 25 mJm¡2 from TEM
observations of extended nodes in Cr2Nb at 1400 and 1500¯C.

In a previous paper (Hong and Fu 1999) , we investigated the phase stability of
three Laves phases (C15, C14 and C36) of Cr2Nb. It was found that the C15 phase is
the ground-state structure with the lowest energy and the C36 phase is an inter-
mediate state between C15 and C14. These three phases, however, are very close in
energy, i.e. within a range of about 60 meV/formula unit (Hong and Fu 1999) indi-
cating the possibility of low stacking fault energies in this system. In this paper, we
report the calculation of SFE using supercell geometry, and an evaluation of
the equilibrium separation between Shockley partials using the anisotropic elastic
theory.

} 2. LAVES STRUCTURES
In describing the structures of Laves phases and their stacking faults and twin

boundary, we follow the notations of Hazzledine (1994).
Laves phases have ideal chemical compositions S2L; they contain smaller atoms

S and larger atoms L in alternate sheets parallel to the TCP planes (i.e. (111) plane
for the C15 structure and (0001) plane for the C14 and C36 structures). The main
geometric characteristic of Laves phases S2L is that they consist of two types of
atomic stacking sequence, aAa (bBb and gCg) and acb (bag and gba). Here, the
Greek letters (a, b, g) denote the L atoms, while lower case Latin letters (a;b;c) and
capital letters (A ;B;C) denote the type-1 and type-2 S atoms, respectively. Note that
the acb-type stackings are more closely spaced (in terms of the interlayer spacings).
For Cr2Nb, Latin and Greek letters represent Cr and Nb, respectively.

Figure 1 represents an atomic layer of A atoms based on the hexagonal unit cell
on the TCP plane (a Kagome net) which is determined by two lattice vectors
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Figure 1. The hexagonal unit cell on the basal planes which is determined by two lattice
vectors a1 and a2. See the text for details.



a1 ˆ 1
2 ‰0-11Š and a2 ˆ 1

2 ‰ -110Š. The vectors b1 , b2 and b3 are Shockley partial Burgers
vectors of the type 1

6 h112i(b1 ‡ b2 ‡ b3 ˆ 0). The dotted circles in ® gure 1 denote A
atoms, one of the type-2 S atoms, projected on the (111) plane. Let the centres of
hexagonal rings consisting of A atoms be denoted by A¤ , and thus the A atoms are
placed midway between the lattice points A¤. Similarly, the lattice points B¤ and C¤ ,
which determine B and C atoms respectively, can be obtained by the displacement of
A¤ by b1 and ¡b1 , respectively, on higher or lower planes. Also, we denote the
projected points of B¤ and C¤onto the plane given in ® gure 1 as B‡ and C‡ , respec-
tively, which are the saddle points for larger a atoms. Then, the projected atomic
positions of a (or a) onto the given plane are at the sites of A¤ in ® gure 1, and the
projected positions of b (or b) and g (or c) are at those of B‡ and C‡ , respectively.
Consequently, the TCP C15 structure is de® ned by repeated XYZ stacking:

C15 : ¢ ¢ ¢ Aacb
z‚‚}|‚‚{X

Bbag
z‚‚}|‚‚{Y

Cgba
z‚‚}|‚‚{Z

¢ ¢ ¢ ; …1†

where the TCP plane unit X (Y or Z) consists of one single layer of A (B or C) atoms
and one triple layer of acb (bag or gba). A synchroshear mechanism was ® rst
introduced by Kronberg (1957) , and was used to explain the deformation twinning
process by several groups (Livingston and Hall 1990, Chu and Pope 1993,
Hazzledine 1994). Synchroshearing of the X unit (Aacb) creates the X0 unit
(Aabg) , and similarly for the Y0 (Bbca) and Z0 (Cgab) units. The C14 and C36
Laves phases have repeated X0Z and XYZ0Y0 stackings, respectively, as follows:

C14 : ¢ ¢ ¢ Aabg
z‚‚}|‚‚{X0

Cgba
z‚‚}|‚‚{Z

¢ ¢ ¢ ; …2†

C36 : ¢ ¢ ¢ Aacb
z‚‚}|‚‚{X

Bbag
z‚‚}|‚‚{Y

Cgab
z‚‚}|‚‚{Z0

Bbca
z‚}|‚{Y0

¢ ¢ ¢ : …3†

It can be seen that the primed X0 , Y0 , Z0 units are introduced by synchroshear in
order to make sure that TCP structure is maintained in C14 and C36. For example, c
and b of the X unit in C15 are synchrosheared by ¡b2 and ¡b1 , respectively, to
become b and g of X0 unit. This displacement preserves a close packing between X
and Z units in C14.

The stacking sequences for an intrinsic stacking fault (ISF) and an extrinsic
stacking fault (ESF) and a twin boundary are given in table 1 in terms of X, Y, Z
units. Note that the ISF contains a local C14-like structure in C15, while the ESF
contains a local C36-like structure in C15. Figure 2 shows schematic illustrations of
an ISF and an ESF obtained from C15 through the synchroshear mechanism: (a)
C15 ! ISF, and (b) C15 ! ESF. The C15 stacking has a repeated XYZ sequence (no
stacking fault). For the ISF, one unit, namely Y, is missing from the C15 XYZ
sequence, and X becomes X0 by synchroshear (shifts by ¡b2 and ¡b1 shown in
® gure 2 (a)) , while for an ESF a unit Y0 is added into the original C15 sequence.
For the ESF, two successive synchroshears (two synchro-shifts shown in ® gure 2 (b))
are operative in the acb type to maintain a TCP structure by introducing two primed
units, Z0 and Y0. Twinned structure is equivalent to a mirror re¯ ection about the X0

unit (see table 1).
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} 3. STACKING FAULT AND TWIN BOUNDARY ENERGIES
Total-energy calculations for the stacking fault energies of C15 Cr2Nb are per-

formed using the full-potential linearized augmented plane-wave (FLAPW) method
(Wimmer et al. 1981) within the local-density approximation. The FLAPW method
solves the local-density-functional equations without any shape approximation to
the potential or charge density. The atomic positions are relaxed by calculating
Hellmann± Feynman forces acting on the atoms.

The supercell geometry is used to obtain the energies of ISF, ESF and twin
boundary. In the supercell calculation, we use the experimental lattice constant
(6.991 A

¯
) of C15 Cr2Nb and spacings along a3 axis corresponding to the ideal hcp

c=a ratio, which gives ¹4. 04 A
¯

for the thickness of each X, Y, Z unit. We consider a
supercell containing XYZX0Z for an ISF and XYZXYZ0Y0 for an ESF. In these
supercells, the separations between ISF and ESF planes are about 20 A

¯
and 28 A

¯
,
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Figure 2. Schematic illustrations of an ISF and an ESF obtained from C15 through the
synchroshear mechanism: (a) C15 ! ISF, and (b) C15 ! ESF.

Table 1. Stacking sequences of the C15 structure (no stacking fault),
intrinsic stacking fault, extrinsic stacking fault, and twin
(C15 ‡ C15T† structure.

Sequence of faults

C15 ¢ ¢ ¢ XYZXYZXYZ¢ ¢ ¢
Intrinsic stacking fault ¢ ¢ ¢ XYZX 0ZXYZ¢ ¢ ¢
Extrinsic stacking fault ¢ ¢ ¢ XYZXYZ 0Y 0XYZ¢ ¢ ¢
Twin (C15 ‡ C15T† ¢ ¢ ¢ XYZX 0Z 0Y 0X 0Z 0Y 0¢ ¢ ¢



respectively. Also, a supercell containing XYZX0Z0Y0 (¹24 A
¯

) is considered for twin
boundary. The supercell for twinning contains two twin boundaries in it, thus the
separation between twin boundaries is about 12 A

¯
.

The internal coordinates of each structure are fully relaxed from the ideal posi-
tions (de® ned by the atomic positions of the C15 lattice) by calculating Hellmann±
Feynman forces acting on the atoms. The relaxation energies of ISF, ESF, and twin
boundary are 41, 20, and 17 mJm¡2 , respectively.

The results for the stacking fault and twin boundary energies are given in table 2.
It is found that the fault energies are ® ISF= 116 and ®ESF= 94 mJm¡2 for ISF and
ESF, respectively, and the twin boundary energy is ®T = 39 mJ m¡2. Since ESFs and
ISFs contain local C36-like and C14-like structures, respectively, a lower ESF energy
(®ESF) compared to the ISF energy (® ISF) is consistent with the fact that the C36
structure has a lower energy than the C14 structure (Hong and Fu 1999).

For comparison, we also calculated the stacking fault and twin boundary
energies using the theoretical lattice constant (6.822 A

¯
). The relaxation energies of

ISF, ESF, and twin boundary are 48, 40, and 21 mJm¡2 , respectively. It is also found
that the fault energies are 140 and 108 mJm¡2 for ISF and ESF, respectively, and the
twin boundary energy is 52 mJm¡2. The results using the theoretical lattice constant
are slightly larger than those using the experimental one.

Although the intrinsic faults are expected to prevail in fcc crystals rather than the
extrinsic faults (Hirth and Lothe 1982) , extrinsic stacking faults were observed to be
dominant in Laves phase Co2Ti (Allen et al. 1972) , and Nb-doped HfV2 (Chu et al.
1998). Since the calculated ®ESF is smaller than ®ISF , it is likely that the observed SFs
in Cr2Nb are also of extrinsic type.

We compare our results with others. Chu et al. (1995a) obtained ® ISF= 90 mJm¡2

by an estimation from the structural energy di� erence between the bulk C14 and C15
structures. This value is close to our value of 116 mJm¡2. On the other hand,
Yoshida et al. (1995) observed extended dislocation nodes in C15 Cr2Nb deformed
at 1623 K, in which the SFs are bounded by three Shockley partials (of the type
1
6
h112i) with a radius of curvature of R. They obtained a smaller value of 8mJ m¡2.

Note that Chu et al. (1995a) re-estimated SFE from the data of Yoshida et al. (1995)
to obtain ®SF ˆ 15± 60mJm¡2. More recently, Kazantzis et al. (1996) obtained a
value of 25 mJm¡2 from TEM observations of extended triple-junction nodes in
Cr2Nb at 1400 and 1500¯C. These results are tabulated in table 2.

Our results for SFEs are higher than the experimental results. Certainly, SFE
obtained at high temperatures can be expected to be lower than the calculated value
at 0 K, which has also been suggested by Kazantzis et al. (1996). The unknown image
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Table 2. Stacking fault and twin boundary energies for C15 Cr2Nb, using the experimental
lattice constant.

Method ®SF …mJm¡2) ®T (mJm¡2)

This work 116 (intrinsic) 94 (extrinsic) 39
LMTOa 90 (intrinsic) Ð
Expb 25 Ð
Expc >8 Ð

a Chu et al. (1995a): estimated from energy di� erence between C14 and C15.
b Kazantzis et al. (1996): estimated from dislocation triple-junction.
c Yoshida et al. (1995): estimated from dislocation triple-junction.



shift of Shockley partial dislocations can also give an uncertainty in the SFE deter-
mination ; for example, for SFE in silicon, ®SF ˆ 30 erg cm¡2 has an uncertainty in
the range 15 < ®SF < 75 erg cm¡2 , after taking into account the image shift (Aerts et
al. 1962). From these points of view, the temperature and image shift e� ects may
be responsible for the di� erence between our calculated value and experimental
results.

Our theoretical calculations on Cr2Nb were performed for the stoichiometric
composition. In experiments, however, some localized variations in chemical com-
position are possible in polycrystalline compounds. For instance, the two Cr2Nb
alloys investigated by Yoshida et al. (1995) were Cr± 32. 2% Nb and Cr-34. 0% Nb,
in which the second phase particles observed are Cr solid solution in the former and
Nb solid solution in the latter. Also, polycrystals used in experiments may have
compositions that deviate from the ideal stoichiometry ratio, since the phase
region of the C15 Cr2Nb is relatively large. For example, as mentioned by Hong
and Fu (1999) , the calculated elastic moduli for the stoichiometry alloy at
the experimental lattice constant are very di� erent from the experimental values
(Chu et al. 1995b) obtained from polycrystals. Therefore, this composition
e� ect can also be partially responsible for the discrepancy between theory and
experiment.

The calculated twin boundary energy, ®T ˆ 39 mJm¡2 , at the experimental
lattice constant for Cr2Nb is relatively low, for instance, in comparison to
®T= 60 mJm¡2 for TiAl of the Ll0 structure (Fu and Yoo 1990). In view of the
energetics of twin nucleation, such a low twin boundary energy suggests a high
propensity of twinning in Cr2Nb. This is consistent with the experimental observa-
tions of twinned microstructures in Cr2Nb, formed due to plastic deformation at
elevated temperatures (Yoshida et al. 1995) and to the internal stresses resulting from
the C14± C15 transformation as well as the thermal contraction di� erences between
Cr solid solution and Cr2Nb in the two-phase alloy (Kumar and Liu 1997).
However, the absence of deformation twinning in Cr2Nb at low temperatures is
not understood. Kinetic aspects of the motion of synchro-Shockley partials need
to be elucidated in order to better understand twin formation in the C15 Laves
phase.

} 4. INTERACTION BETWEEN SHOCKLEY PARTIALS
From the anisotropic elasticity theory (Stroh 1958, Hirth and Lothe 1982) we

calculate the equilibrium separation between Shockley partials, using the calculated
elastic constants (Hong and Fu 1999) and stacking fault energies.

First, we consider the following case for the ISF:

1
2

‰1-10Š ! 1
6

‰1-21Š ‡ ISF ‡ 1
6

‰2-1-1Š; …4†

where B ˆ 1
2 ‰1-10Š, b…1† ˆ 1

6 ‰1-21Š and b…2† ˆ 1
6 ‰2-1-1Š correspond to ¡a2 , b3 , and ¡b1 in

® gure 1, respectively. This expression for the formation of an ISF is approximate
since the Shockley partial b3 ˆ 1

6 ‰1-21Š is the sum of two synchro-Shockley partial
vectors ¡b2 and ¡b1 , lying in the two successive atomic planes, shown in ® gure 2 (a).
The equilibrium separation between Shockley partials can be obtained through the
balance of the attractive force (the surface tension due to the ISF) and the repulsive
force (due to elastic interaction between the partials).
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The radial and tangential components of the interaction force (per unit length)
between two parallel dislocations can be calculated by

Fr ˆ fr=…2ºr† ; …5†

F³ ˆ f³=…2ºr†: …6†

Here, r is the separation between the two partials of Burgers vectors b…1† and b…2† ,
and fr and f³ are the radial (in the f111g plane) and tangential (out-of-the plane)
components of the interaction force constants, which are determined from the
anisotropic elasticity theory of dislocations (Stroh 1958). For the dissociation of
equation (4) , the interaction force constants fr and f³ are obtained numerically
(Yoo 1987) , by (i) letting b…1† ˆ 1

6 ‰1-21Š and b…2† ˆ 1
6 ‰2-1-1Š , (ii) using the experimental

lattice constant a0 ˆ 6:991 A
¯

for C15, and (iii) the calculated elastic constants and
®ISF at experimental lattice constant.

As shown in ® gure 3, the radial component fr increases monotonically from
¿ ˆ 0 (screw) to ¿= 90¯ (edge) , where ¿ is the angle between a dislocation line
and the Burgers vector B. The tangential component f³ is maximum in magnitude
at ¿= 31¯and zero at the edge orientation. At ¿ ¹ 30¯ , the two parallel Shockley
partials are inclined at about 60¯and 0¯ to their respective Burgers vectors. This
implies that while the repulsive Fr balances the surface tension ®SF (see
equation (7) below) , the out-of-plane force (F³ ˆ 0:5Fr at ¿ ˆ 30¯ ) promotes
cross-slip of the screw Shockley partial and climb of the 60¯ Shockley partial,
most likely onto the ( -101) plane. This Shockley partial dissociation con® guration
of the cross-slip and climb combination may lead to a possible mechanism for the
thickening process of a twin embryo originating from a mixed (¿ ˆ 30¯ ) 1

2 ‰1-10Š
dislocation.
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Figure 3. Orientation dependence of the interaction force constants in Cr2Nb for the ISF-
type dissociation, using the results obtained at the experimental lattice constant. ¿ is
an angle between a dislocation line and the Burgers vector 1

2 ‰1-10Š.



The width of the equilibrium separation, w, can be obtained from

®SF ˆ Fr ˆ fr=…2ºw†; …7†

w ˆ fr=…2º®SF†: …8†

The separation is ws ˆ 17:6 A
¯

for the B ˆ 1
2 ‰1-10Š screw dislocation, and we ˆ 54:7 A

¯

for the edge dislocation. These results are shown in table 3, together with those in the
isotropic case (discussed below). Also, the results using ®ESF and the experimental
result are tabulated.

For the isotropic case, the equilibrium separation w is given by a simple formula
(Hirth and Lothe 1982):

w ˆ Gb2

8º®SF

2 ¡ ¸

1 ¡ ¸
1 ¡

2¸ cos 2¿

2 ¡ ¸
… †: …9†

Here, b ˆ jb…1†j ˆ jb…2†j ˆ a0=61=2. The Hill’ s average values of shear modulus and
the Poisson’ s ratio are G ˆ 50:0 GPa and ¸ ˆ 0:383, respectively. Using ® ISF , it is
found that ws ˆ 19:3 A

¯
and we ˆ 53:9 A

¯
. As given in table 3, the results in

anisotropic and isotropic cases are rather close, because the shear anisotropy of
C15 Cr2Nb is moderate, A ˆ 1:45 (Hong and Fu 1999) , compared to the isotropic
case (A ˆ 1).

The radial component fr of the isotropic case is very close to that of the aniso-
tropic one, whereas its tangential component f³ is exactly zero (® gure 3). While the
anisotropic corrections to fr and hence to w in equation (9) are very small, the
anisotropic tangential component of the elastic interaction force is quite large ; for
instance, f³=fr ¹ 0:7 at ¿ ˆ 0. This indicates that cross-slip of 1

2 ‰1-10Š dislocation is
di� cult in Cr2Nb because of a large constriction energy for the Shockley partials
that include the non-radial component of the interaction energy.

Next, let us consider the ESF case:

1
2

‰1-10Š ! 1
6

‰1-21Š ‡ 1
6

‰11 -2Š ‡ ESF ‡ 1
6

‰2-1-1Š ‡ 1
6

‰ -1-12Š …10†

º
1
6

‰2-1-1Š ‡ ESF ‡
1
6

‰1-21Š : …11†

To calculate the width of the ESF, we approximate two Shockley partials on two
successive TCP units on either side of the ESF by a single Shockley partial (as in the
ISF case) , and use the same formulas for the ISF. In other words, the only di� erence
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Table 3. Equilibrium separation between Shockley particles bounding an ISF and an ESF,
using the results obtained at experimental lattice constant. ws and we are the width for
screw and edge dislocations, respectively. The numbers are in angstroms.

ws (screw) we (edge)

ISF ESF ISF ESF

Theory …T ˆ 0 K† Anisotropic 18 22 55 68
Isotropic 19 24 54 67

Expa (T ˆ 14008C† 99 Ð
a Kazantzis et al. (1996): measured from the ribbon after the correction for image shift and

projection e� ects.



between ISF and ESF in the calculation of separation w is that the stacking fault
energy used in the formulas is of intrinsic or extrinsic type. Using ®ESF , it is found
that ws ˆ 21:7 A

¯
and we ˆ 67:5 A

¯
for the anisotropic case (table 3). For the isotro-

pic case, they are ws ˆ 24:4 and we ˆ 66:5 A
¯

. As mentioned, the results of both
anisotropic and isotropic cases are very close. Since ®ESF is not much di� erent
from ®ISF , the force constants fr and f³ using ®ESF are expected to be similar to
those in ® gure 3 using ®ISF .

On the other hand, we consider the separation between partials by using the
theoretical lattice constant. For the ISF, the separation is ws ˆ 17:1 A

¯
and

we ˆ 53:5 A
¯

for the anisotropic case, while ws ˆ 18:7 A
¯

and we ˆ 52:8 A
¯

for the
isotropic case. For the ESF, the separation is ws ˆ 22:2 A

¯
and we ˆ 69:4 A

¯
for the

anisotropic case, while ws ˆ 24:2A
¯

and we ˆ 68:4 A
¯

for the isotropic case. It can be
seen that the separations are very close when using both experimental and theoretical
lattice constants.

Kazantzis et al. (1996) measured, at T ˆ 1400¯C, the width of the ribbon
(separation between two parallel partial dislocations) as 99 A

¯
after correction for

image shift and projection e� ects. Note that they also obtained a di� erent value of
ws ˆ 82 A

¯
for the width using equation (9) with ®SF ˆ 25 mJm¡2 , which was

estimated from the measured curvature of R in extended dislocation nodes and
the temperature-corrected shear modulus. Compared with the experimental result
at high temperatures, our results for the separation between partials are very small.

} 5. SUMMARY
We performed ® rst-principles total-energy calculations to obtain stacking fault

and twin boundary energies. The intrinsic and extrinsic stacking fault energies were
calculated to be 116 and 94 mJm¡2 , respectively, and the twin boundary energy was
39 mJm¡2. The calculated stacking fault energies are larger than the available
experimental data, measured at high temperatures. We also calculated the
equilibrium separations between Shockley partials using the calculated elastic
constants and stacking fault energies. Our results of the equilibrium separations
are very small compared with the experimental results reported at high temperatures.
This discrepancy may be due to temperature and/or composition and image shift
e� ects.
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STRUCTURAL STABILITY OF THE LAVES PHASE Cr2Ta

IN A TWO-PHASE Cr±Cr2Ta ALLOY
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AbstractÐDetailed microstructural analysis of a two-phase alloy of composition Cr±9.8 at.% Ta and lying
in the Cr±Cr2Ta region of the Cr±Ta binary system con®rmed that the existing phase diagram is inaccur-
ate; in the cast and annealed condition (1273 K/24 h), blocky primary Cr2Ta precipitates were observed
although the phase diagram indicates the eutectic composition to be013 at.% Ta. The eutectic structure is
composed of Cr solid solution and the Laves phase Cr2Ta; the morphology is primarily lamellar although
the rod morphology was occasionally observed. The Laves phase eutectic microconstituent exhibits the C14
(2H) hexagonal structure with a low stacking fault (basal faults) density and an average composition corre-
sponding to 28.5 at.% Ta. After a prolonged high-temperature anneal (1573 K/168 h), the morphology
breaks down to form discrete particles of Cr2Ta; the C14, C36 and C15 structures were all recognized in
this annealed condition, often more than one form being present in a single precipitate. The C15 structure
was not twinned but contained some stacking faults on the {111} planes. Composition measurements con-
®rmed that these structural transformations were accompanied by composition changes, the precipitates
becoming more Ta-rich as they transitioned from the C14 via the C36 to the C15 phase. These obser-
vations are coupled with the results from earlier studies to present a discussion on factors that in¯uence
the stability and C14/C36/C15 transformation kinetics. # 2000 Acta Metallurgica Inc. Published by
Elsevier Science Ltd. All rights reserved.

Keywords: Intermetallic compounds; Laves phase; Phase transformation; Electron di�raction; Energy
dispersive X-ray analysis (EDS)

1. INTRODUCTION

Binary alloys that include the chromium-containing
Laves phase (i.e. Cr2X) have been the subject of
several recent investigations [1±7]. The Laves phase,

Cr2X, has a compositional range of existence in the
respective binary systems (Cr±X, where X � Ti, Zr,
Hf, Nb or Ta) and is in equilibrium with the two

terminal solid solutions. In all these systems, the
published binary phase diagrams [8] show the Laves
phase to exhibit the hexagonal C14 (2H) or C36

(4H) structure at high temperatures and the cubic
C15 (3C) structure at lower temperatures. At least
in the Cr±Nb, and Cr±Ta systems, the C14-to-C15
transformation is shown to occur through a eutec-

toid or peritectoid transformation, depending on
whether a selected two-phase alloy lies in the Cr
solid solution� Cr2X two-phase region or in the X

solid solution� Cr2X two-phase region. The pub-
lished Cr±Ta phase diagram shown in Fig. 1
demonstrates some of these features.

Under normal solidi®cation conditions, it is likely

that these eutectoid and peritectoid reactions will

not go to completion, and in these situations, the

C14 structure can be metastably retained in the as-

cast microstructure of two-phase alloys. This is

indeed the case in two-phase alloys of the type Cr±

Cr2Hf [9] and Cr±Cr2Ti [5], whereas a twinned C15

structure is observed in as-cast Cr±Cr2Nb alloys [2±

4, 10]. It is not clear why the transformation pro-

ceeds to completion so readily in the Cr±Nb alloy

but not in the Cr±Ti or Cr±Hf alloy. Further, long-

term annealing at elevated temperatures has con-

®rmed the sluggish nature of the metastable C14-to-

C15 transformation in the Cr±Ti and Cr±Hf alloys.

Likewise, as-cast single-phase Cr2Nb also exhibits

the twinned C15 structure [2], whereas as-cast

single-phase Cr2Ti has been shown to maintain the

C14 (or C14� C36� structure at room temperature

[5, 6] and to transform to the C15 form via the C36

structure following extended exposures to 1473 K.

The e�ect of a third element on the structural

stability of the Cr2Nb Laves phase and on the C14/

C36/C15 transformation characteristics has been
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recently investigated. Takasugi and Yoshida [11]

found that when Mo or Ti was substituted for Nb
in single-phase Cr2Nb, the C14 (or C36) structure

resulted in addition to the C15 structure in the as-
cast condition, which upon extended annealing

transformed to a twinned C15 structure. Similar ob-
servations were made when W was substituted

either for Cr alone, or for Cr and Nb. The hexago-
nal-to-cubic transformation kinetics at 1673 K

appeared to depend on the substitutional species,
decreasing in the order Mo, Ti and W. An ad-

ditional interesting observation that was made was
that the boundary between the C14 (or C36) and

C15 phase in a ternary Cr±Nb±Mo alloy was inco-
herent; this prompted the authors to argue that the

transformation was one that involved both di�usion
and shear. These authors [11] have considered a

variety of factors that could a�ect the thermodyn-
amic stability and kinetics of transformations in

these Laves phases but most of the discussion is
speculative.

Laves phase transformations are thought to

occur by shear, and shear transformation kinetics
are believed to be dictated by temperature depen-

dence of dislocation mobility [1]. This may well be
the case for the transformation of a metastable C14

structure to the stable C15 structure (often via the

C36 structure) upon annealing. However, in two-
phase alloys containing the metastable C14 struc-

ture, it may be necessary for the composition of the
C14 phase to ®rst adjust via di�usion to that
necessary to stabilize the C15 structure before it can

be sheared into the product phase. If the di�usional
requirements are minimal and di�usion is ade-
quately rapid, the metastable C14 structure result-

ing from the suppression of the eutectoid or
peritectoid reaction could perhaps shear to the C15
structure while cooling down, making it possible to

obtain the latter structure in the as-cast material.
In this paper, we report on the microstructure of

the Laves phase in a cast binary two-phase Cr±Ta
alloy and how it evolves with subsequent annealing

at high temperature. Factors that could in¯uence
the C14/C15 transformation are discussed based on
these observations and results from earlier studies.

2. EXPERIMENTAL PROCEDURE

The alloy used in this investigation (Cr±9.8 at.%

Ta) was produced by drop casting into a copper
mold after arc melting the constituents. The as-cast
Cr±Ta ingot was then annealed at 1273 K/24 h to
relieve the stresses. A Cr±Ta specimen was also

annealed for 168 h at 1573 K and then character-

Fig. 1. The binary Cr±Ta phase diagram from Ref. [8].
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ized. The microstructure of the alloys was charac-
terized using optical microscopy, scanning electron

microscopy (SEM) and transmission electron mi-
croscopy (TEM). Thin foil specimens for TEM ob-
servations were prepared by slicing sections of

appropriate thickness, grinding them down and
twin-jet polishing them to perforation using a sol-
ution of 10% perchloric acid and 90% methanol at

233 K and 15 V. When adequate electron-transpar-
ent area was not obtained using this approach, the
perforated foils were further ion-milled for short

lengths of time (typically 15±30 min). These speci-
mens were examined using either a JEOL 100CX, a
Phillips EM420 or a CM30 (300 kV) transmission
electron microscope. Bright ®eld imaging and

selected area di�raction (SAD) methods were used
to characterize the morphology and crystal struc-
tures of the phases present. The compositions of the

phases were obtained using energy dispersive X-ray
(EDX) techniques in an XL30/FEG SEM and in a
CM12 (120 kV) transmission electron microscope.

It should be noted that the SEM/EDX quanti®-
cation was performed using pure Cr AND PURE
Ta STANDARDS WHEREAS THE TEM/EDX

ANALYSIS WAS STANDARDLESS.

3. RESULTS

According to the binary Cr±Ta phase diagram

(Fig. 1), alloys whose composition participate in the
eutectic reaction L, Cr�solid solution� � Cr2Ta,
should produce the C14 phase either only as a

eutectic microconstituent (in hypoeutectic alloys) or
as a primary phase from the liquid and as a eutectic
microconstituent (in hypereutectic alloys). The
eutectic microconstituent with the C14 structure

(and the primary phase for relevant alloy compo-
sitions) must then undergo minor compositional
changes (reject Cr with decreasing temperature)

before decomposing via a eutectoid reaction at a
lower temperature to form a two-phase mixture of
Cr solid solution and C15 Cr2Ta. The Cr solid sol-

ution in such alloys (primary phase and/or eutectic
microconstituent) experiences a decrease in Ta solu-
bility between the eutectic and eutectoid tempera-
tures, and accommodates this decrease in solubility

by precipitating C14 Cr2Ta which also undergoes
eutectoid decomposition (with accompanying com-
positional changes) to produce the C15 Cr2Ta

phase. Since these solid-state reactions involve sig-
ni®cant compositional adjustments, it is likely that
they will not go to completion under conventional

solidi®cation conditions. Further, if the eutectoid
temperature is signi®cantly lower than the eutectic
temperature and the eutectoid composition is sig-

ni®cantly di�erent from the composition of the
Laves phase at the eutectic temperature, then the
compositional adjustments are even less likely to be
accommodated during non-equilibrium freezing.

The net result is that it is possible to metastably
retain the C14 structure at low temperatures.

The as-cast Cr±9.8 at.% Ta alloy was annealed at
1273 K for 24 h. According to the existing binary
phase diagram (Fig. 1), this alloy should correspond

to a hypoeutectic composition. Optical microscopy,
however, con®rmed the microstructure of this alloy
to be almost completely eutectic with some isolated

coarse primary precipitates [Fig. 2(a)]. Both, lamel-
lar and rod eutectic morphologies were observed.
Following the prolonged high-temperature anneal

(1573 K/168 h), the lamellar (and rod) morphology
breaks down and the precipitates exist as discrete
particles [Fig. 2(b)] that are coarser than the aver-
age width of the lamellae prior to the high-tempera-

ture anneal.
A low-magni®cation transmission electron micro-

graph [Fig. 3(a)] con®rms the presence of three gen-

erations of the Cr2Ta phase in the cast and 1273 K/
24 h annealed specimen: a blocky primary phase
with a hexagonal cross-section that was occasionally

noted, the lamellar eutectic microconstituent, and
solid-state precipitation in the previously denuded

Fig. 2. An optical micrograph of the Cr±9.8Ta alloy: (a)
in the cast and annealed condition con®rming the presence
of primary Cr2Ta and eutectic Cr2Ta with rod and lamel-
lar morphology; (b) after annealing for 168 h at 1573 K

showing the breakdown of the lamellar structure.
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zone between the primary phase and the lamellar

eutectic microconstituents. This microstructure is

suggestive of an o�-eutectic alloy that is marginally

hypereutectic. This observation is consistent with

the eutectic composition reported by Brady et al.

[12], but is in con¯ict with the phase diagram
shown in Fig. 1 where the eutectic composition is

shown to correspond to 013 at.% Ta. An examin-

ation of the eutectic microstructure at higher mag-

ni®cations reveals that whereas in some grains, the

lamellae are uniform and fairly evenly spaced [Fig.

3(b)], in others, the lamellar morphology breaks

down, resulting in faceted rods and rod-to-plate
transitions [Fig. 3(c)]. Such transitions in mor-

phology are known to occur as a consequence of

local changes in heat-¯ow patterns and/or compo-

sition ¯uctuations [13, 14]. In some locations where

the Cr2Ta lamellae terminate or form ``Y'' junc-

tions, the e�ective spacing between adjacent lamel-

lae changes and in these locations, solid-state

precipitation of Cr2Ta in the Cr solid solution
matrix is often noted [Fig. 3(d)]. The composition

of the blocky primary Laves phase precipitates was

measured using SEM/EDX and, on average, corre-

sponded to 29.7 at.% Ta (Table 1). In contrast, a

similar analysis of the eutectic Laves phase micro-

constituent yielded an average value of 28.5 at.%

Ta. This composition is leaner in Ta than that pre-

dicted by the phase diagram in Fig. 1. This di�er-
ence may arise either as a consequence of non-

equilibrium cooling of the alloy during drop casting

or as a consequence of an inaccurate phase diagram

(where the eutectic Laves phase composition is pre-

sented as030 at.% Ta).

A bright ®eld image of a ``Y'' junction is shown

in Fig. 4(a). This junction is located at the edge of

the hole in the specimen. This region (marked X)

was used to determine the crystal structure of the

Cr2Ta phase by selected area di�raction. Several
zone axes were imaged and six of these are shown

in Figs 4(b)±(g). These were consistently indexed to

con®rm that the Cr2Ta phase that is a eutectic

microconstituent exhibits a hexagonal structure.

The relevant portion of a standard (0001) projection

for a close-packed hexagonal structure is shown in
Fig. 4(h) to illustrate the relationship between the

di�erent di�raction patterns shown in Figs 4(b)±(g).

When the di�raction patterns are suitably indexed,

Fig. 3. Bright ®eld images of: (a) primary Cr2Ta with a precipitate denuded zone that subsequently
®lled out through solid-state precipitation; (b) lamellar Cr2Ta eutectic microconstituent; (c) local break-

down of the lamellar morphology; (d) solid-state precipitation of Cr2Ta between the lamellae.
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it is concluded that the Cr2Ta retains the C14 struc-

ture in the cast and annealed (1273 K/24 h) con-
dition. The matrix was con®rmed to have the b.c.c.
structure expected for Cr solid solution.

A careful examination of some of the Cr2Ta
lamellae at high magni®cation reveals the presence

of several evenly spaced, parallel planar features
that exhibit fringe contrast [Fig. 5(a)]. By orienting
these features ``edge-on'' [Fig. 5(b)] and from the

associated selected area di�raction pattern corre-
sponding to the �11�20� zone axis, we con®rm that

these features (believed to be stacking faults) lie on
the basal plane of the C14 structure. This is analo-
gous to previous observations in the Cr±Hf system

[9] and in the Cr±Ti [5] systems where such faults
were observed to occur on the basal planes of the
C14 structure. The density of such faults on average

however appears to be signi®cantly lower in Cr2Ta
as compared to Cr2Hf. Even though the as-cast

microstructure was not speci®cally examined, it is
likely that it was composed of Cr solid solution and
C14 Cr2Ta since the C14 structure is still metasta-

bly retained following annealing at 1273 K for 24 h.
Following the extended high-temperature anneal

(1573 K/168 h), as shown in the optical micrograph
in Fig. 2(b), the lamellar structure breaks down
completely to yield discrete particles, although the

blocky primary precipitates are still present. The
average composition of the big blocky primary pre-

cipitates after annealing was 30.7 at.% Ta as deter-
mined by SEM/EDX (Table 1). Thus, some Ta
enrichment (from 29.7% Ta prior to this anneal) of

these precipitates is evident as a consequence of the
prolonged high-temperature annealing. The discrete
particles in the annealed structure resulting from

the breakdown of the lamellar structure were also
enriched in Ta with an average of 30.4 at.% Ta

(compared with 28.5 at.% Ta before the anneal).
The microstructure after the extended high-

temperature anneal (1573 K/168 h) was also exam-

ined by TEM. A bright ®eld image of one such par-
ticle is shown in Fig. 6(a). This particle consists of

two distinctly di�erent regions, one of which is
heavily faulted (region X) and the other which exhi-
bits a low fault density (region Y). A �11�20� SAD

pattern [Fig. 6(b)] con®rms the region X to have

the C36 (4H) hexagonal structure (or a higher order

polytype such as 6H) while region Y was found to
have the C15 structure as con®rmed by the set of
di�raction patterns in Figs 6(c)±(e) corresponding

to the [101], [121] and [111] zone axes, respectively.
A bright ®eld image of another precipitate in the

annealed specimen is shown in Fig. 7(a). Here, the
two ends of the precipitate (region X for example)
are free of stacking faults whereas the central region

(region Y) is heavily faulted. A �11�20� SAD pattern
from region X [Fig. 7(b)] con®rms it to have the
C14 (2H) hexagonal structure whereas a di�raction

pattern from region Y [Fig. 7(c)] shows that this
region has the C36 (4H) structure. A bright ®eld

image in Fig. 7(d) of a third precipitate shows the
presence of multiple variants of stacking faults.
This would not be possible for hexagonal structures

with basal faults and a set of di�raction patterns
corresponding to the [010], [111] and [121] zone

axes in Figs 7(e)±(g) con®rms this precipitate to
have the cubic C15 (3C) structure. Thus it is evident
that the 1573 K anneal for 168 h is instrumental in

transforming the metastable C14 Laves phase
observed in the cast� 1273 K=24 h specimen to C36

and C15 structures.
Since an individual precipitate contained within it

regions with di�erent crystal structures (indicative

of transformations in progress) and SEM/EDX
could not be used to track precipitate composition

as a function of crystal structure, we used a stan-
dardless EDX technique in the TEM to measure
composition within a precipitate as a function of

crystal structure. Several individual precipitates
were examined; heavily faulted regions, such as

region Y in Fig. 7(a) were assumed to correspond
to the C36 structures (or higher order polytypes
such as a 6H structure) whereas regions containing

multiple variants of faults were assumed to be C15
in nature [e.g. Fig. 7(d)]. Those regions that exhib-
ited virtually no faults in the precipitate were

thought to be of the C14 type [e.g. region X in Fig.
7(a)]. Although the compositions of the precipitates

measured using the EDX attachment in conjunction
with the TEM were on average richer in Cr com-
pared with the values obtained using the SEM/

EDX (Table 1), an internal comparison of compo-

Table 1. Measured compositions of the Laves phase Cr2Ta in a binary Cr±9.8 at.% Ta alloy

Precipitate type SEM/EDXa TEM/EDXb

(at.% Ta) (at.% Ta)

Primary (blocky) precipitateÐcast� �1273 K=24 h� anneal 29:720:4 ±
Primary (blocky) precipitateÐafter prolonged anneal (1573 K/1 week) 30:720:1c ±
Eutectic Cr2Ta cast� �1273 K=24 h� anneal 28:521:2 ±
Globular Cr2Ta after prolonged anneal (1573 K/1 week) 30:421:0 25:820:15 (C14 regiond)c

27:320:15 (C36 regiond)
28:620:8 (C15 regiond)

a Pure Cr and pure Ta standards were used.
b Standardless analysis.
c Only two readings obtained; in all other cases eight to ten readings were obtained.
d See text for how these regions were structurally isolated.
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Fig. 4. (a) Bright ®eld image of a ``Y'' junction in lamellar Cr2Ta [X marks the location from
where selected area patterns (b)±(g) were obtained]; (b)±(g) correspond to [0001], ��12�16�, ��12�13�, �01�12�,
�01�11� and �11�23� zone axes, respectively. In (h), the relevant portion of a standard (0001) projection is

provided to illustrate the relationship between the di�raction patterns shown in (b)±(g).

916 KUMAR et al.: STRUCTURAL STABILITY OF THE LAVES PHASE



sition variation with structure could still be made.
Thus, regions thought to have the C14 structure,

C36 and C15 structures corresponded to average
compositions of 25.8, 27.3 and 28.6 at.% Ta, re-
spectively. From these data, it can be seen that the

structural transformation from C14 to C15 is ac-
companied by a gradual increase in Ta content.

4. DISCUSSION

Laves phases nominally have the formula AB2

and their occurrence is dictated by the radius ratio

of the two components A and B. Frequently, these
compounds exhibit a stoichiometric range of exist-
ence, with the range being skewed to the smaller
atom side and the deviation from stoichiometry

being accommodated by anti-site defects [15, 16].
These compounds are known to occur with a hexa-
gonal (C14 and C36) or cubic (C15) structure and

the stability regime of the C14, C36 and C15 struc-
tures is believed to be governed by the electron con-
centration-to-atom ratio (e/a). Komura and Kitano

[17] have demonstrated this electron concentration
dependence of structure in Mg-based binary and
ternary Laves phases. More recently, Zhu et al. [18]
have presented a similar correlation for Cr2Nb-

based Laves phases. It is important to recognize
however, that such regimes that are identi®ed are
empirical and based on structural information col-

lected from existing phase diagrams; their accuracy

is therefore limited by the accuracy of the phase
diagrams. At elevated temperatures, these compo-
sitional regimes may be extended as a consequence
of increased solubility, and in fact, Laves phase

structures that are not stable at room temperature
in some compositional regimes may be present at el-
evated temperatures. Examples can be seen in the

Cr±Nb, Cr±Hf and Cr±Ta phase diagrams where
the C14 structure is present at elevated temperature
over a compositional range but not at all at lower

temperatures. A second feature to note is that in
these phase diagrams, at lower temperatures, the
C15 structure is stable over a signi®cant compo-

sitional range which is not necessarily entirely
coincident with the range over which the C14 struc-
ture is stable at elevated temperatures, although

some compositional overlap exists. However, it
should be pointed out that the observed compo-
sitions of the C14, C36 and C15 Cr2Ta in this in-

vestigation are consistent with the reported e/a
criterion used for predicting the stability regimes of
Laves phase types; that is, the decrease in e/a as a

consequence of increasing Ta concentration results
in the increase in stability of the cubic C15 phase.
A schematic phase diagram that captures the

essential features of the Cr±X �X � Nb, Ta and
Hf) is shown in Fig. 8. In the Cr±Ti and Cr±Zr
systems, a stable C36 phase ®eld is present and

Fig. 5. Bright ®eld images con®rming: (a) the presence of planar defects in the lamellar Cr2Ta; (b) that
these faults lie on the basal plane in the C14 structure.
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for the purpose of clarity, this feature is omitted

from Fig. 8. Nevertheless, the following concepts

can also be applied to the Cr±Ti and Cr±Zr sys-

tems with some modi®cations. We will use Fig. 8

to develop our discussions on the structural stab-

ility and transformation kinetics of Laves phases

and draw from our own results and those of

others to support some of the arguments.

We can start by considering the alloy compo-

sitions that fall within the area ``pqsr''; the range

Fig. 6. (a) Bright ®eld image of a discrete Laves phase particle in the Cr±9.8 at.% Ta alloy that was
annealed at 1573 K for 168 h showing a heavily faulted region (X) and a region Y containing a low
density of faults. Selected area di�raction pattern from region X con®rms a hexagonal structure (C36,
or a higher order polytype) using the �11�20� zone axis, whereas a cubic structure is recognized in region

Y using (c) [101], (d) [121] and (e) [111] zone axes.
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Fig. 7. (a) Bright ®eld of a discrete Laves phase particle in the Cr±9.8 at.% Ta alloy that was annealed
at 1573 K for 168 h showing a heavily faulted region (Y) and a region X containing no faults. Selected
area di�raction patterns at the �11�20� zone axis con®rms (b) region X to be C14 and (c) region Y to be
C36. (d) A bright ®eld image of another precipitate shows multiple variants of stacking faults on the
{111} planes of the cubic C15 structure. Associated di�raction patterns (e)±(g) at the [010], [111] and

[121] zone axes, respectively, con®rm the cubic structure.
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denotes the room temperature composition range
for the C15 phase. An alloy composition lying in

this range, under equilibrium conditions, will form
the C14 structure that upon cooling will transform
to the C15 structure through a two-phase region of

C14� C15 where substantial compositional adjust-
ments are required. Such a solid±solid transform-
ation tends to be sluggish and is often suppressed

under normal solidi®cation conditions; in addition,
in the Cr±Nb and Cr±Ta systems and possibly in
the Cr±Hf system, the range of temperature over

which the two-phase ®eld is stable for a given com-
position is small. As cooling continues, the C14
structure is retained metastably but the chemical
free energy for forming the C15 structure increases

with increased undercooling. Eventually, the C14
structure can shear into the C15 structure often via
a metastable intermediate C36 structure [1, 5]. For

these alloys, there are no compositional adjustments
required for the transformation to proceed and thus
it is anticipated that the transformation kinetics will

be temperature-dependent to the extent that dislo-
cation mobility in the metastable C14 (and/or C36)
phase is a�ected by temperature [19]. Such a trans-

formation can proceed either during cooling down
or subsequently during isothermal annealing.
Peculiar to Laves phases is also the fact that syn-
chroshockley dislocation mobility needs to be con-

sidered and in this regard, Hazzledine [20] has
invoked di�usional requirements at the core of
these dislocations for their motion. He has pro-

posed a Zener interchange mechanism at the core in
order for the dislocations to move and this is facili-
tated if vacancies were trapped in the core and a

vacancy moved with a kink in the dislocation and
enabled the interchange.
For compositions within this range ``pqsr'', the

transformation kinetics is anticipated to vary with

composition depending on (1) the slope of the

C14� C15 two-phase region (to a ®rst approxi-

mation the slope of the line BC assuming the region
to be fairly narrow and bound by straight lines on
the top and bottom), (2) the nature of defect struc-

ture (such as vacancies) present, and (3) the vari-
ation in the intrinsic di�usion coe�cients with
composition. The second and third factor men-

tioned above may not be as important for a shear
transformation as it would be for a di�usional

transformation. For example, in the case of the Cr±
Ti system, where the slope of the line BC is steep
�B � 1073 K, C � 1493 K over 2 at.% Cr), trans-

formation kinetics has been shown to be a function
of stoichiometry [1]. In contrast, in the Cr±Ta and
Cr±Nb systems, the slope of the line BC is relatively

shallow �B � 1933 K, C � 1968 K over 3 at.% Cr in
the Cr±Ta system and B � 1858 K and C � 1898 K

over 07 at.% Cr in the Cr±Nb system [10]) and
therefore a substantial di�erence in transformation
kinetics with stoichiometry is not expected. It is

worth noting in passing that the eutectoid and peri-
tectoid temperatures are signi®cantly higher in the
Cr±Ta and Cr±Nb systems compared with the Cr±

Ti and Cr±Hf systems. As mentioned earlier, intrin-
sic di�usion coe�cients can also vary as a function

of stoichiometry. Di�usion data on Laves phases
are scarce but recently, self-di�usion data for Co
and Nb in Co2Nb in the approximate temperature

range 1140±1550 K [21] have been reported. The
di�usivity of Nb in Nb31Co69 was shown to be con-
siderably slower than that of Co as would be intui-

tively expected; it was also shown that the
di�usivity of Co increased with increasing Co con-

tent in the phase. Thus, Co di�usivity in Nb29Co71
was found to be signi®cantly higher than in
Nb31Co69. Thus if the transformation mechanism

proposed by Hazzledine [20] is correct, then trans-
formation kinetics at a given temperature may be
in¯uenced by stoichiometry as a consequence of dif-

fusion.
Returning to Fig. 8, we next consider transform-

ation from C14 to C15 in those alloys that lie
between ``mB'' and ``pr'' and between ``qs'' and
``nD''. In Fig. 8 we assume that point D is less X-

rich than point C (if point D was more X-rich than
point C, an additional region between C and D

would be present and the situation in that region
would be similar to the region between A and B
which will be discussed later). Compositions lying

in the region bound by ``qs'' and ``nD'' and closer
to ``qs'' can metastably retain the C14 structure
during non-equilibrium cooling, which can trans-

form by shear into the C15 structure at lower tem-
peratures during cool down without compositional

changes provided there is adequate driving force
from undercooling. The C15 phase in these alloys
will, however, have a non-equilibrium composition

at room temperature. For those alloys lying closer
to the line ``nD'' but within the region ``qsnD'', the
C15 phase formation will require minor adjustments

Fig. 8. A schematic Cr±X �X � Nb, Ta, Hf and Zr) phase
diagram showing metastable extensions AA ' and BB '.
Lines mB, pr, qs and nD denote compositions. The dashed
line ``1'' corresponds to an alloy composition similar to

the Cr±9.8 at.% Ta used in this investigation.
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in composition and such adjustments could occur

by di�usion at elevated temperatures during cool
down. If the appropriate composition that dictates
C15 stability at a given temperature is reached and

there is simultaneously adequate driving force for
the transformation, then shear transformation pro-
ceeds and the C15 structure can form. If this does

not happen, subsequent isothermal annealing at el-
evated temperature would produce the required

composition change by di�usion and then the struc-
ture can shear into the C15 form. Whether these
two processes occur simultaneously or sequentially

remains to be determined. Similar arguments can be
extended for alloys lying in the composition range
``mB±pr''. It is worth noting that the change in

solubility of Cr (or X) with temperature in the C15
Laves phase (i.e. curves Br and sC) in¯uences the

transformation response of alloys in these regimes.
Finally, we consider alloy compositions that lie

between the compositions corresponding to points

A and B in Fig. 8. The analysis presented for this
case will also apply to two-phase alloys in the range

KA and as typi®ed by alloy 1 marked by dashed
lines in Fig. 8. Alloys with compositions lying
between points A and B are capable of existing

under equilibrium conditions as a single-phase ma-
terial with the C14 structure at elevated tempera-
tures; a C15 counterpart is however not stable in

this composition regime at lower temperatures.
Under equilibrium conditions, the phase diagram

dictates that such alloys undergo a eutectoid reac-
tion and produce the C15 structure as a eutectoid
microconstituent. This requires extensive di�usion

and such solid-state reactions involving two substi-
tutional elements are usually sluggish. As a conse-
quence, under normal solidi®cation conditions, it is

expected that the C14 structure will be metastably
retained at low temperatures. If the composition of

point A is fairly close to point B and the eutectoid
temperature T1 in Fig. 8 is relatively high, then it is
conceivable that minor compositional adjustments

can occur during cool down so that a transformed
C15 structure is produced in the as-cast alloy, or
fairly rapidly upon subsequent isothermal annealing

at an elevated temperature. If however, the compo-
sition of point A is signi®cantly higher in Cr than

that of point B then, extensive di�usion is required
for the metastable Laves phase to achieve a compo-
sition that is within the structural stability envelope

of the C15 structure and consequently, long times
at elevated temperatures are required for the trans-
formation to proceed to completion. As mentioned

before, these arguments hold equally well for two-
phase alloys in the regime de®ned by KA and of

the composition Cr±9.8 at.% Ta studied in this in-
vestigation. In considering these two-phase alloys,
the metastable C36 structure is frequently encoun-

tered as an intermediate product during the trans-
formation of the metastable C14 structure to the
stable C15 structure. Metastable solvii for these

phase diagrams are not available but it is possible

to think in terms of extending the line CB in Fig. 8

to lower temperatures as denoted by the line BB '.
In this case, if a two-phase alloy such as alloy 1

that retains the C14 structure to room temperature

is isothermally annealed at a temperature below the

eutectoid temperature T1 but su�ciently high to

permit di�usion to occur in reasonable times, the

metastable C14 structure will adjust its composition

till it intersects the line BB ' at which point it is

capable of transforming to the C15 structure. If a

metastable solvus dome is incorporated for the C36

structure that intersects the line BB ' then the inter-

mediate C36 structure will form as the compo-

sitional adjustment proceeds before the C15

structure forms. When the required compositional

adjustment has occurred, the transformation will

proceed by shear. This continuous shift in compo-

sition from a Cr-rich C14 structure to a less Cr-rich

C15 structure can also be viewed as a progressive

change in the e/a ratio which dictates the stability

of the various Laves phase polytypes. Finally, it

should be noted that while point A provides the

equilibrium composition of the eutectic C14 Laves

phase microconstituent in two-phase alloys lying in

the composition region KA at the eutectic tempera-

ture, non-equilibrium freezing processes such as

drop casting into a cold copper mold can produce

adequate undercooling such that the metastable

extension AA ' must be considered to determine the

eutectic C14 composition. This implies an even lar-

ger deviation in composition that must be adjusted

by di�usion during subsequent annealing to permit

the C14-to-C15 transformation.

We can now review the results from previous stu-

dies as well as from this investigation in light of the

above discussion. In the Cr±Nb system, the as-cast

single-phase alloy (Cr2Nb phase) exhibits the

twinned C15 structure [2]. The C14 structure is still

believed to be the stable high-temperature phase

but the transformation from the C14 to C15 is

thought to be rapid [2] and to proceed during cool-

ing to room temperature. Twinning is thought to be

a consequence of the C14-to-C15 transformation.

Similar observations have also been made by

Takasugi et al. [4] in an almost single-phase alloy

with the important di�erence that Bewlay et al. [2]

made their material by directional solidi®cation at a

rate of 05 mm/min whereas Takasugi et al. [4] soli-

di®ed their ``button-melts'' on a water-cooled cop-

per hearth. Clearly, the cooling rates in these two

cases are di�erent but the transformation neverthe-

less appears to proceed to completion. In contrast,

Thoma and Perepezko [10] reported that in their

arc-melted ingot of monolithic Cr2Nb, they

observed both, the C14 and C15 phases and implied

that the amount of C14 phase that was retained

was a function of specimen location in the ingot,

being greater in regions that experienced faster
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cooling; subsequent annealing, however, produced a

single-phase C15 structure.
In the two-phase Cr±Nb binary alloys, the as-cast

microstructure still consists of the twinned C15

phase. Thoma and Perepezko [10] have reported a
composition of 69:1720:8 at.% Cr for the C15
Laves phase in the as arc-melted condition in a Cr±

Cr2Nb two-phase alloy. This is in reasonable agree-
ment with the composition of 70.0 at.% Cr reported

by Takeyama and Liu [22] and by Takasugi et al.
[23]. Following a 100 h anneal at 1673 K, which is a
temperature well below the eutectoid temperature,

the composition of the C15 phase changes to
68.1 at.% Cr [10]. This implies that for the Cr±Nb
phase diagram, the compositions corresponding to

points A and B in Fig. 8 are very close to each
other. Further, the C14/C15 transformation tem-

perature (the eutectoid temperature) for two-phase
Cr±Cr2Nb alloys in the Cr±Nb system is 01858 K;
it would thus be possible without signi®cant compo-

sitional adjustments and the aid of rapid di�usion
for the metastable C14 structure to shear into the
C15 structure at fairly high temperatures (for

example, 50±100 K below the eutectoid tempera-
ture). The compositional range of existence of the

C15 phase below 1200 K, however, is quite limited
compared with the range at 01750 K. It follows
that although enough di�usional adjustments

occurred at the elevated temperatures for the C15
structure to be present in the as-cast condition, the
composition of the C15 phase still does not corre-

spond to the equilibrium composition at the lower
temperatures, and upon subsequent annealing,
further compositional adjustments occur. Similar

arguments can also be extended to the Nb±Cr2Nb
alloys. In e�ect, due to the size and shape of the

Laves phase ®elds (composition and temperature
regimes) in the Cr±Nb system, the transformation
kinetics of two-phase alloys resemble those of the

single-phase alloys.
In the Cr±Ti system, the single-phase Cr2Ti com-

position has been shown to maintain the C14 (or

C14� C36� structure at room temperature and to
transform to the C15 form via the C36 structure

following extended exposures to 1473 K [5, 6]. The
C14/C15 transformation temperature regime for the
Cr±Ti system is considerably lower than the corre-

sponding range for the Cr±Nb system. The same
argument may also explain the prolonged annealing
times required to transform the metastable hexago-

nal phase to the cubic C15 form, since the anneal-
ing temperature must necessarily be below the C14/

C15 transformation temperature. The transform-
ation kinetics in the two-phase alloys in the Cr±
Cr2Ti regime as well as the Ti±Cr2Ti regime are

extremely sluggish for similar reasons, with the Ti-
rich alloys being somewhat better than the Cr-rich
alloys [6].

Transformations in single-phase alloys have not
been characterized in the Cr±Ta, Cr±Zr and Cr±Hf

systems. The transformation in a two-phase Cr±
Cr2Hf alloy was found to be sluggish with the C14

structure being metastably retained in the as-cast
condition and transforming to the C36 structure
after extended isothermal annealing; the C15 struc-

ture was not observed [9]. The Cr±Hf phase dia-
gram does not appear to be well-developed and
therefore it is not possible to discuss the reasons for

the sluggish nature of the reaction in the context of
compositions and temperatures.
In this study, the composition of the Laves phase

eutectic microconstituent in the Cr±9.8 at.% Ta
alloy in the cast and annealed (1273 K/24 h) con-
dition corresponds to 28.5 at.% Ta; this is di�erent
from the Cr±Nb phase diagram, where the compo-

sition of the Laves phase (in the as-cast condition)
in two-phase Cr±Cr2X alloys at the eutectic tem-
perature corresponds to 30.8 at.% Nb. It is interest-

ing to note that after long-term annealing of the
Cr±Ta alloy, the average Laves phase composition
corresponds to 30.4 at.% Ta which is close to the

composition of the Cr2Nb phase in the Cr±Cr2Nb
two-phase alloys in the as-cast condition. In the
Cr±Ta system, in contrast to the Cr±Ti system, the

eutectoid temperature is high (1933 K) and this
allows isothermal annealing to be performed at
high temperatures (e.g. 1573 K/168 h) and conse-
quently, di�usion is fairly rapid and the C14-to-C15

transformation proceeds adequately to evidence the
presence of the C15 phase even though the C14
phase has a Cr-rich composition in the reference

condition. Composition measurements before and
after the prolonged high-temperature anneal
(1573 K/168 h) con®rm that the C14-to-C15 trans-

formation in the two-phase alloys is accompanied
by compositional changes and hence di�usion plays
a primary role in a�ecting transformation kinetics.

5. CONCLUSIONS

1. The C14 Cr2Ta phase is metastably retained as a

eutectic microconstituent in a cast and annealed
(1273 K/24 h) two-phase Cr±Cr2Ta alloy. The
density of stacking faults in the C14 Cr2Ta is
low, con®rming its stability.

2. The observed microstructure in the Cr±Ta alloy
con®rms that the published Cr±Ta phase dia-
gram is inaccurate in terms of the eutectic com-

position and the composition of the Laves phase
at the eutectic temperature.

3. Following a long-term, high-temperature anneal

(1573 K/168 h), the lamellar morphology breaks
down and discrete particles of Cr2Ta are present
in a Cr solid solution matrix. These particles

were con®rmed to be present and exhibited the
C14, C36 and C15 structures. Often multiple
structures were present in a single particle con-
®rming that they are in the process of transform-
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ing from the metastable C14 to the stable C15
structures.

4. The average composition of the Laves phase par-
ticles following prolonged high-temperature
annealing is richer in Ta compared with the com-

position of the lamellar eutectic Laves phase
microconstituent. This con®rms that annealing
below the eutectoid temperature leads to the

transformation of the C14 structure to more
stable con®gurations and that these transform-
ations are accompanied by compositional

changes. Therefore, at least in these two-phase
alloys the transformation of the metastable C14
structure to the C36 and C15 structures can be
thought of as occurring due to a combination of

di�usion and shear. This may in part account for
the sluggishness of these transformations.

5. Compositional di�erences were recognized within

individual particles and could be associated with
the C14, C36 and C15 structures. Such compo-
sitional di�erences can be thought of in terms of

di�erent e/a regimes in which these di�erent
structures are stabilized.
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Abstract

This paper provides a comprehensive review of the recent research on the phase stability, point defects, and fracture toughness of

AB2 Laves phases, and on the alloy design of dual-phase alloys based on a soft Cr solid solution reinforced with hard XCr2 second
phases (where X=Nb, Ta and Zr). Anti-site defects were detected on both sides of the stoichiometric composition of NbCr2,
NbCo2, and NbFe2, while they were observed only on the Co-rich side of ZrCo2. Only thermal vacancies were detected in the Laves
phase alloys quenched from high temperatures. The room-temperature fracture toughness cannot be e�ectively improved by

increasing thermal vacancy or reducing stacking fault energy through control of phase stability. Microstructures, mechanical
properties, and oxidation resistance of dual-phase alloys based on Cr±NbCr2, Cr±TaCr2, and Cr±ZrCr2 were studied as functions of
heat treatment and test temperature at temperatures to 1200�C. Among the three alloy systems, Cr±TaCr2 alloys possess the best

combination of mechanical and metallurgical properties for structural use at elevated temperatures. # 2000 Published by Elsevier
Science Ltd.

Keywords: A. Laves phases; B. Mechanical properties at high temperatures; B. Mechanical properties at ambient temperature; D. Defects: point

defects

1. Introduction

Laves phases with AB2 compositions are a common
type of topologically close-packed (TCP) structures [1±4].
There are over 360 binary Laves phases reported in the
literature. Furthermore, Laves phases are capable of
dissolving considerable amounts of ternary alloying
additions. A total of over 900 combined binary and
ternary Laves phases have been documented. Although
Laves structures are the most abundant among inter-
metallic compounds, they are the least investigated. So
far, most previous studies on intermetallic alloys have
concentrated on simple ordered structures derived from
face-centered cubic (f.c.c.), body-centered cubic (b.c.c.),
or hexagonal-close packed (h.c.p.) structures. Thus,
there is a great need for the study of Laves phase alloys.
There are three common polytypes of Laves phases

most frequently observed: cubic C15, hexagonal C14

and dihexagonal C36 [1±4]. These polytypes are related
to each other as the basic unit layer of these phases is
the same, while the stacking sequence of the unit layer is
di�erent in each structure. One unit layer in each Laves
phase is composed of four sub-layers. In the C15 struc-
ture, the packing sequence of the unit layer is
ABCABC, similar to the sequence in conventional cubic
f.c.c. metals; in the hexagonal C14, the packing layer is
ABABABAB, similar to the sequence in conventional
h.c.p. metals. The dihexagonal C36 structure has a
packing sequence of ABACABAC.
Laves phases are generally stabilized by the size-factor

principles, that is, the atomic size ratio, RA/RB, is ideally
1.225, with a range of 1.05±1.68 usually observed [1±4].
The stability of each crystalline structure is also in¯u-
enced by the electron concentration factor (e/a) [5,6]. In
fact, the electron concentration factor becomes clearly
important when the atomic size factors are favorable.
The classic work by Laves and Witte [5,6] showed that
for several quasi-binary alloy systems involving MgCu2
and MgZn2, with increasing valence electron con-
centration, the three Laves types, MgCu2, MgNi2, and
MgZn2, exist in that order.
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Laves phases are an important and attractive type of
material both scienti®cally and technologically. They
are being seriously considered for many practical appli-
cations. For example, (Tb,Dy)Fe2 has been used as a
magnetoelastic transducer because of its great magneto-
restriction [7]. Compounds of (Hf,Zr)V2 have demon-
strated superconducting properties with a combination
of high critical temperature, high current density and
good magnetic strength [8,9]. Laves phases, such as
Zr(Cr,Fe)2, have been considered for hydrogen storage
applications due to favorable hydriding-dehydriding
kinetics and high hydrogen-absorbing capabilities [10].
The Mo(Co,Si)2 Laves phase contributes to the wear-
resistance of ``Tribaloy'' materials [11]. More recently,
HfCr2-, NbCr2- and TiCr2-based two-phase alloys are
being developed for high-temperature structural uses
because of their high melting points and good retention of
mechanical properties at elevated temperatures [12±20].
Despite their useful properties, the low ductility and

brittle fracture characteristics at ambient temperatures
are the main limitations for structural applications of
this large class of alloys. The high hardness and brittle
fracture of Laves phases are due to the complex atomic
con®guration of each unit layer, interplanar locking and
lack of operating slip systems at ambient temperatures.
Recently, a synchroshear mechanism [21] has been pro-
posed to facilitate plastic deformation in Laves phases,
which raises the hope of toughening the Laves phases,
even though so far no experimental support for this
mechanism has been furnished. All these facts indicate
that more research needs to be undertaken on Laves
phases in order to further understand the basic phase
stability, defect structure, deformation mechanism and
fracture behavior. Moreover, alloy design e�orts should
be devoted to overcoming the brittleness in these phases.
This paper summarizes our recent studies of single-

phase and dual-phase alloys containing transition-metal
elements. The phase stability and defect structures in
Laves phases NbCr2, NbFe2, NbCo2 and ZrCo2 have been
studied for the purposes of (1) promotion of synchroshear
deformation by increasing vacancy concentration and
(2) promotion of mechanical twinning by controlling
phase stability and reducing stacking fault energy. At
present only limited progress has been achieved in
improving the fracture toughness of these Laves phase
alloys. In view of this problem, dual-phase alloys based
on a soft Cr-rich solid solution reinforced with hard
NbCr2, ZrCr2, or TaCr2 second phases have been selected
for alloy development [17,22±26]. Among the three Cr±
XCr2 (X=Nb, Zr, and Ta) systems, Cr±TaCr2 alloys are
more resistant to air oxidation and thermally-induced
cracking. As a result, our current alloy development
e�ort has been focusing on the Cr±TaCr2 alloy system,
and signi®cant advances have been made in enhancing
the high-temperature strength, creep resistance and
fracture toughness of the dual-phase alloys through

compositional adjustment, microstructural control and
alloy additions.

2. Point defect and fracture toughness of binary Laves
phases

Laves phases are generally considered to be line com-
pounds with a strict AB2 composition. However, solubility
ranges exist for about 25% of the known binary Laves
phases [27]. For non-stoichiometric compositions, con-
stitutional defects are incorporated into intermetallic
compounds. However, for the Laves phases, little is
known about the possible defect structures that may be
associated with the deviations from stoichiometry. The
excess atoms in o�-stoichiometric compounds can stay
on their own sublattice (leading to the formation of
constitutional vacancies on the other sublattice), insert
into interstitial sites, or occupy sites on the other sub-
lattice (anti-site substitution). Since Laves phases have
TCP structures and space-®lling is relatively high, there
are no interstitial sites with a size comparable to that of
the component atoms. Therefore, the insertion of the
excess atoms into interstitial sites can be excluded, and
the possible defect mechanisms in binary Laves phases
reduce to either constitutional vacancy or anti-site sub-
stitution.
The Laves phases are known to be size compounds,

i.e. the atomic size ratio, RA/RB is ideally 1.225, with a
range of 1.05±1.67 typically observed. Since the A atom
is much larger than the B atom, the excess A atoms in
A-rich compositions would tend to stay on their own
sublattice sites, thus creating vacancies on the B atom
sublattice. On the other hand, the excess B atoms on B-
rich compositions would be able to occupy the A atom
sublattice sites, leading to the formation of anti-site
defects. Based on these geometric arguments, it has been
postulated that the A-rich side is accommodated by
vacancies, while the B-rich compositions result from the
anti-site substitution [27]. However, no systematic
experimental veri®cation has been undertaken so far.
The types of constitutional defects may a�ect physical,

mechanical and functional properties of Laves phases.
Vacancies have been proposed to assist the movement
of synchro-Shockley dislocations [21], thus possibly
facilitating the synchroshear deformation mechanism
and increasing the toughness of Laves phases [28]. O�-
stoichiometry was also found to a�ect the hydride sta-
bility of ZrMn2 [29] and the hydrogen storage capability
of TiMn2 alloys [30]. The defect structures of the cubic
C15 NbCr2, NbCo2 and ZrCo2 and hexagonal C14
NbFe2 Laves phases were studied to clarify the point
defect mechanisms on both sides of stoichiometry in
these binary systems. This was done by measuring the
lattice parameters, bulk densities, and therefore, vacancy
concentrations of these alloys of various compositions
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[31,32]. The hardness of the above alloys with various
point defect concentrations was determined in an
attempt to explore the solid solution hardening beha-
vior in the Laves phases. The fracture toughness was
also measured to investigate whether the point defects
a�ect the toughness of the alloys, and, in particular, to
see if vacancies facilitate synchroshear deformation in
the vacancy-containing alloys.
Figs. 1 and 2 show the vacancy concentration as a

function of the Nb content for NbCr2 and NbFe2 alloys,
respectively, after quenching from di�erent temperatures
[31]. It is clear that after quenching the NbCr2 alloys from
1000�C, the vacancy concentration is essentially zero,
while the vacancy concentration signi®cantly increases
after quenching from higher temperatures, i.e. 1400�C.
For the NbFe2 alloy, the vancancy concentration is very
low even after quenching from 1300�C. Fig. 3 summarizes

all the measured vacancy concentrations for all single-
phase alloys after quenching from 1000�C, which are
essentially zero. The calculated vacancy concentrations
from both the constitutional vacancy model and anti-
site substitution model are also plotted in Fig. 3 [31].
The experimental results indicate that there are no con-
stitutional vacancies in these Laves phases on either side
of stoichiometry. This is consistent with the anti-site
substitution model and contrary to the constitutional
vacancy model, which demands much higher vacancy
concentrations for o�-stoichiometric compositions.
Note that the constitutional vacancy model is based on
the assumption that all the excess atoms exclusively stay
on their own sublattice, thus constitutional vacancies
are created on the sublattice of the other element. The
anti-site substitutional model assumes that the excess
atoms occupy the sublattice sites of the other species. As
a result, anti-site defects are created, and no constitu-
tional vacancies are needed for the balance of the lattice
sites. Thus, the constitutional defects on the Cr-, Co-, or
Fe-rich, as well as the Nb-rich sides of stoichiometry,
are of anti-site type for the NbCr2, NbCo2 and NbFe2
Laves phases.
Modder and Bakker pointed out that it is very possi-

ble that a vacancy type defect, termed quadruple defect,
occurs in C15 compounds [33]. Such a quadruple defect
consists of one anti-site B atom on the � sublattice and
three vacancies on the � sublattice. Ball milling was
found to introduce quadruple defects in GdAl2, GdPt2,
GdIr2 and GdRh2, while anti-site defects were created in
GdMg2 after ball-milling [34]. Since ballistic actions
such as ball milling usually lead to the formation of the
same type of atomic defects as heating, thermal defects
such as quadruple defects or anti-site defects may be
created upon quenching the Laves compounds from
elevated temperatures. Thermal vacancies are expected

Fig. 2. Vacancy concentration vs Nb content for NbFe2, Laves phase

quenched from 1300 and 1000�C [31].

Fig. 1. Vacancy concentration vs Nb content for NbCr2 Laves phase

quenched from 1000 and 1400�C [31].

Fig. 3. Measured vacancy concentration vs Nb content in the binary

NbCr2, NbCo2, and NbFe2, Laves phases after quenching from

1000�C. Also shown are the calculated data for the constitutional

vacancy model and the anti-site substitution model [31].
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if quadruple defects are created, as each quadruple
defect contains three vacancies.
It is interesting to note that appreciable vacancies

were detected in the NbCr2 alloy after quenching from
1400�C (Fig. 1). Since these vacancies were essentially
annealed out at 1000�C (Fig. 1), and since the constitu-
tional defects in this compound have been established to
be of the anti-site type, it is concluded that these defects
are thermal vacancies, indicating that quadruple defects
may be formed in this compound by heating. Further-
more, the measured vacancy concentration exhibits a
maximum at the stoichiometric composition and
decreases on both sides of stoichiometry for the NbCr2
alloys when quenched from 1400�C (Fig. 1). A maximum
in thermal vacancy concentration, and thus thermal dis-
order, at the stoichiometric composition can be rationalized
by considering the fact that the increase in entropy
associated with the introduction of vacancies is the
greatest at the stoichiometric composition where the
degree of order is necessarily the highest.
For the C14 NbFe2 compounds, no thermal vacancies

were detected after quenching from 1300�C (Fig. 2),
indicating that anti-site defects, instead of quadruple
defects, may be the form of atomic disorder in this
compound upon heating. According to the model
developed by Modder et al. [34], the type of atomic dis-
order is related to the relative magnitudes of formation
enthalpies of anti-site and quadruple-defect disorder for
the Laves phases. Therefore, the di�erences in thermal
defects in NbCr2 and NbFe2 imply that the formation

enthalpies of anti-site disorder are larger in magnitude
than that of the quadruple defect disorder for NbCr2,
while the opposite is true for NbFe2.
A point defect in a crystalline lattice is well known to

cause hardening. This phenomenon is referred to as
solid solution hardening. Solid solution hardening has
been extensively studied in B2 compounds [35]. Gen-
erally, it is found that in B2 compounds with anti-site
defects, hardness exhibits a minimum at the stoichio-
metric composition, and deviation from stoichiometry
causes hardening of the compounds, due to the presence
of constitutional anti-site defects. For triple-defect B2
compounds, the shape of the hardness versus composition
curves was found to be not so simple and depended on
the degree of thermal disorder. Also, vacancies were
found to be a more potent hardener than the anti-site
defects.
In the NbCr2 and NbFe2 Laves phases studied, the

hardness was also found to have a characteristic V-
shape with a minimum occurring at the stoichiometric
compositions (Figs. 4 and 5) [31]. Obviously, similar to
anti-site B2 compounds, such o�-stoichiometric hard-
ening can be attributed to the presence of constitutional
anti-site defects, which is the defect mechanism on both
sides of stoichiometry in these Laves phases. The anti-
site hardening mechanism in Laves phases, however, is
not clear so far, and it may be di�erent from that in B2
compounds. In B2 compounds, the anti-site hardening
is often correlated to an interaction between the stress
®eld of a moving dislocation and that of the anti-site

Fig. 4. Vickers hardness vs Nb content for NbCr2 alloys after quenching from 1400 and 1000�C [31].
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defect; however, it is very di�cult for ordinary disloca-
tions to move in Laves phases at ambient temperatures.
The hardness values of all NbCr2 alloys after

quenching from 1400�C appear to be lower than those
after quenching from 1000�C (Fig. 4). Since thermal
vacancies are incorporated into the compound after
quenching from 1400�C (see Fig. 1), the above results
may suggest that vacancies cause softening, instead of
hardening of the NbCr2 Laves phases. Such vacancy-
induced softening has not been observed previously in
other systems. Furthermore, this is in direct contrast to
the e�ect of vacancies on the hardness in B2 com-
pounds, where vacancies are a potent hardener. The
vacancy hardening in metals and B2 compounds is often
correlated to an interaction between the stress ®eld of a
moving dislocation and that of the vacancy. The e�ect
of vacancies in Laves phases may be di�erent from their
e�ects in metals and B2 compounds. This is again likely to
be due to the fact that Laves phases have a topologically
close-packed structure and it is very di�cult for ordinary
dislocations to move. The presence of vacancies in
Laves phases would make the structure less closely
packed and could possibly assist the synchroshear
deformation of the alloy [21,36], thus possibly leading to
the softening of the alloys.
The fracture toughness values as a function of the Nb

content in NbCr2 Laves phases after quenching from
1400 and 1000�C as well as NbCo2 and NbFe2 Laves
phases after quenching from 1000�C are plotted in Fig.
6. Basically, the fracture toughness of the NbCr2 and
NbCo2 alloys is close to 1 MPa m1/2. No e�ect of stoi-
chiometry on the fracture toughness can be discerned.
Even though the anti-site defects harden the Laves
phases (Figs. 4 and 5), they are not detrimental to the
fracture toughness of the alloys. Furthermore, it is
noted that the fracture toughness of the NbCr2 alloys
after quenching from 1400�C is similar to that of the
alloys after quenching from 1000�C, i.e. the presence of
thermal vacancies (<0.4%) does not lead to an

improved toughness of the Laves phases, even though
the vacancies slightly soften the Laves phases (see Fig.
4). Similar results were observed for ZrCo2 alloys
quenched from di�erent temperatures [32]. The fracture
toughness of the C14 NbFe2 alloys is lower than that of
C15 NbCr2 and NbCo2. This trend can be explained by
the fact that the C15 structure is cubic, and is possibly
more deformable than the hexagonal C14 structure.
It has been suggested that vacancies in Laves phases

may assist the synchroshear mechanism, thus leading to
improvement in the deformability and toughness of the
Laves alloys [21,36]. Chen et al. [28] attributed the
toughness improvement in the o�-stoichiometric TiCr2
alloys to the presence of vacancies in the alloys. The
quenched-in thermal vacancies do not a�ect the crack
propagation and fracture toughness behavior of the
NbCr2 alloys (Fig. 6). This is possibly due to the fact
that the level of vacancies is too low in the alloys to
enhance toughness signi®cantly. It is also possible that
the high residual thermal stress after quenching from
1400�C may also embrittle the NbCr2 Laves phases, and
thus could mask the e�ect of vacancy-assisted syn-
chroshear deformation and its associated toughening.
The atomic size ratio, RA/RB, of the AB2 Laves phases

studied can be calculated to be 1.145, 1.173, and 1.152
for NbCr2, NbCo2, and NbFe2, respectively. Here, RA

and RB are the atomic radii of the A and B atoms with a
coordination number of 12. Obviously, all the Laves
phases studied have RA/RB ratios smaller than the ideal
ratio of 1.225 for Laves-phase formation. It will be
interesting to know the defect mechanism for Laves
phases with RA/RB greater than 1.225. It may be easier
to obtain constitutional vacancies for Laves phases with
RA/RB>1.225, due to geometric considerations, i.e. it is
more di�cult for A atoms to stay on the sublattice sites
of B atoms as the atomic size ratio increases. On the
other hand, it has been found that for the B2 phases, the

Fig. 5. Vickers hardness vs Nb content for NbFe2 alloys after

quenching from 1000�C [31].

Fig. 6. Fracture toughness vs Nb content for binary NbCr2, NbCo2
and NbFe2 Laves-phase alloys. Note two of the NbFe2 alloys are not

single Laves phase [31].
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defect type is closely related to the enthalpies of formation
(�H) of the compounds. Neumann has demonstrated
that B2 compounds with negative �H smaller than 75±
90 kJ/mol generally exhibit the anti-site defect structure,
while compounds with a greater value generally exhibit
the triple defect structure and have constitutional
vacancies on the large-atom side of stoichiometry [37].
In other words, constitutional vacancies are the pre-
ferred defect mechanism in compounds that are more
strongly ordered, i.e. with higher absolute �H values on
the large-atom side. This empirical observation may be
extended to the binary Laves phases. The �H values for
NbCr2, NbCo2, and NbFe2 are ÿ21, ÿ51, and ÿ63 kJ/
mol, respectively [38]. These values are in the same
range as those of B2 compounds with anti-site defects.
It is not surprising that only anti-site defects are
observed in these Laves phases. Based on such geometric
and thermodynamic considerations, future work should
be concentrated on Laves phases with high RA/RB ratios
and/or large negative enthalpies of formation. One such
Laves phase is ZrCo2, which has a large di�erence in
atomic size between component atoms (RA/RB=1.28)
and an enthalpy-of-formation value of ÿ123 kJ/mol [32].
Recent results indicate that a second phase, instead of
constitutional vacancies, is formed in ZrCo2 alloys with
Zr>33.3%. Interestingly, thermal vacancy concentra-
tions in ZrCo2 alloys of near stoichiometric composition
are as high as 1%, see Fig. 7 [32]. These vacancies do
not a�ect fracture toughness.

3. Phase stability and fracture toughness of transition-
metal Laves phases

As mentioned above, the di�erent Laves phase poly-
types are a result of di�erent stacking sequences. The
stacking fault energy is expected to be lower at phase
boundaries (e.g. C14/C15 boundary), where mechanical
twinning becomes more easily triggered.

The stability ranges of the Laves phases in both binary
and ternary systems were obtained from phase diagram
information, and the e/a e�ect on the phase stability
(C14/C15) in NbCr2-based transition-metal Laves phases
is shown in Fig. 8 [39,40]. In the NbCr2-based Laves
phases, the e/a ratio for the C15/C14 phase boundaries
is quite precise; the critical e/a values, corresponding to
the C15/C14/C15 phase transitions from the phase dia-
gram information (as indicated in Fig. 8), are as follows:
at e/a values lower than 5.76, the C15 structure is sta-
bilized for both binary and ternary Laves alloys; by
increasing e/a to 5.88, the C14 structure is stabilized;
over the e/a range of 5.88±7.53, the C14 structure is
more stable than the C15 structure; the C15 structure is
stabilized again over the C14 structure when the e/a
ratio is increased further to 7.65 for the Nb±Cr±Co system.
In the ternary Nb±Cr±Fe system, such a C14!C15
transition was not observed, since the highest e/a ratio
was 6.69 in this system (Fig. 8). No NbNi2 (with e/a=
8.34) or NbCu2 (with e/a=9) Laves phases exist in binary
Nb±Ni and Nb±Cu systems (the e/a values for imaginary
``NbNi2'' and ``NbCu2'' were shown in Fig. 8), con-
sistent with the observation by Bardos et al. [41] that at
e/a >8, a disordered structure is stabilized over the
Laves phase in transition-metal systems.
The phase stability in pseudo-binary Nb(Cr,Fe)2 and

Nb(Cr,Co)2 systems was also studied experimentally
and good agreement between the experimental results
and surveyed data based on phase diagram information
was observed, as shown in Fig. 8. It is clear that the
electron concentration rule is obeyed in these two
pseudo-binary systems: the phase transitions between
C15 and C14 are determined by the average electron
concentration in these alloys. The experimental critical
e/a ratios for the C15/C14/C15 transitions are very close
to those from phase diagrams. These results were the
®rst experimental determination of the critical e/a values
for the di�erent Laves phases in the pseudo-binary
Nb(Cr,X)2 systems. Such good agreement may be asso-
ciated with the fact that all the components in the two

Fig. 8. E�ect of average electron concentration (e/a) on phase stability

in NbCr2-based systems, with the critical e/a values for phase transi-

tions both from phase diagram information and experimental data

[40].

Fig. 7. Vacancy concentration vs Zr content for ZrCo2 Laves phase

quenched from 1000 and 1250�C [32].
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pseudo-binary systems are transition metals. Further-
more, it is determined that the region between C14 and
C15 is a two-phase mixture of C14 and C15, with no
intermediate structures such as C36 observed.
The e�ect of Fe and Co contents on the fracture

toughness of Nb(Cr,X)2 Laves phase is shown in Figs. 9
and 10, respectively [40]. Basically, the fracture toughness
of the monolithic Laves phase is very low, around 1
MPa

����
m
p

, which is a consequence of the topologically
close packing manner of the structure and the sub-
sequent di�culty in activating dislocation sources in the
Laves phase. The cubic C15 phase has relatively higher
fracture toughness than that of C14 structure for the
ternary systems, regardless of the Fe or Co addition.
This can be explained by the fact that the C15 structure
is cubic, and is thus more deformable than the hex-
agonal C14 structure. The toughness value near the
phase boundary could be higher, in view of the fact that
the associated structure is metastable with a lower
stacking fault energy, thus possibly making stress-assisted
phase transformation and/or mechanical twinning easily
triggered during deformation. However, such a trend
was not observed in the present study. None of the

alloys within the two-phase regions or near the phase
boundaries exhibits any sign of increase in toughness.
The toughness of the two-phase (C14+C15) alloys is
similar to that of the C15 phase. The toughness
enhancement through stress-assisted phase transforma-
tion or mechanical twinning is not signi®cant enough to
be noted in the indentation test.

4. Alloy design of dual-phase Cr-XCr2 alloys

As indicated in the forgoing two sections, single-phase
Laves phase alloys with cubic C15 and hexagonal C14
are hard and brittle, and their fracture toughness at
ambient temperatures can not be e�ectively improved
using physical metallurgy principles, including control of
point defect and phase stability. In view of this, dual-phase
alloys based on a soft Cr-rich solid solution reinforced
with hard Laves phase second phases have been selected
for alloy development [17,22±26] for potential structural
use at elevated temperatures. This section summarizes
the progress made so far in the development of dual-
phase Cr±XCr2 alloys, where X=Nb, Ta, or Zr.
Three eutectic alloy systems, Cr±NbCr2, Cr±TaCr2,

and Cr±ZrCr2, were initially selected for alloy develop-
ment study. The selection is based on consideration of
the di�erent eutectic phase relationships in these alloy
systems [16,25,26,42], as indicated in Table 1. Fig. 11
shows the Cr±TaCr2 phase diagram which is typical for
the three eutectic systems. Among these systems, the
Cr±Nb system has the highest maximum solute solubility
(5.6% Nb) in the Cr solid solution and the highest
solute concentration in the eutectic composition (18.5%
Nb), whereas the Cr±Zr system has the least maximum
solute solubility (<0.6% Zr) in Cr and the Cr±Ta system
has the lowest solute concentration in the eutectic com-
position (9.8% Ta). These alloy parameters are expected
to strongly a�ect the hardening behavior of both the Cr
solid solution phase and the eutectic structure and thus
the degree of brittleness of these phases.
Alloy ingots containing up to 20 at. % X element

were prepared by arc melting and drop casting, using
pure metal elements. In order to control precipitation
reactions, alloy ingots were sectioned and heat treated
between 1000 and 1400�C. The ®rst interesting obser-
vation was that alloy ingots were quite often cracked for
Cr±NbCr2 alloys but not for Cr±TaCr2 and Cr±ZrCr2

Fig. 10. Fracture toughness values of Nb(Cr,Co)2 as a function of the

Co content [40].

Table 1

Alloy parameters existing in the three eutectic systems Cr±Nb, Cr±Ta

and Cr±Zr

Alloy parameter Cr±Nb Cr±Ta Cr±Zr

Eutectic temperature (C�) 1703 1760 1592

Max. solute solubility in Cr (at%) 5.6 Nb �4.0 Ta <0.6 Zr

Eutectic composition (at%) 18.5 Nb 9.8 Ta �18.0 Zr

Fig. 9. Fracture toughness values of Nb(Cr,Fe)2 as a function of the

Fe content [40].
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alloys during drop casting and cooling from heat treat-
ment at high temperatures. This cracking behavior can-
not be simply related to the di�erence in coe�cients in
thermal expansion (CTE) because both experimental
measurements and ®rst principle calculations [43±45]
indicate no major di�erence in CTE among the Laves
phases NbCr2, TaCr2 and ZrCr2. The cracking beha-
vior, on the other hand, can be better rationalized by
considering alloy parameters in the three eutectic sys-
tems. As indicated in Table 1, the maximum solute
solubility in Cr and the solute concentration in the
eutectic structures (which increases the proportion of the
hard Laves phases in the eutectic microstructure) are the
highest in the Cr±NbCr2 system, resulting in signi®cant
hardening and embrittlement of the primary Cr solid
solution phase and the eutectic composition. In this
case, tremendous hardening is induced from fast cooling
from the maximum-solubility temperature to lower tem-
peratures where the primary Cr solid solution is in
supersaturated states. As a result, thermal induced
stresses generated by CTE mismatch will high enough to
crack these phases during drop casting or cooling from

high temperatures [46,47], quite often resulting in cata-
strophic ingot failure. This study clearly indicates the
importance of phase relationship that may provide key
information governing the mechanical and metallurgical
behaviors of individual alloy phases.
In comparison with the dual-phase Cr±TaCr2 alloys,

Cr±ZrCr2 alloys su�er from two major problems. One is
the poor oxidation resistance of Cr±ZrCr2 alloys, due,
in part, to extensive internal oxidation of Zr-rich phases,
and the other is the relative low melting point of these
alloys (see Table 1). Thus, our alloy development has
been concentrated on the Cr±TaCr2 alloy system, and
signi®cant progress has been made in improving the
mechanical and metallurgical properties of these alloys
[26]. The Cr±TaCr2 alloys with enhanced properties
have the general compositions (at%) below:

Crÿ �6ÿ10�Taÿ �3ÿ6�Moÿ �0:2ÿ1:0�Tiÿ �0:5ÿ3:0�
Siÿ �0:05ÿ0:20�La=Ce:

In these alloys, Mo is added mainly for solid solution
hardening the Cr-rich phase, Ti for scavenging inter-
stitials, and Si for both improving oxidation resistance
and fracture toughness. Small amounts of reactive elements
such as La and Ce are also added for decreased scaling
and enhancing the adhesion of oxide scales.
No micro- and macro-cracks were observed in the Cr±

TaCr2 alloy ingots prepared by arc-melting and drop
casting. In order to control microstructures, some dual-
phase alloys were canned in Mo billets and fabricated
by hot extrusion at 1480�C. The alloy CN-151 (Cr-
9.75Ta-5Mo-0.5Ti-0.01Ce, at. %) with its composition
similar to the eutectic composition shows a full lamellar
structure in the as-cast condition and a TaCr2-dispersed
microstructure in the hot extruded condition (Fig. 12).
The mechanical properties with di�erent microstructures
were determined in tension as a function of test tem-

Fig. 11. Schematic binary Cr±Ta phase diagram.

Fig. 12. Comparison of lamellar structure in the cast condition and particle-dispersed microstructure in the hot extruded condition for alloy CN-151.
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perature. All tensile specimens were given a ®nal heat
treatment of 1 d/1200�C+1 d/1000�C for stress relief.
Note that the heat treatment does not signi®cantly a�ect
the lamellar structure observed in cast alloys.
Table 2 compares the tensile properties of CN-144

alloy with the lamellar and TaCr2-dispersed micro-
structures. With the dispersed microstructure, the alloy
showed a fracture strength of more than 100 ksi (700
MPa), even though no appreciable plastic deformation
was measured at room temperature. Plastic deformation
was detected at 800�C, and the strain went up to as high
as 40% at 1200�C. The alloy is very strong at elevated
temperatures, with the yield strength of 37 ksi and the
ultimate tensile strength of 46 ksi at 1200�C. Note that
the strengths of most Ni-base superalloys vanish at
1200�C. In comparison with the particle-dispersed
microstructure, the alloy with the lamellar structure
showed the ductile-to-brittle temperature around
1000�C, instead of 800�C. The lamellar structure is
extremely strong at 1200�C, with its strengths close to
double that for the particle-dispersed microstructure.
The fracture toughness of Cr±TaCr2 alloys with

lamellar structures was determined at room tempera-
ture, using subsized notched Chevron specimens [48] in
accordance with reference 49. The results are summar-
ized in Table 3. The alloy CN-144 with a hypoeutectic
composition showed a low fracture toughness of 8.3
MPa m1/2. A signi®cant increase in fracture toughness is
achieved by increasing the Ta concentration from hypo-
to hypereutectic compositions. Alloying with 1.0% Si
further increases toughness from 11.5 to 14.3MPa mÿ1/2.
Examination of fracture surfaces reveals that the inter-
faces between the Cr solid solution and lamellar TaCr2
phases are strong, and no secondary cracks are observed
along these interfaces. It is worth noting that hot extru-
sion and change in microstructures from lamellar to
dispersed particles gives no signi®cant increase in frac-
ture toughness.

The creep properties of a Cr±TaCr2 alloy, CN-144
(Cr-8Ta-5Mo-0.5Ti-0.01Ce. at%), were determined in
tension at a stress of 20 ksi (138 MPa) at 1000�C in air
[26]. Fig. 13 compares the creep curve of CN-144 with
the lamellar and dispersed microstructures. The TaCr2
dispersed microstructure exhibited ductile rupture with
a rupture life of 695 h at 1000�C. In comparison, the
specimen with the lamellar structure is much stronger in
creep, with a steady state creep rate lower than that of
the particle-dispersed microstructure by an order of
magnitude. The test of the lamellar specimen had to be
stopped after 1438 h because of grip rod failure. The
creep resistance of this alloy in the polycrystalline form
with a lamellar structure is stronger than Mar M-200
and DS Rene'80 and is comparable to CMSX-11B in
the single crystal form.
The oxidation properties of Cr±XCr2 alloys were

characterized by exposing alloy coupons to air at 900±
1100�C. The oxidation studies by Brady et al. [26,50,51]
demonstrates that the oxidation resistance of Cr±TaCr2
alloys is much superior to Cr±NbCr2 or Cr±ZrCr2
alloys. Fig. 14 compares the cyclic oxidation behavior of
Cr-8Ta alloys with commercial Cr-base alloys tested at

Table 2

Comparison of tensile propertiesa of CN-144 with lamellar and parti-

cle-dispersed microstructures

Strength (ksi)

Test temperature (C�) Yield Fracture Elongation (%)

Particle-dispersed microstructure (hot extruded)

RT ± 104 0.3

800 130 133 1.0

1000 92 103 1.7

1200 37 46 39.0

Lamellar structure (cast)

RT ± 76 0.2

800 ± ± ±

1000 ± 80 0.2

1200 68 85 5.3

a Tested at a strain rate of 3.3�10ÿ3/s in air.

Table 3

Fracture toughness of Cr±Ta alloys at room temperature

Alloy number Compositiona

(at%)

Fracture toughness

(MPa m1/2)

CN-144 8.0 Ta±0.01 Ce 8.3

CN-161 9.8 Ta±0.1 La 11.5

CN-145 10.0 Ta±0.01 Ce 12.8

CN-162 9.8 Ta±0.1 La±0.5 Si 11.4

CN-163 9.8 Ta±0.1 La±1.0 Si 14.3

a Base composition: Cr-5 Mo-0.5 Ti, at%.

Fig. 13. Comparison of creep properties of CN-144 (Cr-8Ta-5Mo-

0.5Ti-0.OlCe, at%) with Laves phase dispersed or lamel lar micro-

structures tested at 1000�C and 20 ksi in air. Note that the lamellar

microstructuie test was stopped due to failure of the grip rods and

plate.
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1100�C in air [26]. The oxidation rate of Cr-8Ta-5Mo-
0.2La is comparable to that of cast Ni-27Cr (wt%), and
alloying with additions of Si and Ge signi®cantly lowers
the oxidation rate of the Cr±8Ta alloy. As indicated in
Fig. 14, the oxidation resistance of Cr-8Ta-5Mo-3Si-
0.25Ge-0.2La is comparable to several commercial
Cr2O3-forming alloys, such as MA-754 and Haynes 230.

5. Conclusions

This paper provides a comprehensive review of phase
stability, point defects, and fracture toughness of binary
AB2 Laves phase alloys based on NbCr2, NbFe2,
NbCo2, and ZrCo2 with on- and o�-stoichiometric
compositions, and pseudo-binary alloys based on
Nb(Cr,Co)2 and Nb(Cr,Fe)2 compositions. The alloy
design e�ort has been concentrated mainly on dual-phase
alloys based on a soft Cr-rich solid solution reinforced
with hard TaCr2 second phases. Conclusions deduced
from these studies are given below:

1. Anti-site defects were observed to form on both
sides of the stoichiometry in NbCr2, NbCo2, and
NbFe2 with RA/RB<1.225. On the other hand, for
ZrCo2 with RA/RB>1.225, anti-site defects form
only on the Co-rich side and second phase parti-
cles form on the Zr-rich side.

2. No constitutional vacancies but only thermal
vacancies were detected in the Laves phase alloys
quenched from high temperatures. The peak vacancy
concentration is always located at the stoichiometric
composition of each Laves phase alloy.

3. Room-temperature fracture toughness can not be
e�ectively improved either by increasing thermal
vacancy concentration at levels below 1% or by
reducing stacking fault energy through control of
the phase stability in Nb(Cr,Co)2 and Nb(Cr,Fe)2
alloys.

4. Drop casting and heat treatments induce micro-
and macro-cracks in dual-phase Cr±NbCr2 alloys
but not in Cr±TaCr2, and Cr±ZrCr2 alloys. The
cracking behavior can not be simply explained
from CTE mismatch; instead, it can be better
rationalized from the consideration of eutectic
composition and phase relationship.

5. Among the three dual-phase Cr±XCr2 alloys
(where X=Nb, Ta, or Zr), Cr±TaCr2 alloys have
the best combination of mechanical and metallur-
gical properties for structural use at elevated tem-
peratures. These alloys have excellent tensile
strength, creep properties, and oxidation resistance
at elevated temperatures in air.

6. The alloy design e�ort has led to the identi®cation
of alloy compositions (at%) with enhanced
mechanical and metallurgical properties:

Crÿ �6ÿ10�Taÿ �3ÿ6�Moÿ �0:2ÿ1:0�Ti

ÿ �0:5ÿ3:0�Siÿ �0:05ÿ0:20�La=Ce:

7. The current Cr±TaCr2 alloys showed fracture
toughness up to 14.3 M Pa mÿ1/2 at room tem-
perature. Additional development is required to
further improve the fracture resistance of these
alloys by interfacial design and microalloying.
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Abstract

Thermal conductivity of 3Ni±1Al elemental powder compacts was measured using a laser-¯ash method as a function of temperature,
compact density and heat treatment. Temperature dependence of thermal conductivity of the compacts is similar to that of pure Ni and
Al metals. Heat treatment has a signi®cant e�ect on the thermal conductivity of the compacts as particles are joined together to formNi

solid solution and intermetallic phases on powder surfaces. Fast di�usion on powder surfaces during heat treatment results in the for-
mation of intermetallic phase zones in the interior of the former Ni particles.# 2000 Elsevier Science Ltd. All rights reserved.

Keywords: A. Nickel-aluminides, based on TiAl; B. Thermal properties; C. Reaction synthesis; C. Powder metallurgy

1. Introduction

Reaction synthesis has recently been studied by many
researchers as a novel processing technique for fabrica-
tion of high temperature ordered intermetallic alloys
from elemental powders [1±3]. This technique has
advantages over conventional ingot metallurgy in
achieving alloy homogeneity, near net shape, and no
contamination from crucibles, resulting in cost and
energy savings. The reaction sustains itself with heat
generated by forming intermediate phases through
interdi�usion processes, and it is, therefore, called self-
sustaining high-temperature synthesis (SHS). The heat
generation and transfer are key factors controlling the
degree of reaction evolution.
In a previous study, it was shown that the initiation of

reaction synthesis in 3Ni±1Al mixed powder compacts is
strongly a�ected by initial compact thickness [4]. Full or
partial reaction was observed in the specimens having a
thickness of 7±6 mm within a few minutes when heated

to 620�C; however, such SHS was not observed in a 5
mm thick Ni-Al mixed powder compact even after 1.8
ks at 620�C. Note that all the tests were under a uni-axial
compressive stress of about 10 MPa. It is believed that
the accumulation and transfer of the heat generated by
the formation of intermetallic phases are sensitive to the
specimen thickness and can be predicted by modeling.
For the modeling the rate of heat generation can be

estimated through the formation rate of intermediate
phases in terms of bulk di�usion, whereas the heat
transfer is controlled by thermal conductivity [5,6].
Some of physical properties required for understanding
and predicting the SHS process have been compiled and
listed in the literature, but other information is quite
limited [7±13]. Among them available data on the ther-
mal conductivity of intermetallics and those of mixed
powder compacts are very limited, which are important
for understanding the evolution of reaction synthesis.
Although a few equations have been proposed to esti-
mate the thermal conductivity of porous materials, it
would be much better if the thermal conductivity can be
directly measured from experiments. The thermal con-
ductivity of powder compacts is expected to be a�ected
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Large-scale atomistic study of core structures and energetics of
〈c + a〉 {112̄2} dislocations in hexagonal close packed metals

J R Morris†, K M Ho†, K Y Chen†, G Rengarajan‡‖ and M H Yoo§
† Ames Laboratory, US Department of Energy, Ames, IA 50011–3020, USA
‡ Department of Mechanical Engineering, Texas A & M University, College Station,
TX 77843–3123, USA
§ Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831–6115,
USA

Received 7 October 1998, accepted for publication 15 September 1999

Abstract. Using two different kinds of many-body potentials as well as the Lennard-Jones
potential for hexagonal close packed metals, we have found that〈c + a〉 edge dislocations with
dislocation lines along〈11̄00〉 can split onto the basal plane, forming a non-planar sessile structure.
The ‘type I’ undissociated dislocation core, observed in previous papers, is shown to be stable only
for small simulations. The observed dissociated core structure has a large distorted region that we
interpret as a(112̄1) twin nucleus, which may help the formation of(112̄1) tension twins. We
also find that this core structure is lower in energy than the previously observed glissile ‘type II’
configuration, dissociated on the(112̄2) plane. The sessile splitting of the core gives rise to non-
Schmid behaviour, with the twin nucleus expanding underc-axis tension, and contracting under
compression.

1. Introduction

The study of dislocation core structures and the energetics associated with slip and twinning
provides valuable information for the understanding of strength and ductility of materials. It is
now well established that the core effects play a major role in the plastic deformation of metals
[1], and could explain such behaviour as the temperature dependence of yield stress. It is also
known that complex dissociations of the core significantly influence mechanical properties
[2]. Atomistic simulations of dislocations are becoming viable tools to study the associated
core structures, due to the increase in computational power and improvements in modelling
materials at the atomistic level.

While numerous studies in the past have dealt with face centred cubic (fcc) and body
centred cubic (bcc) material systems, relatively less focus has been placed on hexagonal close
packed (hcp) materials. It has been known that basal slip, non-basal slip and twinning are
the primary modes of plastic deformation in hcp metals (for a review, see [3]). Dislocations
with a Burgers vector in the basal plane,b = 1

3〈112̄0〉 (denoted as〈a〉 in this paper) may
split in a manner similar to〈101̄〉 fcc dislocations. This dissociation may be understood by
considering simple hard-sphere models. However, dislocations with non-basal Burgers vectors
(e.g.〈c +a〉) also significantly affect the mechanical properties of polycrystalline hcp metals,
and are considerably more complicated to study than the basal slip mode [3].

‖ Current address: General Electric Corporate Research and Development, Schenectady, NY, USA.
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Figure 1. Schematic diagrams (a) and (b) of the type II and type III dislocation core structures,
respectively. In the type III dislocation, (b), the dislocation has undergone a splitting into a Shockley
partialp1 connected by a basal-plane stacking fault to a sessile partialp2. The twinned region
extends betweenp2 along the(112̄1) plane to the twinning partials located atp3. This dissociation
is given in (7). The distances and angles are given in table 3.

When a single crystal of hcp metal is deformed in compression or tension along thec-axis,
plastic deformation can occur by pyramidal slip systems, e.g. [112̄3̄]/3 slip on either the first-
order (101̄1) or the second-order(112̄2) plane, and/or by compression twins including the
(112̄2)[112̄3̄] system or tension twin systems [3]. Because of the large magnitude of the
Burgers vector, the〈c + a〉 dislocation may be either decomposed toc and〈a〉 dislocations,
or dissociated into partial dislocations that may have some relationships with the atomic
movements involved in twinning. Therefore, detailed information on the source and mobility of
〈c+a〉 dislocations is important in understanding the mechanical behaviour of polycrystalline
hcp metals and alloys.

In this paper, we re-examine previous simulations of the{112̄2} 13〈112̄3̄〉 edge dislocations.
The previous simulations, performed by Minonishiet al [4, 5] and Liang and Bacon [6],
produced two types of core structures: type I—an undissociated core, and type II—a dissociated
core as shown in figure 1(a):

b −→ 1
2b + 1

2b. (1)

While this structure is expected to be lower in energy than the undissociated structure, none
of the previous studies found either core to be significantly lower in energy than the other.

Our primary result is that the undissociated, ‘type I’ dislocation is not observed in our
simulations, and that the previous simulations produced this result only due to the small size of
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their simulations. An undissociated core is not observed, except in very small-size simulations.
For our larger simulations, we observe either the type II core or a basal-plane dissociation after
relaxation of an initially undissociated core, depending upon the initial conditions. The basal
plane dissociated core, which we refer to as a type III core, is similar to that seen in recent
simulations of the (Lennard-Jones) lj56〈c + a〉 edge dislocation [7]. In order to test the
reliability of our results, we have used two different many-body potentials, developed for hcp
metals, and also the lj56 potential used both by Minonishi [4, 5] and by Liang and Bacon [6].
In all cases, we see only the type II and type III dislocations. We believe that these two types
of dislocations can account for the difference in behaviour between the brittle systems with
limited twinning (Mg and Be), and ductile systems such as Ti and Zr.

2. Simulation methods and potential

As indicated above, we have used several interatomic potentials, to test the sensitivity of
the results to the potentials. We believe that none of the potentials are sufficiently accurate
for quantitative descriptions of the real materials and the corresponding energetics. However,
structures that are potential independent are likely to represent (qualitatively) the structures that
can be observed in real materials. As we shall show in subsequent sections, the observed core
dissociations are independent of potential (although specific partial separations are different).

One of the potentials that we have chosen to use is the embedded atom method (EAM)
potential developed by Zhanget al [8] (see details in [9]). This potential predicts that the
hcp phase is stable relative to the fcc and bcc phases, with reasonable elastic constants and
phonons for both the hcp and bcc phases. The elastic constants and other parameters are
shown in table 1. This potential has been used to model the behaviour of the high-temperature
bcc phase of Zr [8] and also the structure of twin boundaries in Zr [9]. More recently, it has
been used to explore stacking faults on the{112̄2} plane [10], related to the type II dislocation
core structure described below. While EAM models are not ideal for modelling materials
with directional bonding [11], including Ti and Zr, we feel that this model serves as a model
hcp material, and may be more realistic than the simple pair potentials that have been used
previously. However, it has an unphysically low basal-plane, stacking-fault energy, compared
with ab initio potentials (see table 2).

Table 1. Equilibrium values calculated for EAM and FS models of hcp Zr, compared with
experimental values.

Parameter EAM [10] FS [13] Experiment Reference

Ecoh (eV) 6.253 79 6.25 6.25 Brewer [25]
a (Å) 3.21 3.25 3.23 Goldaket al [26]
c/a 1.63 1.595 1.592 Goldaket al [26]

C11 (Mbar) 1.63 1.5 1.554 Fisher and Renken [27]
C12 (Mbar) 0.93 0.85 0.672
C13 (Mbar) 0.78 0.67 0.646
C33 (Mbar) 1.78 1.75 1.725
C44 (Mbar) 0.27 0.36 0.363

Recognizing that a single potential may have unphysical aspects, it is important to identify
which results are dependent upon the potential, and which are independent of the potential. To
this end, we have also used a Finnis–Sinclair (FS) potential [12] for Zr developed by Ackland
et al [13]. These potentials are similar to the EAM model, with the same drawbacks. This
particular potential more accurately reproduces the experimentalc/a ratio than the Zr EAM
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Table 2. Basal-plane, stacking-fault energies andp1–p2 separations from atomistic simulations
and from estimations from linear anisotropic elastic theory. Separations are given in units of the
lattice spacinga0. For comparison,ab initio calculations of stacking-fault energies for Mg [19]
and Zr [20] have been included.

ab initio

Zr EAM Zr FS lj56 Zr Mg

Stacking-fault energy (mJ m−2) 3.3 50 0.138 102 44
Simulatedp1–p2 separation (a0) 12 5 5 — —
Estimatedp1–p2 separation (a0) 167 12 — 5.9 5.3

potential described above. It also has a significantly higher (and more accurate) basal-plane,
stacking-fault, energy. Most of the figures in this paper were generated using this potential.

In addition, we have also repeated some of the calculations using the lj56 potential [14].
This was chosen primarily to compare with the results of Minonishiet al [4, 5] and Liang and
Bacon [15] who performed simulations of the same dislocation considered here using the lj56
potential. Previous work differs from ours primarily in the size of the simulation. As we shall
show below, this directly affects the observed dislocation core structures.

The initial conditions were generated as in previous studies [4, 6]. A displacement field
was calculated from anisotropic elasticity [16, 17], corresponding to a perfect dislocation with
a Burgers vectorb = 〈c + a〉. This displacement field was imposed on a perfect lattice, with
a number of different starting positions of the dislocation. From this structure, a cylindrical
region was chosen, including all atoms within a distanceR of the dislocation line. In all of
these studies, we setR to either 120 Å or 180 Å, to check the effects of the system size. No
differences were found between these different simulation sizes. The repeat distance along the
line of the dislocation was chosen to be four times [11̄00]. Thus, the simulation is essentially
two dimensional.

Once this region was selected, an outer ‘frozen zone’ was selected. In this outer zone,
the atoms were fixed during the simulations. This zone was chosen to be all of the atoms
within 10 Å from the outer surface of the simulation, somewhat larger than the interaction
distance for the EAM or FS potentials. The size of the simulation region plays an important
role in determining the core structure. As shown later, a small simulation region can prevent
the core from splitting, and hence, may produce a stable undissociated core. In comparable
simulations, Minonishiet al [5] used a total of approximately 8000 atoms, and Liang and
Bacon [6] used a total of 9000 atoms. However, the number of atoms in the inner ‘relaxable’
region was about 1000 in both papers, which may not be large enough to give the splitting of
dislocations. In order to overcome this limitation, we have performed large-scale simulations,
using approximately 97 000 atoms, of which about 86 000 atoms are free to relax, and have
thus minimized the size effects.

For the lj56 potential, we chose a rectangular box shape, with an active region ranging
from−40d to 40d in thex-direction (along the Burgers vector) and from−35d to 35d in the
y-direction. This left a total of 50 000 atoms free to move. We chose this size to explore size
effects (see discussion), in order to compare with the lj56 simulations of Minonishiet al [4, 5].

After generating the initial coordinates, we used a classical molecular dynamics (MD) code
to perform a rapid quench of the system, in order to find a local minimum in the energy. This
was performed using the ‘dynamic’ technique [18]. For the EAM model, the atomic relaxation
was also carried out independently using a simple steepest-descent technique, producing nearly
identical results. Following this, we performed MD simulations of the system atT = 500 K for
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approximately 40 ps, in order to ‘anneal’ the structure. Finally, another quench was performed.
In all cases, the dislocation structure after the final quench was qualitatively the same as after
the initial quench. Based upon these results, we only used the dynamic technique for atomic
relaxation, for the FS and the lj56 systems.

3. Non-planar dislocation core structures

To fully explore the possible dislocation structures, we tried a series of 12 initial conditions.
For each potential, we found that certain initial conditions resulted in structures corresponding
to a type II dislocation observed in previous simulations [4, 6]. In the remaining cases, a new
structure, which we have denoted as a type III dissociation, was observed. We did not observe
an undissociated (type I) structure after the initial quench. We note that there did not seem to
be any correlation between the initial conditions that produced the type III dislocations in one
potential, and those that produced these configurations in other potentials.

As the type II structure has been thoroughly studied [4, 6], we will only describe the type III
structure. The core structure for the FS potential is shown in figure 2. The most interesting
feature is a large distorted region extending to the left and upwards from the dislocation. This
contains a small area that is twinned on the(112̄1) planes, as indicated by the traces on the
figure. This is very similar to the twinned regions near type I cores seen in [4, 6]. However,
there is an important difference: the dislocation dissociates according to

b→ 1
3[101̄0] + 1

3[011̄3̄] (2)

with the first of these terminating a basal-plane stacking fault. This non-planar splitting is a
sessile configuration, unlikely to slip on the(112̄2) plane.

We will denote this dissociation by

b→ p1 + p2 (3)

with the identification

p1 ≡ 1
3[101̄0] (4)

p2 ≡ 1
3[011̄3̄]. (5)

The partialp1 also occurs in the usual splitting of the〈a〉 Burgers vector,
1
3[112̄0]→ 1

3[101̄0] + 1
3[011̄0]. (6)

To identify the partialp1, we examined the relative displacements around the dislocation.
In figure 3, the relative displacement of the basal planes immediately above and below the
partialp1 is shown. There are relative motions both parallel and perpendicular to the line,
indicating the mixed nature of thep1 partial dislocation. The edge component is dominant,
with the magnitude of the screw component smaller by a factor of

√
3. This indicates that the

Burgers vector is at an angle of 60◦ to the line of the dislocation. This, combined with the
calculated total magnitude of the Burgers vector, is consistent with the dissociation given in
(2).

The separation of the partials along the basal plane (equation (2)) is significant,
approximately 22 Å for the FS potential. The separations for each potential are given in
table 2. From this table, we see that there is a correlation between the basal-plane, stacking-
fault energies and the separation: a larger value of the stacking-fault energy reduces the
separation. However, the separation is significantly less than what would be predicted from
anisotropic linear elasticity theory, based upon (2).
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Figure 2. The structure of the type III dislocation. The dislocation has split according to
b→ 1

3 [101̄0] + 1
3 [011̄3], with the partials separated by a basal-plane stacking fault.

Type III dissociations found for the EAM and lj56 potentials were similar. The separations
for both the FS and EAM potentials are shown in table 3, along with the stacking-fault energy for
each potential. The stacking-fault energy is particularly low for the EAM potential, producing
the largest splitting. To provide a comparison, we note that theab initio calculations of the
stacking-fault energy for Mg is 44 mJ m−2 [19] and 102 mJ m−2 for Zr [20]. Bond-order
potential calculations for Ti produce stacking-fault energies similar to theab initio Zr results
[11]. Although the empirical potentials generally produce lower stacking-fault energies than
the more accurateab initio results, the separation is significant in all cases.

Table 3 shows a qualitative correlation between the basal-plane, stacking-fault energy0b

and thep1−p2 splittingw12. Including only the interaction between thep1 andp2 dislocations
is overly simplistic for the type III dislocation core, because there are additional interactions
with the twin nucleus. While difficult to account for in an accurate manner, we present a
schematic approach in figure 1(b). In this figure, we have added twinning dislocations at either
side of the twin nucleus, sufficient to produce a four-layer twin. For the1

3(112̄1)[1̄1̄26] tension
twin system, twinning partials have Burgers vectors ofbt = (e/2)η, whereη = 1

3[1̄1̄26] and



Atomistic study of hcp〈c + a〉 {112̄2} dislocations 31

-30.0 -20.0 -10.0 0.0 10.0 20.0
Position along 1/3[1120] direction (angstroms)

-2.0

0.0

2.0

4.0

6.0

Sl
ip

 d
is

pl
ac

em
en

t(
an

gs
tr

om
s)

1/3[1120] displacement
1/3[1100] displacement
[0001] displacement

Figure 3. This figure shows the relative displacement of (0001) basal planes passing around the
dislocation in the type III dissociation. From this figure, we see that the partialp1 has both a [11̄20]
edge components, and a [11̄00] screw component. The Burgers vector of the partialp1 forms an
angle of 60◦ with the line of the dislocation.

Table 3. Geometry of the type III dislocation core dissociations, along with basal-plane, stacking-
fault energies and(112̄1) twin boundary energies derived from the separations. The widthsw12
andw23 are thep1–p2 separation and the twin nucleus width, respectively. For definitions ofθ and
φ, see figure 1(b).

0 (mJ m−2)
w12 w23 φ θ

(nm) (nm) (degrees) (degrees) (0001)(112̄1)

EAM 4.2 3.6 50.6 56.5 26 99
FS 2.2 4.2 76.4 30.7 140 47

e = 2/(4γ 2 + 1) ≈ 1
6 for Zr with γ ≡ c/a = 1.63 [21]. Therefore, the total strength of four

twinning partials isp3 = [1̄1̄26]/9. Consequently, the Burgers vector of the sessile partial
located at the corner of this non-planar dissociation isp2 = [145̄3]/9. Thus, the splitting given
in (2) has been modified to

b→ 1
3[101̄0] + 1

9[145̄3] + 1
9[1̄1̄26]. (7)

The widths of the basal stacking fault,w12, and the tension twin,w23, are given in table 3.
The angle between the twin habit plane and the basal plane is8 = tan−1 (2γ ) = 73.0◦. The
other two angles,θ andφ, defined in figure 1(b) are also given in table 3. Using anisotropic
elasticity theory, we calculated the forces on the dislocations. BothFx andFy force components
(along the〈c+a〉 direction and perpendicular to the(112̄2) plane, respectively) of the pair-wise
interaction were calculated first. The net results ofFx in the fault planes were determined atp1

andp3. By requiring that the total glide forces balance to zero, we calculate the basal-plane,
stacking-fault energy,0b, and twice the(112̄1) twin boundary energy, 20t . These results with
the two sets of elastic constants are listed in table 3.
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As compared to0b = 3.3 mJ m−2 and0t = 285 mJ m−2 [22] calculated using the
EAM potential, the basal-plane, stacking-fault energy is higher by a factor of 7.9, while the
twin boundary energy is lower by a factor of 5.8. Based upon the FS potential, we obtain
0b = 50 mJ m−2, and Serra and Bacon [23] reported0t = 278 mJ m−2. As compared to
these results for0b and0t , the values listed in table 3 are higher by a factor of 2.8 and lower
by a factor of 11.8, respectively. This comparison suggests that nonlinear elastic interactions,
ignored in this analysis, assist in the twin nucleation, creating a larger than expected twinned
region. Simultaneously, the complementary splitting on the basal plane is suppressed.

We note that we have not observed a separation into separatec and 〈a〉 dislocations.
Within isotropic, linear elasticity theory, there should be no reason for these to interact, and
we would expect that they could separate. However, this neglects two points. First, anisotropy
can introduce an interaction between these dislocations. However, this can be expected to be
weak. Second, they may lower their energy through an interaction of the dislocation cores.
This effect is beyond the assumptions of linear elasticity theory. We have applied a strain
on the basal plane, coupling to the〈a〉 portion of the dislocation, to attempt to separate the
dislocations. We find that under reasonably strong strains (2%), this has the effect of increasing
the〈p1〉 partial separation, without unbinding the dislocations.

4. Energy calculations

Given that several possible dislocation structures exist, it is important to consider the energy of
the dislocations. While the energy of a single dislocation in an infinite crystal is not defined,
we may compare the core energies of different core structures, to find which structure has the
lowest energy.

To do this, we consider the energy contained within a distanceR from the dislocation.
The total energyET per unit length of the dislocation in the region defined by (0, R) may be
written as

ET = Ec(rc) +Ee(rc, R) (8)

whereEc(rc) is the energy in the ‘core’ region, where linear elasticity is not applicable. (Note
that the choice ofrc also defines the value ofEc.) The elastic energy outside the core region,
Ee(rc, R), is given by [24]

Ee = Ke

4π
b2 ln

R

rc
(9)

whereKe is the energy factor determined from anisotropic elasticity theory. From the
geometry of the〈c + a〉 dislocation and the elastic constants given in table 1, we find the
valueKe = 0.385 eV Å−3 for the FS potential.

We may also calculate the energy from the distortions of the dislocation from atomistic
simulations. If the equilibrium bulk energy per atom in the pure hcp structure isE0, then the
excess energy due to the atomic displacements within a distanceR of the dislocation core is

ET = 1

d

∑
i

(Ei − E0) (10)

whereEi is the total potential energy of atomi, d is the repeat distance along the direction
of the dislocation line (for this geometry,d = √3a0) and the sum extends for atoms within a
distanceR of the dislocation core. At long distances, the behaviour should follow that of (9).

Figure 4 shows the variation of calculated elastic energies with the logarithm of the
radius from the core, from the results for the FS potential. From this, we see that the basal
plane splitting (type III) is significantly lower in energy than that of the type II dislocation.
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Figure 4. EnergyET(R) per unit length of the dislocation, for the two types of dislocation found
in the simulations, as a function ofR. The dislocation energy is given in units of eV Å−1.

A similar calculation for both EAM and the lj56 potentials again shows that the type III
dislocation is lower in energy. At large distances (greater than approximately 40 Å), the
graphs are essentially parallel. This indicates that forR > 40 Å, the energies found in
the simulations behave as predicted by elasticity theory. At large distances, the energy
difference between the two structures corresponds to the difference in the total energy of
the dislocations.

5. Discussion

In this paper, we have used atomistic simulations to explore possible core structures of the〈c+a〉
edge dislocation. We expect that this dislocation core plays an important (and complicated)
role in determining the behaviour of hcp metals underc-axis compression and tension. For
Mg and Be, the dominant deformation mode is the(112̄2) 〈c+a〉 slip system; the compression
twinning mode in Ti and Zr has the same elements. Therefore, it is expected that〈c + a〉
dislocations may determine the non-basal deformation mode.

Our simulation techniques are similar to those performed by Minonishiet al [4, 5] and
by Liang and Bacon [6]. However, they differ in several respects. First, in addition to
simple pair potentials, we have also used more sophisticated EAM and FS potentials fitted
to equilibrium properties. Second, and most importantly, we have used significantly larger
system sizes. Finally, we have not only performed local minimization, but we have also
annealed the dislocation cores in an effort to find the lowest-energy structures.

Unlike previous investigations [4–6] we do not observe a stable, undissociated core.
Instead, we see a new core dissociation, which we label as ‘type III’, where the core emits
a p1 ≡ 1

3[101̄0] partial dislocation along the basal plane. The remaining partial has a core
structure containing a(112̄1) twin nucleus, similar to the undissociated ‘type I’ core found
in previous simulations [4–6]. We observe the type II dislocation found previously [5, 6], in
which the dislocation splits along the(112̄2) slip plane, with a stable stacking fault on the slip
plane. We have found that the type III dislocation has a core energy that is lower than that of
the type II, by analysing the energy distribution in our simulations.
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We believe that previous simulations [4–6] were severely affected by the small system
sizes. In these previous simulations, only a small region (about 1000 atoms) is allowed to
relax. This prevented the type III core from forming. Having only a small region to dissociate,
and having to match the boundary conditions, prevents the partialp1 from separating from
the original dislocation. We have tested size effects for the type III dislocation for the EAM,
FS and lj56 potentials. For these calculations, we chose a rectangular system, and varied
the size of the system. For the EAM potential, which has a large splitting, the system
size must be made very small (∼15 Å normal to the(112̄2) plane) in order to suppress
the dissociation. For the FS and lj56 systems, however, the splitting for the large system
is still not too large, and is suppressed rather easily. Once the system size perpendicular to
the (11̄22) plane is smaller than∼15a0, then the core remains in an undissociated (type I)
configuration.

The splittings are very sensitive to the stacking-fault energy, and are not likely to be
accurately modelled for any given material by any of these potentials. In particular, Zr and
Ti have large basal-plane, stacking-fault energies, close to 100 mJ m−2 [11, 20]. Basal-plane
slip is therefore not usually observed in these materials. However, the stacking fault is stable
[11, 20], and so a type III dissociation may occur for these materials.

We expect that the type III core will be more sessile than the type II, as the partials for
the latter core will slip on the(112̄2) plane. For the type III core, the partialp1 moves on the
basal plane, while thep2 partial should slip on the(112̄1) plane. Thus, the two partials cannot
move together. We also expect that shear on the(112̄2) plane will have a different effect on
the type III dislocation than compression/tension along thec-axis, as the latter will not couple
to the motion of thep1 partial along its easy-slip direction.

It is possible that different types of cores occur in different materials, giving rise to different
behaviour underc-axis compression and tension. It is plausible that in a material where the
dislocation has a type II structure, that the(112̄2) slip will be the deformation mode. If
the type III structure occurs, then the lack of mobility may hinder slip, and twinning may be
favoured. We also note that the presence of a type III configuration may assist in the nucleation
of (112̄1) twins. This suggests that there may be a correlation between metals that exhibit
compression twinning on the(112̄2) plane, and those that have tension twinning on the(112̄1)
plane. This is borne out by experiments: Ti and Zr show both types of twin modes, while Be
and Mg show neither [3].

In conclusion, we have observed two different core structures for the〈c + a〉 edge
dislocation in simulations of hcp materials. Both of these structures are dissociated, with
the type III structure (not observed in previous simulations) having a sessile geometry,
splitting along the basal plane. For all potentials considered here, this latter type is lower
in energy.
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by many factors such as powder size and their distribu-
tions, mole fraction of substances, material purity, par-
ticle surface condition, particle shape, mixing condition,
and deformation of powders during compaction [14].
Moreover, a formation of low-thermal conductivity
intermediate phases during reaction synthesis may also
a�ect the thermal conductivity of compacts.
In this study, the e�ects of heat treatment, test tem-

perature, material density, and formation of intermediate
phases on the thermal conductivity of elemental powder
compacts with a nominal composition of 75Ni±25Al in
mole fraction are investigated using a laser-¯ash method.

2. Experimental procedures

A powder mixture which contains 75Ni±25Al in mole
fraction was prepared from these elemental powders by
milling with Al2O3 balls. Ni and Al elemental powders
used previously [4,15] had an average particle size of
approximately 5 and 15 mm, respectively.
In order to investigate the e�ect of relative density and

temperature on the thermal conductivity, two groups of
powder compacts were prepared. Disc specimens of 25
mm in diameter and 2 mm in thickness were shaped by
applying a uni-axial stress of about 140 or 350 MPa.
Loading time of a few minutes was used in order to
achieve a preset compact density. The powder samples
were then compacted to a density, relative to the bulk
Ni3Al, of 60% at an applied stress of 140 MPa, and 72%
at 350 MPa. These values will be referred to as ``nom-
inal'' relative density for each group of compact samples.
The e�ect of heat treatment on the thermal con-

ductivity of compact samples with a relative density of
60%, produced by 140 MPa, was studied. In the pre-
vious work, powder compacts were heated to a tempera-
ture of 620�C, just below the melting point of Al, for
several minutes for SHS initiation [4]. In the present study
heat treatments were conducted at 400�C in order to avoid
SHS for 48 or 1000 h in an evacuated quartz tube.
The microstructure of heat-treated specimen was

observed using a scanning electron microscopy (SEM)
operated at 20 kV and compositional analysis was con-
ducted by an energy dispersive X-ray spectroscopy
(EDS) equipped on the SEM. Thermal conductivities of
these specimens were measured by a laser-¯ash method.
Details of the method were described elsewhere [16].

3. Results and discussion

3.1. Thermal conductivity of powder compacts

Fig. 1 compares the temperature dependence of the
thermal conductivity of powder compacts with 72 or
60% relative density with that of pure Ni and Al metals

obtained from the literature [10]. The thermal con-
ductivity for each group of compact samples is lower
than those of the metals, however, their temperature
dependences are quite similar. The temperature depen-
dence of the thermal conductivity of the compacts can
thus be attributed to those of elemental materials. This
similarity suggests that the thermal conductivity at high
temperature region can be estimated from the data at
ambient temperature.
The e�ect of relative density on the thermal con-

ductivity of powder compacts without heat treatment is
shown as open symbols in Fig. 2. As can be expected,
the compact with a higher density has a higher thermal
conductivity. In this ®gure, several curves are calculated
based on the equation proposed by Russell [17] to pre-
dict the thermal conductivity of pure Ni or Al powder
compacts under di�erent assumptions. In one case
where voids with the same size are separated by solid
walls, referred as the isolated-void model, the thermal
conductivity of such compact can be given as,

kc
ks
�

P2=3 � ks
ka

1ÿ P� �

P2=3 ÿ P� ks
ka

1ÿ P2=3 � P
ÿ � �1�

where kc is thermal conductivity of a compact, ks for
solid, ka for air space, and P for porosity fraction. The

Fig. 1. The temperature dependence of the thermal conductivity of a

3Ni±1Al mixed powder compact (specimen 1) with 72% relative density,

Ni and Al elemental bulk specimens from the literature [10]. The room

temperature thermal conductivity of a powder compact (specimen 2)

with 60% relative density (without heat treatment) is also plotted.
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thermal conductivity of air is used for ka. Both the cal-
culated thermal conductivities of pure Ni and Al powder
compacts are shown in Fig. 2 for comparison.
In another case where solid particles of the same size

are surrounded by air or vacuum, a reverse of the
isolated-void model, referred to as the isolated-particle
model, the conductivity is still given in the same type of
equation, except that P is replaced with (1ÿP) and ks is
changed with ka. In this case, there is no di�erence in the
calculated thermal conductivity of Ni and Al compacts
with the relative density lower than 98% as shown in
Fig. 2. Note that the assumption of the isolated-particle
is not applicable to 3Ni±1Al powder compacts with much
higher thermal conductivities measured experimentally.
The values measured experimentally are rather lower

than those predicted by the isolated-void model using
the thermal conductivity of bulk Ni metal with ``nom-
inal'' relative densities. In view of the volume fraction
and particle sizes used in the present study, it is reason-
able to assume that large Al powder particles are sur-
rounded by small Ni powder particles. Al oxides are
expected to form on Al powder surfaces, which will
serve as a thermal barriers. The 3Ni±1Al powder com-
pacts can be thus considered as Ni network separated
by ``Al'' voids (Al oxide coated Al particles). This con-
®guration of powder compacts will e�ectively reduce the

relative density from 60% (normal density) to 40%
(e�ective density), and from 72 to 48%. As indicated in
Fig. 2, the solid data points based on the e�ective den-
sity agree well with the theoretical prediction for Ni
powder compact. The higher thermal conductivity of the
compact sample with a higher relative density than the
theoretical value may be achieved by considering that
Al2O3 layer on Al particles are broken mechanically
during pressing.

3.2. Formation of intermediate phases and their e�ect on
thermal conductivity

Before ignition or during combustion reaction, inter-
mediate phases are formed, and these phases may a�ect
the thermal conductivity of powder compacts. To
simulate microstructural evolution produced by anneal-
ing at 620�C for a few minutes, typical duration prior to
ignition, specimens were heat-treated for 48 or 1000 h at
400�C. These heat treatment durations will result in the
formation of Al3Ni and Ni2Al3 in Ni±Al di�usion
couple [7,9,12]. Fig. 3 shows the back scattering electron-
image of the compact by the SEM, which was heat-
treated for 1000 h at 400�C, corresponding to heat
treatment for about 300 s at 620�C in terms of bulk
di�usion rate [7,9,12]. Observed in the ®gure are only
intermetallics such as Ni2Al3, NiAl and Ni3Al, and Ni-
solid solution with no residual Al powder particles.
Through the analysis by EDS, it is found that darker
regions contain a higher amount of Al. It is noteworthy
to mention that intermetallics are formed not only
between former Ni and Al elemental particles but also
between former Ni particles. As shown in Fig. 3, phase
contour lines indicating the boundaries of intermediate
phases are visible in concentric con®gurations in the
interior of the former Ni particles. In view that no liquid
phase formation in the specimen, this con®guration can
be attributed to a transport of Al across Ni particle
boundaries by fast di�usion on free and/or contacting
surfaces, followed by slower bulk di�usion into former
Ni particles.
Fig. 4 shows the e�ect of heat treatment duration on

the thermal conductivity. The thermal conductivity of
the compact specimen without heat treatment is 18.6 W/
m/K, and it increases to 26.4 W/m/K after heat treat-
ment for 48 h at 400�C. This increase is considered to be
caused by the destruction of the oxide layer on Al par-
ticles and the joining of Al±Ni particles by interdi�u-
sion. If all the oxide layers on Al particles are broken, Al
particles should contribute to the thermal conduction
thoroughly and not ``e�ective'' but ``nominal'' relative
density should be taken. The Al particle, which has a
higher thermal conductivity than the Ni particle, is
expected to raise the thermal conductivity of the compact
to the value higher than the theoretical one predicted by
the Ni-powder compact curve shown in Fig. 2. The

Fig. 2. E�ect of relative density on the thermal conductivity of com-

pacts with and without heat treatment. In order to evaluate the Ni

powder network as a heat conducting path, ``e�ective'' relative den-

sities of both powder mixtures are calculated based on the amount of

Ni particles in each compact.
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thermal conductivity after heat treatment for 48 h (a
half-®lled symbol) becomes close to but is still lower
than the predicted value from the relative density of
60%, as shown in Fig. 2. This comparison suggests that
not all oxide layers on Al and Ni particles are broken at
this moment.
Thermal conductivity decreases to 10.5 W/m/K after

heat treatment for 1000 h at 400�C, which must be
associated with the formation of intermetallics and Ni-
solid solution layers on particle surfaces as shown in
Fig. 3. Fig. 5 shows that the thermal conductivity of a solid
solution alloy is much lower than that of pure elements
[16,18]. It is found that thermal conductivities of inter-
metallic phases are rather higher than interpolated values
for disordered states with corresponding compositions;

however, they are still lower than those of pure elements
that compose the alloys. These intermetallic phases and
Ni-solid solution formed between and inside of par-
ticles, govern the thermal conductivity of the long-term
heat-treated compact. The formation of those phases
through the interdi�usion process is also a key nature of
the reaction synthesis. This implies that the thermal

Fig. 4. E�ect of heat treatment duration at 400�C on the thermal

conductivity of Ni±Al powder mixture compact with a relative green

density of 60%.

Fig. 3. The back scattering electron-image of compact by SEM, which was heat-treated for 1000 h at 400�C.

Fig. 5. Thermal conductivities of various phases in the Ni±Al alloy

system. The U-shaped line represents the conductivity of disordered
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conductivity of compact changes during reaction syn-
thesis and the measurement of the thermal conductivity
of initial mixed powder compact itself is not enough for
precise modeling of the reaction synthesis, unless all the
e�ects of the formation of intermetallic phases during
heat treatment or pre-ignition duration are taken into
account.
As mentioned above, intermediate phases and Ni-

solid solution are formed not only between former Ni
and Al particles but also between former Ni particles,
because of fast di�usion on free and/or contacting sur-
faces. Nevertheless, the data on such di�usion processes
are quite limited [10]. As the activation energies for dif-
fusion on free and/or contacting surface are generally
smaller than that for bulk di�usion, the e�ect of such
di�usion on the thermal conductivity and micro-
structural evolution during the reaction synthesis
becomes dominant over a bulk di�usion at low tem-
peratures. It also suggests that such di�usion processes
will play a key role in simulating the reaction synthesis.

4. Conclusions

Thermal conductivity of 3Ni±1Al elemental powder
compacts was investigated as a function of temperature,
compact density and heat treatment. The following
conclusions can be drawn from this work.

1. Thermal conductivity of the compacts is much
lower than those of elemental bulk specimens,
although temperature dependences are quite simi-
lar. Highly densi®ed specimen virtually has higher
thermal conductivity.

2. Not only between former Ni and Al elemental
particles but also between former Ni particles,
various intermetallic phases are formed after long-
term heat-treatment. The contour lines are
observed in former-Ni particles as a result of the
transport of Al into Ni particle boundaries by fast
di�usion on a free and/or contacting surface fol-
lowed by slower bulk di�usion.

3. Thermal conductivity of a specimen after heat treat-
ment for 48 h at 400�C is 40% higher than that with-
out heat treatment. This increment is caused by the
contributionofAlparticles to the thermal conduction
as a result of destruction of surface oxide layers onAl
particles and joining of them together.

4. Thermal conductivity after heat treatment for 1000
h at 400�C decreases to 10.5 W/m/K (being about
40% of that after heat treatment for 48 h). This
decrease is caused by the formation of layers of
low thermal conductivity materials such as inter-
metallics and Ni-solid solution between and inside
of former Ni particles.
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Abstract

The A15 phase Mo3Si is an important constituent of a new class of silicides based on Mo±Si±B. In this research it will be shown
that, contrary to published results, single-phase Mo3Si is slightly o�-stoichiometric. In addition, it remains single phase in a small
composition range. Its room temperature fracture toughness is on the order of 3 MPa m1/2. The compressive strength at 1400�C in

argon decreases with decreasing strain rate and increasing Si concentration. # 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Silicide intermetallics based on Mo, Si and B are cur-
rently of interest as potentially oxidation resistant, high
temperature structural alloys [1±9]. One type consists of
Mo5SiB2, Mo3Si, and a toughening a-Mo phase [5±9],
another consists of Mo3Si, Mo5Si3, and Mo5SiB2 [1±4].
The phase Mo5Si3 has been studied in considerable detail.
The elastic constants of Mo5Si3 determined by Fu et al.
[10] by ab-initio calculations are in good agreement with
Chu et al.'s experiments [11]. Meyer et al. [1] investigated
the high temperature creep properties of powder metal-
lurgical Mo5Si3 at compressive stresses of 120±180 MPa.
Some research has also been performed forMo3Si. Fig. 1
shows a section of the Mo±Si binary phase diagram.
Mo3Si forms by a peritectic reaction at 2025�C. Chris-
tensen [12] prepared single crystals of Mo3Si and investi-
gated them by neutron scattering. Consistent with the
phase diagram in Fig. 1, Christensen foundMo3 Si to be a
line compound. Meyer et al. [1] found a high density of
dislocations in the Mo3Si phase in a three-phase
Mo5Si3±Mo5SiB2±Mo3Si alloy after creep testing at
temperatures near 1300�C. The slip system was con-
sistent with (001)<100>. Misra et al. investigated the
microstructure and mechanical properties of a Mo3Si±
Mo5Si3 eutectic composite [13]. Using an indentation
cracking technique, they determined the room tempera-
ture fracture toughness to be 1±1.5 MPa m1/2. Raj [14]

investigated the oxidation and mechanical properties of a
ternary (Cr,Mo)3Si compound. Using a single-edge pre-
cracked beam technique, he found room temperature
fracture toughness values on the order of 2±3 MPa m1/2.
The purpose of the present work is to add to our knowl-
edge of binary Mo3Si. We will verify its single-phase
composition, determine its room temperature fracture
toughness and hardness, and assess its high temperature
strength.

2. Experimental procedure

Alloys with nominal silicon concentrations ranging from
22 to 28 at.% were prepared by arc-melting of nominally
pure elements in a partial pressure of argon (99.999%
purity). Prior to melting, a Zr getter was melted to
remove residual oxygen from the pumping chamber.
The alloys were drop-cast into water-cooled copper
molds with a diameter of 12.5 mm. Table 1 shows the
nominal compositions and the compositions calculated
by assuming that the weight loss during melting and
casting were due to evaporation of either Si or Mo (since
Si has a higher vapor pressure than Mo, it is assumed
that the weight loss is due to loss of Si). A comparison
with the nominal compositions shows that the actual Si
concentrations of the cast specimens were lower than
the nominal ones by typically 0.1±0.9 at.% (all discus-
sions in this report will refer to nominal composition).
Inductively coupled plasma (ICP) analysis by a commercial
vendor resulted in substantially lower Si contents. As
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pointed out by Huebsch et al. [16], the calculations from
the weight losses were the best option for determining
the compositions. The specimens were annealed in a
vacuum of 10ÿ4 Pa for 24 h at 1600�C, and then cooled
using a cooling rate of 2.5�C sÿ1 between 1600 and
1000�C. After metallographic polishing, the specimens
were etched with Murakami's reagent for 1±2 s. The
etched specimens were observed in an optical microscope
as well as a scanning electron microscope equipped with
an energy dispersive spectroscopy (EDS) system for
determining the Mo:Si ratios in the alloys. The lattice
parameters were determined by X-ray di�raction of
powders with a size of <45 mm and an internal silicon
standard. The experimental accuracy of the lattice para-
meter measurements was estimated to be 3�10ÿ4 AÊ . Pyc-
nometric densities of coarse 40±80 mesh powder ground
from the castings were determined in a He pycnometer.
Microhardnesses were measured with a Buehler micro-
hardness tester at a load of 500 g and a holding time of 15
s. Standard deviations were calculated from 10 measure-
ments each. Fracture toughnesses were measured at
room temperature using three-point ¯exure bars with

cross-sections of 3�4 mm, a span of 10 mm, and an elec-
tro discharge machined single-edge notch with a depth of
2 mm. The fracture toughnesses were calculated from the
maximum load according to the corresponding equation
in ASTM standard E399-90 [17]. Compression specimens
with dimensions of 2�2�4mmwere alsomachined. They
were compressed in an Instron 4501 testing machine at
1400�C in argon. In order to know the dependence of the
yield stress on the strain rate, di�erent initial strain rates
of 10ÿ3, l.8�l0ÿ4 and 10ÿ5 sÿ1 were chosen.

3. Results and discussion

3.1. Microstructure

Fig. 2 shows optical micrographs of Mo3Si specimens
with di�erent Si concentrations. As expected from the
phase diagram, the specimen with 22 at.% Si contains
a-Mo precipitates in a Mo3Si matrix (Fig. 3a). These pre-
cipitates were identi®ed by EDS as well as X-ray powder
di�raction. They are at the grain boundaries suggesting
that they controlled grain growth during the heat treat-
ment. The specimen with 25 at.% Si (Fig. 2c) contains
small particles of Mo5Si3 in a Mo3Si matrix. Its grain
size (not visible in Fig. 2c) was much larger than that of
Mo±22 at.% Si. The specimen with 24 at.% Si (Fig. 2b)
has also a large grain size because it does not contain
second phases impeding its grain growth. Consistent with
X-ray analysis, this alloy is single phase. Calculations of
the single phase composition of ``Mo3Si'' were also
made based on the measured precipitate volume fractions
in Mo±22 at.% Si and Mo±25 at.% Si. In both cases a
single phase composition near 24 at.% Si was predicted
from the overall compositions and the measured volume
fractions of a-Mo or Mo5Si3, respectively. In disagree-
ment with the publishedMo±Si phase diagram, the results
of this study suggest that the single phase composition of
Mo3Si after cooling from 1600�C is not Mo±25 at.% Si,
but near Mo±24 at.% Si.

3.2. Lattice parameter

Fig. 3 shows the room temperature lattice parameter
as a function of silicon concentration. IfMo3Si were a true

Fig. 1. A section of the binary Mo±Si phase diagram showing the

compositions of the Mo3Si and Mo5Si3 phases [14].

Table 1

Nominal compositions of Mo3Si and the compositions calculated by assuming the weight loss during melting and casting to be due either Si or Mo

evaportation

Nominal Si concentration (at.%) 22.0 23.0 23.5 24.0 24.5 25.0 28.0

Initial mass of Si (g) 4.58 3.22 3.30 5.92 3.47 2.67 3.07

Initial mass of Mo (g) 55.42 36.78 36.70 64.08 36.53 27.33 26.93

Weight loss after melting (g) 0.25 0.068 0.105 0.04 0.036 0.06 0.002

Concentration of Si calculated from weight loss (at.% due to Si evaporation) 21.06 22.64 22.92 23.86 24.30 24.59 28.00

Concentration of Si calculated from weight loss (at% due to Mo evaporation) 22.09 23.05 23.55 23.88 24.52 25.07 28.03
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line compound, one would not expect a change in the lat-
tice parameter as the Si concentration crosses the single
phase composition. Fig. 3 shows, however, a lattice
parameter change between 23.5 and 24 at.% Si This

indicates a limited compositional range of the single
phase, on the order of 0.5 at.% or less. Fig. 3 is con-
sistent with the metallographic observation that the
single phase composition is near 24 at.% Si.
Between 23.5 and 24 at.% Si, the lattice parameter in

Fig. 3 decreases with a slope of ÿ0.007 AÊ /at.% Si. Since
Si is a smaller atom thanMo, such a decrease is expected.
A hard sphere model was used to estimate the change in
lattice parameter with Si concentration. The Goldschmidt
radii for Si and Mo (1.34 and 1.40 AÊ , respectively [18])
were used, and adjacent Mo atoms in Mo3Si were
allowed to overlap. Substitution of the Si atoms by Mo
resulted in a lattice parameter increase of 0.1 AÊ , corre-
sponding to a slope of ÿ0.004AÊ /at.% Si. The similarity
between the measured and predicted slopes shows that
the slope in Fig. 3 is physically reasonable. Following
Zhu et al. [19] the vacancy concentrations determined
from X-ray and pycnometric densities were found to be
on the order of 0.1 at.%. These values are on the order
of the experimental error. This means that, for the heat
treatment used in the current study, Mo3Si contains less
than 0.1 at.% thermal vacancies.

3.3. Microhardness

Table 2 shows the hardnesses of Mo3Si alloys after
furnace cooling from 1600�C or quenching from 1200�C

Fig. 2. Optical micrographs of etched specimens with (a) Mo±22 at.%

Si with a-Mo precipitates; (b) single-phase Mo±24 at.% Si; (c) Mo±25

at.% Si with Mo5Si3 precipitates.

Fig. 3. Lattice parameters of cast and annealed (24 h/1600�C) Mo±Si

alloys as a function of Si concentration.

Table 2

Microhardness of Mo±Si alloys for furnace cooled as well as quenched

specimens

Silicon

concentration (at.%)

Microhardness

HVN (0.5)a
Microhardness

HVN (0.5)b

22 1280�39 1295�43
24 1318�26 1322�22
25 1304�41 1322�35

a Annealed 24 hr/1600�C/furnace cooled.
b Annealed 2 hr/1200�C/oil quenched.
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into oil. The indentations for these measurements were
placed only in the matrix phase. In all cases, microcracks
originated from the corners of the indent. Within the
scatter of the measurements there was no distinct trend in
the hardness as a function of Si concentration. Consistent
with the absence of signi®cant vacancy concentrations,
the hardness of quenched Mo3Si was similar to that of
furnace cooled Mo3Si.

3.4. Fracture toughness

Table 3 shows the fracture toughnesses of three Mo±Si
alloys. For each alloy, two measurements were obtained.
Since the Mo±22 at.% Si alloy contains a-Mo particles,
some ductile phase toughening would be expected.
However, the scatter in the measurements was too high
to observe this trend. It should also be noted that the a-
Mo volume fraction in Mo±22 at.% Si is small (see Fig.
3a). Quantitative metallography showed it to be only
8.0 vol.% and therefore not much toughening would be
expected. The data in Table 3 indicate an average value on
the order of 3.0 MPa m1/2. The low value of one Mo±24
at.% Si specimen probably indicates the presence of a
crack below the surface of the notch.

3.5. Compression tests

Fig. 4 shows the 0.2% o�set yield stresses determined
from compressive engineering stress±strain curves for
Mo±22 at.% Si, Mo±24 at.% Si, and Mo±25 at.% Si
deformed at 1400�C with initial strain rates of 10ÿ3,
l.8�10ÿ4 and 10ÿ5 sÿ1, respectively (the stresses were

evaluated from the load and the initial cross sectional
area of the specimens). As would be expected, the yield
stress decreases with decreasing strain rate. Although
Mo±22 at.% Si contains a-Mo precipitates, its yield stress
is higher than that of Mo±24 at.% Si. This is somewhat
unexpected since a-Mo at 1400�C has a yield strength of
83 MPa [20], which is lower than that of Mo3Si (see Fig.
4 for l0ÿ3sÿ1). One possible explanation for this ®nding
is that the a-Mo particles may reduce internal cracking
during compression. For high Si concentrations (25
at.%), Mo5Si3 precipitates form. Because of their high
thermal expansion anisotropy [10], they may enhance
internal cracking, and this may result in lower observed
stress. Also, the defect populations in Mo3Si may be dif-
ferent depending on whether the compound is Si-poor or
rich, and this might give rise to di�erent strengths.

4. Summary

We have shown that the A15 silicide Mo3Si is not pre-
cisely stoichiometric, nor is it a true line compound. Its
single phase composition is nearMo-24 at.% Si. After fur-
nace cooling from 1600�C, the width of the single phase
region is on the order of 0.5%. Within experimental accu-
racy (0.1 at%), furnace cooled Mo3Si does not contain
thermal vacancies. Its room temperature fracture tough-
ness is on the order of 3.0MPam1/2. Finally, the strength at
1400�Cdepends on the Si concentration and the strain rate.
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Defects in iron aluminides probed with positrons
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Abstract
Positron lifetime spectroscopy and shape analysis of the Doppler broadened

positron annihilation peak were performed on iron aluminides containing
28 at.% , 40 at.% and 50 at.% Al. The electronic structure of the open volume
defects, probably double vacancies, as seen by positron spectroscopy was
independent of the heat treatment. Slight increases of the average positron life-
time as a function of quenching temperature indicate densities of double vacancies
su� ciently high to cause the positron wavefunction to overlap with more than
one defect. Positron lifetimes corresponding to trapping of vacancy-type defects
increased with aluminium content. Changes in the shape of the annihilation peak
suggest that the addition of aluminium causes a chemical shift of the iron 3d
electrons to lower momenta.

§ 1. Introduction
The system Fe1 xAlx is one of the most interesting transition metal aluminide

systems with respect to high-temperature application (RivieÁ re and GrilheÂ 1975,
Munroe 1997). Besides the property changes due to di� erent chemical compositions,
it is found that vacancies play an important role in the strengthening of FeAl; see for
example Chang et al. (1993) or Schneibel et al. (1996, 1997).

Positron spectroscopy is a very sensitive probe for open volume defects such as
vacancies, vacancy clusters or dislocations. In fact, vacancy formation and migration
enthalpies have been measured with high precision by means of positron lifetime
spectroscopy in a broad variety of metals and alloys, such as Fe3Al, cf . Schaef er et al.
(1990) or Wol� et al. (1997a). It is known that vacancies in this system occur primarily
on the iron sublattice (Paris and Lesbats 1978, Fu et al. 1993). Recently, it was shown
by internal friction measurements that the thermal vacancies in the stochiometric
compound FeAl are most likely double vacancies of second next neighbours on the
iron sublattice VFe 2 and triple defects, consisting of two iron vacancies and one
antisite iron atom 2 VFe FeAl (Damson 1998). The purpose of this work is to explore
the in¯ uence of the aluminium content on the nature of the thermal vacancies.

§ 2. Experiments and analysis
The reference samples of 99.999 at.% iron and 99.99 at.% aluminium were poly-

crystalline material annealed for 1 h in vacuum at 1100 C and 350 C, respectively.
The alloy specimens were prepared from (99.99 at.% ) iron and aluminium metals, by
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arc melting in argon. To establish a thermodynam ic equilibrium of vacancies the
samples were annealed and quenched as listed in table 1. The thin scale that appeared
after oil quenching was removed by electrochemical etching.

The samples were analysed by standard positron lifetime spectroscopy. A fast-
fast coincidence positron lifetime spectrometer with Pilot-U scintillators having a
resolution function of 220 ps full width of half maximum (FWHM) was used. The
source material was 14 m Ci 22NaCl solution deposited and dried on a 2 m m thick Al
foil, which was placed between two identical specimens (sample± source± sample
sandwich). Each spectrum contained 5± 7 million single events. Source correction
was made as described by Staab et al. (1996). The lifetime spectra were numerically
analysed using the program LIFESPECFIT (Puska 1978). Repeated measurements
con® rmed the measured lif etimes.

Doppler broadening measurements were made by recording the energy shif ts
of both annihilation photons in coincidence. This caused an increased peak±
background ratio of 105 compared with a single-detector set-up ( 200), see, for
example, Lynn and Goland (1976) or Szpala et al. (1996). The spectrometer con-
sisted of two pure germanium detectors facing each other with a distance of 30 cm
each to the centre where the sample sandwich was located. The same 22Na source
was used for both the lif etime and Doppler broadening measurements. Each
2 g coincidence spectrum contained 224 ( 1.67 107) single events, roughly 96%
of which remained after discarding the Compton scattered gamma quanta. For
that we added together the events along the lines E1 E2 const. in a strip
of 2m0c

2 1.74 keV < E1 E2 < 2m0c
2 1.74 keV, cf. the description in Asoka-

Kumar et al. (1996). The distribution of Doppler shif ts in energy was approxim ately
symmetrical about the channel corresponding to 511 keV. The two sides of the
distribution were summed and smoothed, with channel averaging over the
FWHM of the spectrometer resolution function.

The S parameter and the W parameter are empirical measures of the degree of
broadening. The S parameter is de® ned as the ratio of the area of the mid portion of
the annihilation peak to the area of the entire peak. The W parameter is the ratio
of the area of the wings of the peak to its entire area. The width of the regions for
both parameters is user-chosen, frequently so that the defect free material has
S 0.5 and W 0.05. S parameters are larger when positrons annihilate mostly
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Table 1. Sample speci® cations and preparations.

Thermal
Sample Material treatment

FA28-7 Fe72Al28 1h @ 1000 ë C oil quenched
FA40-7 Fe60Al40 3d @ 700ë C oil quenched

3d @ 700ë C oil quenched
FA50-5 Fe50Al50 3.7d @ 500ë C oil quenched

3d @ 700ë C oil quenched
FA50-6 Fe50Al50 1d @ 500ë C oil quenched

FA50-7 Fe50Al50 3d @ 700ë C oil quenched

3d @ 700ë C oil quenchedFA50-8 Fe50Al50 1d @ 800ë C oil quenched



with low-momentum electrons. W parameters are larger, and S parameters are
smaller, when annihilation occurs with core electrons of atoms, cf . West (1979).

To delineate di� erences in the summed and averaged spectra, they were normal-
ized to a reference spectrum of pure silicon, Czochralsky-grown and oriented in the
[100] direction. We normalized the spectra to the same area, i.e. overall annihilation
probability 1, instead of normalization to the same peak annihilation rate as
performed by Myler and Simpson (1997) , before they were divided channel-by-
channel by the reference spectrum. We assume the normalization to the same
overall annihilation probability to have the most physical meaning. Prior to the
normalization , both reference as well as measured spectrum, were smoothed by
adjacent averaging over a number of channels equal to the resolution function of the
spectrometer to decrease stochastic noise.

The positron age-momentum correlated spectrum was obtained by using the
output of the time± amplitude converter of the positron lifetime spectrometer as
second channel in the 2 g coincidence set-up. For that the sample sandwich was
placed right in front of the STOP probe facing the germanium detector at 30 cm
distance. The START probe was located at an angle of 120 from the STOP probe.

§ 3. Results and discussion
We measured in all samples positron lifetime spectra that consisted of a single

component, the value of which increased as a function of the aluminium content, cf .
® gure 1. The lifetime values give evidence that all positrons are trapped by open
volume defects. Our results are in reasonable agreement with those reported by
WuÈ rschum et al. (1995) for thermal vacancies in Fe61Al39 (¿1 187 ps), but di� er
somewhat from those reported by Wol� et al. (1997a). They found positron lifetimes
of 182 ps and 187 ps for Fe57Al43 and Fe52Al48 , respectively, at 700 C, which are
distinctly lower than those measured in this study.
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Figure 1. S parameter and defect lifetime ¿1 as a function of aluminium content in samples
of Fe1 xAlx oil-quenched from 700 C; ¿1 values for Fe and Al are from Vehanen et al.
(1982) and Schaefer et al. (1987) respectively; errors are smaller than symbol size, lines
are to guide the eye.



Recent experiments with positron spectroscopy, cf . Wol� et al. (1997a), and
internal friction measurements, cf. Damson (1998) , gave good reasons to assume
that the thermal defects in stoichiometric Fe50Al50 above a temperature of 700 C
are primarily antisites as well as double vacancies on the iron sublattice, whereas the
positron traps in the disordered A2 phase are apparently single vacancies, cf . the
positron spectroscopy results of Wol� et al. (1997b). Neutron scattering experi-
ments, however, were interpreted as to show vacancies on the Al sublattice, too
(Kogachi et al. 1998).

Figure 1 shows that the measured lifetime values are close to that for single
vacancies in pure iron, ¿1v 175 ps, cf . Vehanen et al. (1982). The observed increases
in defect lif etime and S parameter with aluminium content agree with the measure-
ments of Wol� et al. (1997a) and suggest that the average volume of the trapping
sites increases as a function of aluminium content.

The increase in ¿ and S parameter with the annealing temperature, cf. ® gure 2,
might be interpreted as a change from double vacancies to vacancy aggregates of
higher order. Owing to stochastic ¯ uctuations it is possible, on the other hand, that
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Figure 2. Average positron lifetime and S parameter in stoichiometric FeAl as a function of
annealing temperature prior to quenching and S versus W plot; lines are to guide the
eye.



after quenching a su� ciently large number of double vacancies, it is close enough for
the positron wavefunctions to overlap two of them and, hence, be more con® ned. We
agree with other workers (X. G. Zhang 1998, private communication) that this e� ect
should slightly extend the lif etime of the positrons as well as increase the S para-
meter. The overall density of open volume defects, on the order of 1 at.% , cf . Chang
et al. (1993) , is high enough to be considered in this case. This is also supported by
the S versus W plot in ® gure 2 which shows a rather straight line, indicating a change
in the electronic structure of the trapping sites.

As can be seen from ® gure 3, the positron annihilation lines obtained from the
material containing 40 at.% and 50 at.% Al, respectively, resemble almost completely
the line of pure Al. The annihilation line from Fe72Al28 , however, exhibits roughly
the same overall shape as the line from pure iron, although the ratio to the reference
is always lower in the entire high energy range Eg m0c

2 7.6 keV. We tried to
decompose this peak as a linear combination of the iron and aluminium peaks, but
due to the chemical shif t, cf . ® gure 4, this linear combination did not match the line
of Fe72Al28 . The fact that the positron annihilation lines in Fe50Al50 and Fe60Al40 are
only slightly di� erent from that of pure Al seems to indicate that the positrons are
trapped at vacancies in the iron sublattice which are surrounded by Al atoms. This
would be in agreement with the conclusions of many other authors that vacancies in
the system Fe± Al are mainly located on the iron sublattice, e.g. Damson (1998) , even
if MoÈ ssbauer spectroscopy shows that at high temperature iron atoms di� use par-
tially via vacancies on the aluminium sublattice, cf . Vogl and Sepiol (1994) and
Feldwisch et al. (1995). On the other hand, it might be possible that, due to electron
transfer, the positron is attracted more by the aluminium atoms and, therefore, its
wavefunction is biased towards the aluminium sites. To address this question, ab
initio calculations are proposed. The shape of the quotient spectrum of Fe72Al28 ,
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Figure 3. Doppler broadened positron annihilation line in Fe1 xAlx alloys oil-quenched from
700 C; the lines are normalized to the one of pure silicon.



however, is similar to that of pure iron, attributed to annihilation with iron electrons.
It indicates that the positrons are attracted not only by the aluminium atoms. The
environment of the vacancies consists of iron as well as aluminium atoms in the A2
structure.

The shape of the normalized positron annihilation peak of pure iron agreed
qualitatively with that given by Myler and Simpson (1997). The main peak of
our spectrum was located at the same energy Eg m0c

2 3.8 keV as that of
Myler and Simpson, but there were distinct di� erences in the peak shapes for
Eg m0c

2 8 keV. It is unknown at present what caused these di� erences.
Di� erent maximum quotients can be attributed to the di� erent normalization, cf .
§ 2, but not di� erences in shape.

The shape of the positron annihilation peak for Fe50Al50 was independent of the
annealing temperature, consistent with the positron lifetime results. The quotient
spectra derived from the peaks measured after the di� erent quenches would all ® t a
curve slightly broader than that shown in ® gure 3 for the 700 C specimen. These
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Figure 4. Fit of three Gaussian curves to the positron annihilation line of Fe1 xAlx normal-
ized to pure Al. The inset shows the centre position of the ® rst ® tted curve as a function
of the aluminium content; the line is to guide the eye.



results indicate that the chemical environment of the trapping sites remained basi-
cally the same after the di� erent heat treatments. Distinct di� erences, however, were
found in the very sensitive S parameters and W parameters, as shown in ® gure 2,
which is attributed to di� erent defect densities only.

The normalized spectra in ® gure 3 indicate that the addition of aluminium causes
the main peak, corresponding to iron, to be shif ted to di� erent energies. To better
illustrate this, the data in ® gure 4 are normalized to pure aluminium rather than to
pure silicon as in ® gure 3 to bring out the di� erences in the electronic structure.We
concentrate on the energy range Eg m0c

2 6.25 keV. Clearly, the maximum of
the peak shif ts to lower energies as the aluminium content increases. By an empirical
approach similar to that of Myler and Simpson (1997) , we ® tted three Gaussian
curves to the quotient spectra. The inset in ® gure 4 shows that the centroid of the
main Gaussian (lowest energy) shif ts from a di� erence of 2.93 keV with respect to
m0c

2, to a di� erence of 2.63 keV. Assuming the e� ective mass to be similar to the rest
mass, mef f /m0 1, the energy shif t of the g quanta would arise from a shif t in the
kinetic energy of the involved electrons from 33.6 eV to 27 eV. We tentatively inter-
pret this e� ect as due to the incorporation of the iron 3d electrons into the band
states of the alloy. The delocalization , perhaps, caused the momenta of the iron
electrons to be lowered.

It is questionable whether or not the high density of defects will signi® cantly alter
or even destroy the band structure of the intermetallic alloys. This gives rise to the
possibility that prethermal or pretrapping annihilation causes the observed changes
in the electron momenta. To exclude this possibility we measured an age-momentum
correlated spectrum (AMOC), cf . the article of Siegle et al. (1997) for the Fe50Al50

sample, which had the highest density of defects. As can be seen from ® gure 5, the S
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Figure 5. S parameter as a function of positron age in Fe50Al50 ( sample FA50-7, cf . table 1)
and corresponding positron lifetime spectrum. Slight deviations from the straight line
are due to contributions from the positron source.



parameter, and, therefore most likely, the entire electron environment is independent
of the age of the positron. Hence, the observed shif t of the annihilation gamma
quanta is really due to lowered electron momenta. Owing to the low count rate of

2.6 s 1 we were limited to 6 105 counts per spectrum, which prevented more
detailed studies of the annihilation line as a function of the positron age.

§ 4. Conclusions
Positron lifetime and the Doppler broadened positron annihilation line were

measured in oil quenched iron aluminium samples of di� erent stoichiometry. In
all samples the density of the quenched-in defects was su� cient to trap all positrons.
We found single lif etimes only, indicating one major kind of defect. The lif etime
values found were consistent with conclusions in the literature that at aluminium
contents of 40 at.% and greater the defects are predominant ly double vacancies.

Slight increases in lif etime and S parameter as a function of quenching tempera-
ture are interpreted as due to the very high density of double vacancies, causing the
positron wavefunctions to overlap more than one site.

The annihilation peak arising from positrons trapped at double vacancies in
Fe60Al40 and Fe50Al50 resembles the peak of pure aluminium, supporting the theory
that thermal vacancies in those alloys are mainly located in the iron sublattice.

By means of 2 g coincidence Doppler broadening spectroscopy it was found that
the momenta of some of the iron electrons, probably the 3d, with which the positrons
annihilate decrease with an increasing amount of aluminium in the alloy.
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Abstract

Many intermetallic compounds display an attractive combination of physical and mechanical properties, including high melting

point, low density and good oxidation or corrosion resistance. This has led to their utilization in many non-structural applications,
but success in structural applications has, to date, been limited. This paper reviews the current status of intermetallic applications,
with emphasis on new uses that are in place or pending. Most of the paper deals with aluminides and silicides, but there are several

more complex intermetallics that are being employed in battery and magnetic applications. Research on improved processing and
studies of the role of environment in mechanical behavior are shown to be key to developing practical alloys. # 2000 Elsevier
Science Ltd. All rights reserved.

Keywords: A. iron aluminides (based on Fe3Al); A. Magnetic intermetallics; A. Nickel aluminides, based on Ni3Al; A. Molybdenum silicides;

B. Superplastic behavior

1. Introduction

Intensive studies of the mechanical and physical
properties of intermetallic compounds have led to many
suggestions for potential structural and non-structural
applications. These include high temperature gas tur-
bine hardware, corrosion resistant materials, heat treat-
ment ®xtures, magnetic materials and hydrogen storage
materials. It is the objective of this paper to describe in
detail these and other applications, and to point out
research that needs to be done to insure improved
mechanical and/or physical properties.

2. Characteristics of intermetallics

For at least the past four decades research on inter-
metallic compounds has largely focussed upon mechan-
ical properties, especially involving low temperature
ductility and high temperature strength. Unfortunately,
many intermetallics are brittle or semi-brittle at room
temperature, rendering them di�cult to fabricate or

utilize in structural applications. In recent years it has
been found that brittleness in several aluminides and
silicides arises from an extrinsic environmental e�ect
which can be overcome by alloying, microstructural
control or coating. Examples of such compounds that
are adversely a�ected by moist environments are FeAl,
Fe3Al, Ni3Al and Ni3Si. Intermetallics, which are of
interest for elevated temperature applications, such as
the titanium aluminides, MoSi2 and several Laves pha-
ses, often display inadequate creep resistance. In some
cases such resistance has been improved by alloying or
compositing. Other key issues for many intermetallics
are the ability to process them in a cost-e�ective manner
and the provision of adequate corrosion or oxidation
resistance. Finally, for most compounds an insu�cient
database exists for designers to have con®dence in
replacing existing materials with intermetallics.
Other compounds have been studied for their inter-

esting physical properties, such as superconductivity,
hydrogen storage capability or magnetic properties.
Examples of intermetallics in each of these categories,
together with their prospects for industrial application,
will be discussed in subsequent sections of this paper.
An overall summary of applications for intermetallics
appears in Table 1.
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3. Intermetallics for structural, heat-resistant and cor-
rosion-resistant applications

The most widely studied intermetallics in this class
include aluminides of titanium, nickel, iron and niobium,
silicides of nickel, molybdenum and niobium and Laves
phases such as Cr2Nb. The physical properties of these
compounds are summarized in Table 2. Many of these
compounds have excellent corrosion and oxidation
properties because of the high content of elements that
form protective oxides. Therefore, applications for these
compounds sometimes extend far beyond their strength
and ductility.

3.1. Ni3Al

This compound has been the object of much research
to understand the factors controlling low temperature
ductility. It is now known that the brittleness of unal-
loyed Ni3Al stems from an environmental e�ect, and
boron serves to suppress the embrittlement. Numerous
alloys based upon Ni3Al have been developed with the
aim of improving high temperature creep resistance.
Although the mechanical properties are attractive, most
current usage is mainly in corrosion-related structural

applications. This is because oxidation and carburiza-
tion resistance is high, as are resistance to wear and
cavitation-erosion. A summary of current and potential
applications appears in Table 3. These applications
range from furnace rolls and radiant burner tubes for
steel production to heat treating ®xtures, forging dies
and corrosion-resistant ®xtures for chemical industries.
A photograph of various sizes of heavy wall, cen-
trifugally cast tubes of Ni3Al alloy IC±221M (Ni±
8wt.%Al±7.7 Cr-1.43Mo±1.7Zr±0.008B) appears in Fig.
1 [1]. Other applications for this alloy include radiant
burner tubes, center posts for pit-carburizing furnaces
and guide rolls for continuous casters. A stronger, more
creep resistant Ni3Al alloy, IC-438, (Ni±8.1wt.%Al±
5.23Cr±7.02Mo±0.13Zr±0.005B) has been identi®ed;
this alloy allows potential users to extend the maximum
use temperature of 1100�C for IC-221M to 1250±

Table 1

Applications of intermetallics

Structural

automotive

aerospace

Magnetic

Energy storage

batteries

hydrogen storage

Heating elements

Tools and dies

Furnace hardware

Corrosion-resistant

piping for chemical industries

cladding

coatings

Electronic devices

Table 2

Properties of high temperature intermetallics

Compound Structure Tm � E25�C Comment
�K g/cc GPa

Cr3Si A15 2043 6.5 357 Solubility range

MoSi2 C11 2303 6.24 425 Line compound

Cr2Nb C15 2043 7.7 218 C14 above 1858�K;

line compound

Nb3Al A15 2233 7.29 ± Line compound

TiAl L10 1723 3.9 173 Solubility range

Ti3Al DO19 1873 4.2 147 Solubility range

Nb5Si3 D8 2793 7.16 ± Line compound

Nb3Si L12 2153 7.4 ± Limited range of stability

Table 3

Applications of Ni3Al

Steel

As furnace rolls

Casting rolls

Radiant burner tubes

Heat treating

Fixtures for carburizing, furnaces, and air

Link belts for heating treating furnaces

Furnace mu�es

Radiant burner tubes

Chemical

Reaction vessels for higher temperatures

Tube hangers

Pallet tips for phosphate ore calcination

Pump impellers for slurries

Forging

Forging dies

Die repair as weld overlay

Chemical

For ethylene crackers

Air de¯ectors for burning of high sulfur fuel

Fig. 1. Photograph of various sizes of heavy-wall centrifugally cast

tubes of IC-221 M [1].
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1300�C for IC-438. Creep rupture strengths of the two
alloys, based upon the Larson±Miller parameter, are
compared in Fig. 2 [1,2].

3.2. NiAl

Much e�ort has been invested in attempts to utilize
NiAl alloys for gas turbine hardware. Unfortunately,
while NiAl single crystals were developed with creep
strengths comparable to those of Ni-base superalloy
single crystals, other mechanical properties of NiAl
were found to be inadequate. Ductility and fracture
surfaces remain low. In addition, Walston and Darolia
[3] showed in 1997 that impact resistance of high
strength single crystals is inadequate for turbine blades,
but might be su�cient for stationary parts such as vanes
and combustor liners. A directionally solidi®ed NiAl
alloy was more resistant to impact. Physical vapor
deposited thermal barrier coatings did not improve
impact resistance. It appears unlikely that these short-
comings can be overcome in the near future.

3.3. FeAl and Fe3Al

The iron aluminides, FeAl and Fe3Al, are notable for
their low cost, ease of fabrication and corrosion and
oxidation resistance. In addition, FeAl is characterized
by good resistance to catalytic coking, carburization,
sul®dation and wear. As a result, FeAl has seen appli-
cation as transfer rolls for hot rolled steel strip, ethylene
crackers and air de¯ector for burning high sulfur coal.
Structural applications for these compounds have been
limited by low ambient ductility, due largely to embrit-
tlement by moisture in air. However, several methods to
combat environmental embrittlement have been devel-
oped. These include control of grain size and shape, use

of alloying elements such as Cr for Fe3Al and B for
FeAl, and the application of oxide or copper coatings
[4]. These developments, combined with improved creep
and impact resistance provided by alloying, have
improved the likelihood that monolithic iron aluminides
may be utilized for structural applications. Alter-
natively, the excellent corrosion and oxidation resis-
tance of iron aluminides suggests their possible
usefulness as coatings. For example, steels have been
successfully coated by (Fe,Cr)3Al by a two-step pack
cementation process, as shown in Fig. 3 [5].
Another development that favors the near-term utili-

zation of iron aluminides is the development of the Exo-
MeltTM process, see Fig. 4 [6]. This low cost, easily
controllable process is useful also for nickel aluminides,
as it exploits the exothermic heat of reaction between
aluminum and other elements to reduce the need for
external power during melting.

Fig. 3. Schematic of two-step pack cementation coating process.

Longer arrows correspond to higher vapour pressures. The darkend

area represents a zone of carbon enrichment in austenite. Micro-

structure of T11 steel coated in a pack with 2AI-18Cr, 2CrCI2 at

925�C for 4 h then at 1150�C for 3 h [5].

Fig. 2. Comparison of creep-rupture strength of IC-438 with the data

for IC-221M [1].

Fig. 4. Furnace-loading scheme of the EXO-MeltTM process for

melting of iron and nickel aluminides [6].
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Yet another promising processing technique for iron
aluminides is the use of superplastic forming. Li et al. [7]
and Lin et al. [8] have demonstrated superplasticity for
FeAl and Fe3Al alloys, respectively. However, no
applications utilizing this technique have been reported.

3.4. TiAl

One of the most promising intermetallics for turbine
applications is TiAl. This compound has a higher melting
point, better oxidation resistance and resistance to ®res,
as well as lower density than conventional titanium
alloys, but has su�ered from low room temperature
ductility and fracture toughness. Nevertheless, numerous
potential aircraft applications have been identi®ed, see
Table 4 [9]. However, the aircraft industry is extremely
demanding in qualifying new alloys, and the di�culty in
fabricating these compounds, coupled with the lack of an
adequate data base of mechanical properties, have been
serious impediments to implementation. An advantage
of TiAl is that this compound has a higher melting point
than competing alloys that combine the requisite ducti-
lity and creep resistance for turbine applications. One
such alloy, developed by M.Nazmy and co-workers, is
Ti±47at.%Al±2.1W±0.5Si. [10,11]. This alloy has
improved oxidation and creep resistance, such that it is
being proposed as a marine turbine alloy for a high speed
ferry. In this application, the maximum turbine inlet
temperature is 610�C. It has been successfully run in tests
to 1856 h, when it underwent its ®rst inspection (Sep-
tember, 1999). Additional uses of TiAl alloys may arise
from the ability to superplastically deform this com-
pound at relatively low temperatures [12] or to spray
form deposits on a substrate, see Fig. 5 [13]. These pro-
cessing techniques, as well as the ability to cast large
shapes, avoid the problems arising from lack of form-
ability by conventional working processes.

3.5. MoSi2

This line compound is particularly noteworthy for its
combination of very high melting point, low density and
outstanding oxidation resistance. Unfortunately, the
very low ductility and fracture toughness of the pure
compound has limited usage to mostly non-structural
applications. A list of current and proposed applications

appears in Table 5. The most important use to date is as
heating elements (Kanthal). Recent work by Akinc et al.
[14] has shown that improvements in electrical resisivity
of MoSi2 can be achieved by alloying with B-containing
phases, see Fig. 6. An important advantage of this
compound is the ability to utilize a wide range of pro-
cessing techniques to synthesize. One of the most pro-
mising of these techniques is powder processing to
produce an alloy or a functionally gradient material
(FGM) between MoSi2 and ceramics such as Si3N4 [15].
The latter is particularly bene®cial as a solute in MoSi2
because increased strength is accompanied by resistance
to catastrophic oxidation (pesting). A schematic draw-
ing of a diesel energy combustion chamber, see Fig. 7
[16] illustrates the use of MoSi2±Si3N4 glow plugs pro-
duced from a FGM process. Another recent application
for FGM MoSi2 is in a hybrid direct energy conversion
system under development in Japan, as shown in Fig. 8
[17] This device aims to convert solar energy into elec-
tricity by combining thermionic and thermoelectric con-
version stages in a single device. The objective is increased
energy conversion e�ciency. Other MoSi2-ceramic alloys

Table 4

Aircraft engine applications for TiAl [9]

Low pressure turbine blades: CF6-80C2, GE 90

Carbon seal supports: F414

Transition duct beams: GE 90

Blade dampers, high pressure turbine

Compressor blades: Allison 14th stage

High speed civil transport components

Di�user casting: advanced engines

Fig. 5. Schematic drawing of EIGA setup for spray forming [13].

Table 5

Applications for MoSi2

Turbine hardware

vanes

combustor liners

Flame holders

Diesel engine glow plugs

Igniters

Electronic devices

Heating elements

Glass melting

Energy conversion devices
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have been patented for use as heating elements, igniters
and heat sensors [18,19].
Because of high corrosion resistance, MoSi2 tubes

have been tested in closed-circuit monitoring systems
for glass melters [20].
Recently, research on molybdenum silicides for high

temperature applications has shifted from MoSi2-base
to Mo5Si3-base compositions. [21]. This is because the
latter contain more Mo and demonstrate better creep
resistance. Oxidation resistance of Mo5Si3 is not as
good, but can be improved substantially by the addition
of boron [22]. Considerable e�ort is now being devoted
to study of the Mo±Si±B system [23].

3.6. Nb3Si

Niobium silicides are among the most recent inter-
metallic alloys to be studied for possible high tempera-
ture structural applications. Bewlay and co-workers [24]
have reported outstanding mechanical properties for
such alloys, some of which are produced as directionally
solidi®ed eutectic composites. A comparison of tem-
perature capability for less than 25% mm of metal loss
in 100 hours for initial and more recent niobium silicide-
based composites is shown in Fig. 9, together with the
estimated goal [24]. Note that the present silicide com-
posites are close to advanced nickel-base superalloy
single crystals in their temperature capability.

3.7. Ni3Si

This L12 intermetallic resembles Ni3Al in that it is
ductile when tested in inert environments, but is
embrittled by contact with moisture. Both alloys are
ductilized in air by the addition of small amounts of
boron. Researchers at ORNL have demonstrated excel-
lent mechanical properties of Ni3Si alloys [25,26] at ele-
vated temperatures. Such alloys have the potential for
fabrication of complex components for use in chemical
process systems. Two phase Ni3Si±Ni alloys with excel-
lent fabricability and weldability are currently being
developed for structural use in acid and oxidizing
environments [27].

4. Intermetallics for electronic, magnetic, battery
applications

4.1. Electronics and sensors

The widespread use of silicides in the electronics indus-
try has been reviewed by Kumar [28]. These compounds

Fig. 7. Combustion chamber (Swirl chamber) for diesel engine [16].

Fig. 6. Temperature dependence of electrical resistivity for boron-

doped Mo5Si3 with commercial Kanthal1 Super MoSi2 heating ele-

ment material for comparison (T1 : Mo5Si3 , T2 : Mo5SiB2) [14].
Fig. 8. The concept and the design of HYDECS (based on [17]).
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are used as superconductors, ohmic contacts for inte-
grated circuits, for growth of epitaxial ®lms and as
infrared detectors and sensors. Other intermetallics are
now being studied for electronic applications. For
example, NiAl and Ni3Al substrates are being used to
form an insulating alumina layer by oxidation in air at
temperatures between about 900 and 1200�C, prior to
applying conductive elements to the alumina layer [29].
These circuit components have improved mechanical
properties and higher thermal conductivity compared to
alumina substrates sold in Japan and the United States.
The shape-memory alloys typi®ed by TiNi have been

examined extensively for possible use in small devices such
as microvalves. These devices have the potential to be
used in microelectromechanical systems (MEMS) [30].

4.2. Magnets

Several intermetallic compounds, including FeCo and
rare earth compounds, have been used as permanent
magnets. One of the most interesting compounds is

Nd2Fe14B, which has the highest energy product of
commercial permanent magnets [31]. Improvements in
the fracture stress and toughness of these magnets
would allow greater machinability, easier handling and
use as a structural element. However, very little work
has been done in recent years on the mechanical prop-
erties of hard magnets. Improved mechanical properties
are needed to fabricate electric vehicle wheel motors.
The use of improved permanent magnets in heat pump
compressors and fan motors could provide substantial
energy savings. Researchers at Oak Ridge National
Laboratory have initiated an investigation of mechan-
ical properties of Nd2Fe14B [32].

4.3. Batteries

There is a large family of hydride-forming intermetallic
compounds that lend themselves to use in Ni-metal

Fig. 9. A comparison of the temperature capability for less than 25mm
of metal loss in 100 h for initial and more recent niobium silicide-based

RMICs, together with the estimated goal. The temperature capability

of an advanced single-crystal nickel based super-alloy is also presented

in the ®gure for comparison [24].

Table 6

Families of hydride-forming intermetallic compounds for Ni-metal hydride batteries from [33]

Family Prototype material Crystal structure type Hydride/deuteride

AB5 LaNi5 CaCu5, D2d (hP6) LaNi5H6.5

AB2 ZrMn2, TiMn2 MgZn2, C14 (hP12) Laves phases ZrMn2D3, TiMn2D3

ZrCr2, ZrV2 MgCu2, C15 (cF24) Laves phases ZrCr2H3.8, ZrV2H4.9

AB TiFe CsCl, B2 (cP2) TiFeH, TiFeH1.9

A2B Mg2Ni Mg2Ni (hP18) Mg2NiH4

Ti2Ni Ti2Ni (cF96) Ti2NiH

A2B±AB Ti2Ni±TiNi Multiphase alloy (cF96 and mP4) Ti2NiH, TiNiH

Fig. 10. A reversible battery with LaNi5 metal hydride and NiOOH

electrode and KOH electrolite [33].
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hydride batteries, see Table 6 [33]. A schematic of a
reversible battery with LaNi5 metal hydride and
NiOOH electrodes in a KOH electrolyte is shown in
Fig. 10 [34]. NiMH batteries comprise more than 30%
of a $6 billion market for rechargeable batteries used in
many portable electronic devices such as cell phones
and laptop computers [34±36]. Advantages of NiMH
batteries include higher storage capacity than Pb-acid
and Ni-Cd batteries, less toxicity than lead and cad-
mium and lower cost than Li-ion batteries. However,
NiMH batteries have lower energy density than Li-ion
and high initial costs than Pb-acid and Ni-Cd batteries.
New intermetallic alloys: (Zr,Ti)(Ni,Cr,V,Mn)2 have
been developed as hydrogen storage materials for poss-
ible use in electric cars. The capacity of batteries based
upon the new compounds is 50% higher than for
LaNi5.

5. Summary

This paper has described a wide range of industrial
applications of intermetallic compounds. Although
many alloys with attractive high temperature strength
and ductility have been developed, applications in
aerospace have been sparse. This arises in part from the
inherent conservatism of this industry when new mate-
rials are considered, especially in view of the lack of a
large database for most intermetallics. Recent develop-
ments in processing (e. g. the use of powders to produce
functionally gradient materials) suggests that inter-
metallics may be useful in structural applications where
ceramics are now contemplated for use. Fortunately,
numerous non-structural applications that exploit the
electrical, thermal, magnetic and corrosion properties of
intermetallics have been identi®ed. Even in these appli-
cations, continuing research to improve strength, ducti-
lity and toughness will add to the usefulness of
intermetallics. A summary of new alloys described in this
paper, together with their major attributes, appears in
Table 6. While alloy design principles are well under-
stood, better computational techniques to aid in alloy
development are needed. The major impact of proces-
sing techniques on mechanical properties demonstrates
a need to optimize processing parameters to provide the
best balance of strength and toughness or ductility.
Further work on suppressing environmental embrittle-
ment at low temperatures is desirable, as is the
improvement of high temperature oxidation resistance
for alloys slated for structural applications. The estab-
lishment of property databases and the ability to demon-
strate scale-up of laboratory research to production are
prerequisites for widespread application of intermetallic
compounds. Finally, while not addressed in this paper,
there is continuing necessity to hold down costs of ®n-
ished products, notwithstanding the advantages of using

intermetallics with abundant, low-cost elements such as
aluminum and silicon.
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Abstract

Possible reasons for the high ductility of Ni3Fe and its insensitivity toward the testing environment have been investigated.
Thermal desorption experiments have shown that water dissociates on clean Ni3Fe surfaces to produce atomic hydrogen. Ductility
measurements of cast and cold-rolled polycrystalline Ni3Fe demonstrated that the reduced ductility was obtained only when the

testing was performed with oxygen carefully removed. X-ray photoemission studies indicate that oxygen interacts with water to
form hydroxyls, thereby suppressing the production of atomic hydrogen. Hydrogen desorption from the Ni3Fe surface requires a
lower activation energy, resulting in a smaller surface hydrogen concentration at a given temperature. Hence it is possible that there
is insu�cient hydrogen to cause the nucleation and growth of brittle cracks for severe embrittlement. # 2000 Elsevier Science Ltd.

All rights reserved.

Keywords: A. Intermetallics, miscellaneous; B. Brittleness and ductility; B. Environmental embrittlement; B. Surface properties

1. Introduction

Recent experimental results have shown that moist-
ure-induced embrittlement is the major cause of the low
ductility and grain boundary failure of many L12
ordered intermetallic alloys in ambient air [1,2]. The
proposed embrittlement mechanism involves chemical
reactions between the reactive element in the inter-
metallic alloy (e.g. Al in Ni3Al) and water vapor in the
atmosphere to produce atomic hydrogen, which
embrittles the crack tip during tensile testing. Earlier
work by Liu and Takeyama showed that Ni3Fe (24 at%
Fe) achieves over 40% ductility in vacuum, air and
water [3]. This high ductility and insensitivity toward
the testing environment are unexpected, since water
dissociation on iron surfaces to produce atomic hydro-
gen is well known [4±7]. In addition, it was found that
Ni3Fe shows hydrogen embrittlement at room tempera-
ture when there is su�cient hydrogen fugacity [8]. In
this article, we will explore the possible reasons why
Ni3Fe is ductile in air or water by (i) examining the
surface interactions of H2O and O2 with Ni3Fe and (ii)

performing ductility measurements under well-con-
trolled environments.

2. Experimental procedure

All surface science experiments were performed in an
ultrahigh vacuum chamber with a working base pres-
sure of 5�10ÿ8 Pa equipped with sputtering, gas
handling, Auger and X-ray photoelectron spectroscopy
(XPS) capabilities. Photoelectron spectra were collected
with a double-pass cylindrical mirror analyzer at a pass
energy of 50 eV using the Al K� radiation at 1486.6 eV.
All binding energies were determined using the Ni 2p3/2
peak at 852.3 eV as a reference. All gas exposures are
expressed in Langmiur units where 1 L=1.33 � 10ÿ4

Pa-sec (10ÿ6 torr-sec). The ionization gauge was turned
o� during gas exposure to minimize activation of gas
species by the hot ®lament.
Thermal desorption spectroscopy (TDS) experiments

were performed at a heating rate of 1�2 K/sec. We used
D2O in water exposures to avoid interference from
background H2O and H2. H and D are considered to be
equivalent in the following discussion. D2O was puri®ed
by multiple freeze-pump-thaw cycles. It was admitted
into the chamber through a needle doser placed 1 cm
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from the sample. Oxygen was introduced from a gas
bottle (99.9999% purity) without further treatment. A
glass envelope was mounted in front of the ionizer of
the mass spectrometer. During thermal desorption, the
sample was placed in front of this envelope to minimize
detection of background desorption.
The sample can be heated to 1000 K using a tungsten

wire radiation heater mounted behind the sample or
cooled to �100 K via a copper contact with a liquid-
nitrogen reservoir. Temperatures were measured using a
K-type (chromel-alumel) thermocouple spot-welded to
the sample. Surface cleaning was done with several
cycles of Ar-ion bombardment at 2 kV, 45� angle of
incidence, followed by annealing at �700 K for 30 min.
Auger electron spectroscopy was used to con®rm the
surface cleanliness. The polycrystalline Ni3Fe (25 at%
Fe) sample of �1 cm2�1 mm was mechanically polished
using standard metallographic techniques, using 0.05 mm
alumina for the ®nal step. An ordering heat treatment
was carried out in ultrahigh vacuum at 743 K for 100 h.
The average grain size was 300±500 mm.
Two types of Ni3Fe specimens were prepared for ten-

sile testing. The ®rst was a polycrystalline alloy of Ni-25
at% Fe produced by arc-melting and drop casting,
using commercially pure nickel and iron. After an
ordering treatment at 743 K for 100 h in vacuum, tensile
specimens of the appropriate geometry were fabricated
by electric-discharge-machining. The second was cold-
rolled Ni3Fe prepared from an Ni3Fe ingot containing
24 at% Fe by repeated cold forging and rolling at room
temperature, with intermediate anneals at 1273 K in
vacuum. Tensile specimens with a gauge section of
12.7�3.2�0.7 mm were stamped from the sheet stock
and then given a duplex heat treatment in vacuum: 2 d
at 1273 K for recrystallization and grain growth, and
200 h at 743 K for atomic ordering. The average grain
size was about 150 mm. Tensile tests were performed on
an Instron testing machine. In order to remove oxygen in
water vapor, a set of specimens were tested in a vacuum
(1�10ÿ6 torr) system back-®lled with a low pressure of
pure water (12 torr). The ductility value for cast speci-
mens is the average of 2±3 measurements, while that for
cold-rolled specimens is obtained for one single mea-
surement in each environment. Fractured surfaces were
examined in a Hitachi S-3500N scanning electron
microscope (SEM) operated at 20 kV.

3. Results and discussion

Table 1 shows that water can reduce the ductility of
cast Ni3Fe only when the strain rate is su�ciently small
and water is thoroughly purged of dissolved oxygen.
Similarly, as shown in Table 2, when dissolved oxygen is
removed progressively via purging water or exposure to
pure water vapor in a vacuum system, the ductility of

cold-rolled Ni3Fe is also reduced. Note that the cold-
rolled recrystallized samples show higher ductility than
the cast samples. There are two possible reasons for this:
(a) ®ner grain size resulting in less stress concentration
at grain boundaries; (b) di�erent grain boundary chem-
istry (such as less segregation of impurities) in these
two alloys. It is interesting to note that Takasugi and
Hanada [9] also reported high tensile ductility (�50%)
for recrystallized Ni3Fe.
The SEM fractographs of cast Ni3Fe tested in both

6.5�10ÿ3 Pa and water purged with helium show ductile
dimple fracture (Fig. 1). The corrosion dots on the
fracture surface are believed to result from the exposure
to air for an extended period. It has already been
reported that cold-rolled Ni3Fe exhibits ductile dimple
fracture in vacuum and water at room temperature [3].
Temperature-programmed-desorption experiments

demonstrate that water readily dissociates on clean
polycrystalline Ni3Fe surfaces, resulting in the evolution
of hydrogen peaking at 290 K (Fig. 2). Fig. 3 compares
the thermal desorption spectra of D2 from polycrystal-
line Ni3Fe after exposure to 45 L of D2O and 45 L
D2O+5 L O2 mixture. Note the strong suppression of
D2 production in the presence of oxygen. This suppres-
sion may be partly due to physical site-blocking. That
is, adsorbed oxygen blocks some active sites on the
Ni3Fe surface for water adsorption so as to avoid
subsequent dissociation. Another possible reason is
suggested by the series of O 1s X-ray photoelectron
spectra obtained after sequential oxygen and D2O
exposure to the Ni3Fe surface (Fig. 4). Oxygen exposure
at 230 K results in an O 1s peak at 530.8 eV character-
istic of atomic oxygen. Subsequent adsorption of D2O

Table 1

Ductility of cast Ni3Fe measured in di�erent environments and strain

rates

Strain rate (/sec) Environment Ductility (%)

�1.5%

1.3�10ÿ4 Air 15.3

1.3�10ÿ4 6.5�10ÿ3 Pa 15.0

6.5�10ÿ5 Water, purged with air 14.7

1.3�10ÿ3 Water, purged with He for 1 h 14.2

6.5�10ÿ5 Water, purged with He for 1 h 9.0

Table 2

Tensile ductility of cold-rolled Ni3Fe measured in di�erent environ-

ments with strain rate 3.3�10ÿ4/sec
Environment Ductility (%)

Air 54.8

Water 56.7

Water, purged with He for 2 h 53.6

Water, purged with He for 16 h 52.2

Water vapor (12 torr) 48.1
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removes atomic oxygen, and the O 1s peak binding
energy shifts to 532.3 eV, which is due to OD formation
(Fig. 4c). In light of above X-ray photoemission studies,
we believe that adsorbed oxygen promotes the formation
of surface hydroxyls, most likely via an abstraction
reaction,

D2Oads �Oads ! 2ODads �1�

Upon further warming, one observes the desorption of
water vapor and the formation of atomic oxygen (Fig.
4e), suggesting the following reaction,

2ODads ! D2O " �Oads �2�

An isotope scavenging experiment was carried out to
con®rm the occurrence of reaction (2). We repeated the
above thermal desorption experiments by ®rst exposing
the clean Ni3Fe surface to the oxygen-18 isotope,
followed by D2O

16. Thermal desorption was then
performed, with the mass spectrometer monitoring the

Fig. 1. SEM fractograph of cast Ni3Fe tested (a) in 6.5�10ÿ3 Pa

vacuum at strain rate 1.3�10ÿ4/sec, and (b) in water purged with

helium for 1 h at strain rate 6.5�10ÿ5/sec.

Fig. 2. Thermal desorption spectrum of D2 (m/e=4) from poly-

crystalline Ni3Fe after 2 L D2O exposure at 77 K.

Fig. 3. Thermal desorption spectra of D2 (m/e=4) from polycrystal-

line Ni3Fe after exposure to (a) 45 L D2O, and (b) 45 L D2O+5 L O2

at 180 K.
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signal of D2O
18 (m/e=22). Fig. 5 shows clearly the

evolution of D2O
18, which veri®es reactions (1) and (2).

Even when oxygen is eliminated, Ni3Fe exhibits high
ductility in water vapor (Tables 1 and 2). One possible
reason is insu�cient hydrogen concentration to nucleate
and propagate brittle cracks for severe embrittlement.
This low hydrogen concentration is due to rapid
hydrogen desorption. Our previous studies indicate that
water dissociates on clean Ni3(Al, Ti) (100) surface to
produce atomic hydrogen [10]. In this case, hydrogen
evolution peaks at about 330 K. Fig. 2 shows that the
peak hydrogen desorption temperature is only 290 K for
Ni3Fe (actually, the desorption starts at �250 K). This
implies that less thermal energy is needed for hydrogen
desorption from Ni3Fe surfaces, resulting in a smaller
surface concentration of hydrogen at a given tempera-
ture. Therefore, there may be insu�cient hydrogen
available for brittle crack nucleation and growth.
It is also possible that grain boundaries of Ni3Fe are

stronger than those of other ordered intermetallic com-
pounds which su�er severe environmental embrittle-
ment. If grain boundaries remain intact during tensile
testing, fresh exposed surfaces (cracks) will partly or
mostly be transgranular (depends on the grain size), as
shown in Fig. 1 and previous report [3]. In this case, the
atomic hydrogen concentration at crack tips (produced

via interaction of water with clean Ni3Fe surfaces) is
controlled mainly by the much slower bulk di�usion (cf.
grain boundary di�usion) and is likely insu�cient to
cause embrittlement.

4. Conclusions

Careful ductility measurements performed on poly-
crystalline Ni3Fe under di�erent environments and
strain rates reveal a subtle environmental e�ect: one
obtains reduced ductility only when oxygen is carefully
removed from the testing environment. Thermal deso-
rption experiments clearly indicate that water does
dissociate on clean polycrystalline Ni3Fe surfaces. X-ray
photoemission studies demonstrate that adsorbed oxy-
gen interacts with water to form hydroxyls on Ni3Fe
surface, thus suppressing the formation of atomic
hydrogen. Compared with Ni3Al, Ni3Fe has a lower
activation energy for hydrogen desorption, resulting in
lower surface hydrogen concentration. This provides a
natural explanation for the high tensile ductility of
Ni3Fe under pure water vapor environments.
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exposure to 1.5 L oxygen at 230 K, followed by 3 L D2O at 80 K and

then warming to 300 K.
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The crystallization and nanoindentation behavior of a Zr–10Al–5Ti–17.9Cu–14.6Ni
(at.%) bulk amorphous alloy (BAA) were studied. Resulting from the kinetic nature of
phase transformation in multicomponent alloys, the crystallization path is complex.
Despite the complexity of different crystallization paths, the main final crystallized
product in the Zr-based BAA is Zr2Cu. Young’s modulus and hardness of the BAA
were found to increase with an increase in annealing temperature. The observed
mechanical properties were correlated with the microstructure of the material. Also, in
the present paper, both the observed crystallization and nanoindentation behavior are
compared with existing data. Zr-based BAAs exhibit a ratio of hardness to Young’s
modulus (H/E ratio) of about 1/10, suggesting the interatomic bonding in the alloys is
close to being covalent.

I. INTRODUCTION

Bulk amorphous alloys (BAAs) with complex multi-
component chemistry and excellent glass-forming ability
have recently been developed.1,2 The production of these
bulk amorphous alloys is the subject of considerable sci-
entific interest because of the promising properties
shown by these materials and their possible applications
as engineering materials. Several alloy families, for ex-
ample, La base,3 Mg base,4 Zr base,3,5–8 and Fe base9

have been developed. Among them, Zr-based BAAs,
e.g., Zr–Al–TM,3,5 Zr–Ti–TM–Be,6 and Zr–Ti–Al–
TM7,8 are most interesting because of having a broad
supercooled liquid region.10 Zr–10Al–5Ti–17.9Cu–
14.6Ni (in at.%, hereafter) is a new BAA composition
developed.11 The effect of oxygen impurity on the un-
dercooling and crystallization kinetics,11 the influence of
testing environment on the room-temperature mechanical
properties of this alloy,12 and the superplastic behavior in
the supercooled liquid region13 have been reported. It
was found that the mechanical behavior strongly depends

on the microstructure of the material. The presence of a
minor amount of crystalline phase can significantly em-
brittle the alloy. In the present paper, a systematic study
of the crystallization behavior and its influence on the
nanoindentation behavior of this alloy are carried out.

II. EXPERIMENTAL PROCEDURE

The Zr-based alloy with a nominal composition of
Zr–10Al–5Ti–17.9Cu–14.6Ni (at.%) was prepared by arc
melting and drop casting, as described previously.12 The
as-cast amorphous samples used in the present study are
of a cylindrical shape with a diameter of 7 mm. The
amorphous nature of the cast samples was verified by
Rigagu’s RU300 x-ray diffractometry (XRD), with a ro-
tating anode of Cu as a target material, and transmission
electron microscopy (TEM). The thermal properties of
the alloy were measured using differential scanning calo-
rimetry (DSC) in a Du Pont 9900 Thermal Analysis Sys-
tem with different heating rates. A typical DSC run
involves heating a sample from room temperature to 923
K. The crystallization behavior of the annealed samples
was studied by using XRD and TEM. Annealing treat-
ments were carried outin situ in the DSC cell with a

a)Address all correspondence to this author.
e-mail: wangjg@uci.edu
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heating rate of 20 K/min under flowing N2. TEM speci-
mens were prepared using standard twin-jet electropol-
ishing in a solution containing one part sulfuric acid plus
seven parts methanol at −25 °C and then examined using
a JEOL-200CX microscope.

Nanoindentation tests were carried on the as-cast and
annealed samples with a Nano Indenter XPt. Hardness
and elastic modulus were measured using the continuous
stiffness option, which yields elastic modulus and hard-
ness as a function of indentation depth.14 A Berkovich
indenter was used in the experiments. Five types of ex-
periments, hardness test at a load, hardness test at a
depth, continuous stiffness test at a depth, continuous
stiffness at a load, and a four times load/unload experi-
mental procedure,14 were performed at different loads
and depths. Ten indentations were made for each test on
each specimen, with most of the results presented here
representing averages for the group.

III. EXPERIMENTAL RESULTS

A. As-received BAA

The XRD and TEM results obtained from the as-cast
amorphous sample are presented in Fig. 1. The XRD pat-
tern consists of only a broad amorphous peak with a
maximum intensity at the wave vector (Kp 4 4psinu/l)
of 26.2 nm−1 and no crystalline phases are discernible.
The electron-diffraction pattern reveals the presence of a
diffuse amorphous ring without any crystalline feature. It
is consistent with that reported previously;12 namely, the
as-cast alloy contains essentially no crystalline particles
and cast cavity.

B. DSC measurements

The DSC curves of the Zr-based BAA at various heat-
ing rates are shown in Fig. 2. The amorphous alloy shows
an endothermic reaction caused by the glass transition,
followed by a supercooled liquid region and, then, an
exothermic reaction caused by crystallization. In the fig-
ure, the onset temperatures for the glass transition and
crystallization are denoted byTg andTx , respectively. As
expected, bothTg and Tx increase with an increase in
heating rate. The temperature interval betweenTg and
Tx , i.e., the supercooled liquid region,DTx 4 (Tx − Tg),
also increases with increasing heating rate, clearly indi-
cating that glass transition and crystallization of the BAA
are kinetic processes.15 Table I summarizes the thermal
parameters ofTg, Tx, DTx at different heating rates. These
data are in good agreement with the DSC results of Lin
et al.11 who reported that at a heating rate of 20 K/s glass
transition occurs at temperatures between 682 and 713 K,
corresponding to a reduced glass-transition temperature
of about 0.64 to 0.66 (melting temperature 1069 K).

C. Crystallization behavior

Annealing treatment was performedin situ in a DSC
cell with a heating rate of 0.33 K/s under flowing N2 to
minimize kinetic effects. Annealing temperatures were
selected to be 683, 783, and 893 K, corresponding to the
supercooled liquid region, after the first crystallization
peak, and after the second crystallization peak, in the
DSC curves (Fig. 2), respectively. After reaching the pre-
determined temperatures, the samples were rapidly
cooled to room temperature (drops from 923 to 658 K
within 600 s after shutting off the electric power). The
annealed samples were then examined by XRD. Figure 3
shows the XRD patterns obtained from as-received BAA
sample [Fig. 3(a)], samples annealed at 683 K
[Fig. 3(b)], 783 K [Fig. 3(c)], and 893 K [Fig. 3(d)], re-
spectively. Also included in Fig. 3(e) is the XRD pattern
from a sample annealed at 923 K for 1 h. The 683-K–

FIG. 1. (a) X-ray and (b) TEM diffraction patterns of the as-cast
amorphous Zr52.5Al10Ti5Cu17.9Ni14.6 alloy.

J.G. Wang et al.: Crystallization and nanoindentation behavior of a bulk Zr–Al–Ti–Cu–Ni amorphous alloy

J. Mater. Res., Vol. 15, No. 3, Mar 2000 799



annealed sample does not reveal any discernible crystal-
lization, although the diffuse amorphous ring is sharper
than that from the as-cast sample. Apparently, the amor-
phous glass relaxes into a supercooled liquid state. An-
nealing at 783 K leads to a partial crystallization and the
formation of tetragonal Zr2Ni (space groupI4/mcm, a4
0.649 nm,c 4 0.528 nm) and [Ni,(Zr,Ti)] with a hex-
agonal structure. It is noted that, at lower cooling rates,
e.g., 0.167 and 0.33 K/s, two subpeaks appear and are
actually associated with the first crystallization peak in
the DSC curve. These two subpeaks may correspond to
these two crystalline phases. The formation of primary
Zr2Ni during the crystallization of amorphous
Zr60Al 10Cu20Ni10

8 and Zr55Al 10Cu30Ni5
16 has been

reported.
Annealing at 893 K results in two additional phases,

Zr(Al,Ni) 2 and NiZr. Zr(Al,Ni)2 is a metastable phase
with a cubic structure (space groupFd3m), and NiZr is
an orthorhombic phase with a space groupCmcm.An-
nealing at a higher temperature of 923 K for 1 h produces
a fully crystallized sample. The crystallized products in-
clude Zr2Cu (main phase) with a tetragonal structure
(space groupI4/mmm, a4 0.322 nm,c 4 1.118 nm),
Ni10Zr7 with an orthorhombic structure (space group
Ab2a, a 4 0.922 nm,b 4 1.229 nm,c 4 0.915 nm),
Al3Zr4 with a hexagonal structure (space groupP6, a 4
0.5432 nm,c 4 0.5389 nm), and probably a trace of
Zr2Ni. No appreciable diffraction peaks corresponding to
Ti-based compounds are seen. Because Zr and Ti form a
complete solid solution over the entire composition
range, Ti may have dissolved in a substitutional form in
the Zr-based compounds.

A bright-field TEM image and selected-area electron-
diffraction pattern of the as-cast sample and samples an-
nealed at different temperature are shown in Fig. 4. Both
the as-cast sample and the 683 K–annealed sample show

a uniform amorphous microstructure [Fig. 4(a) and
Fig. 4(b)]. The halo ring in the diffraction pattern of the
683 K annealed sample is apparently sharper than that of
the as-cast sample, as a result of relaxation of the glassy
state. In contrast, the samples annealed at 783 and 893 K
consist mainly of very fine Zr2Ni grains with a size of
less than 10 nm at 783 K and 40 nm at 893 K [Figs. 4(c)
and 4(d)]. The diffraction patterns contain distinct triple
rings resulting from the three diffraction peaks of the
Zr2Ni phase. The volume fraction of this nanocrystalline
phase is estimated to be 80% at 783 K and 95% at 893 K
from TEM images. The microstructure of the sample
annealed at 923 K for 1 h, shown in Fig. 4(e), is a poly-
crystal with an average grain size of about 250 nm. The
diffraction pattern consists of spotty reflection rings re-
sulting from the presence of the Zr2Cu phase; it no longer
has the triple ring characteristic of the Zr2Ni phase.

D. Nanoindentation behavior

Representative load-displacement plots of indentations
made at a 6-mN indentation load on the samples an-
nealed at different temperatures are shown in Fig. 5. The
experiments were carried out using a typical load-time
sequence developed by Oliver and Pharr.14 The indenter
was loaded and unloaded four times in succession at a

TABLE I. Temperatures for the start (Ts
g) and end (Te

g) of glass tran-
sition, crystallization (Tx), and supercooled range (DTx) for amorphous
Zr–10Al–5Ti–17.9Cu–14.6Ni alloy.

Heating rates (K/s) Ts
g, K Te

g, K Tx, K D Tx, K

0.167 628 696 714 86
0.33 631 705 729 98
0.67 637 716 742 105
1.33 640 728 758 118

FIG. 2. DSC curves of the Zr-based BAA at various heating rates: (a)
0.167 K/s, (b) 0.33 K/s, (c) 0.67 K/s, and (d) 1.33 K/s.

FIG. 3. XRD patterns from as-cast and annealed BAA samples: (a) as
received, (b) 683 K, (c) 783 K, (d) 893 K, and (e) 923 K for 1 h.
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FIG. 4. Bright-field TEM images and selected-area electron-diffraction patterns of the as-cast and annealed BAA samples: (a) as received, (b)
683 K, (c) 783 K, (d) 893 K, and (e) 923 K for 1 h.
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constant loading rate/load (1/P dP/dt), because a constant
loading rate/load (1/P dP/dt) results in a constant inden-
tation strain rate (1/h dh/dt).17 A lower indentation depth
indicates a higher hardness and a higher slope of the
unloading curve indicates a higher stiffness or elastic
modulus. As shown in Fig. 5, the sample annealed at
923 K exhibits the lowest indentation depth, about
186 nm, as compared to other samples. The shape of
load-displacement curves and indentation depths ob-
tained from the as-received sample are essentially the
same as from the 683 K annealed sample. The load-
displacement curve for the 783 K annealed sample is also
similar to that for the 893 K annealed sample.

It is noted that load-displacement plots exhibit several
displacement discontinuity or pop-in marks during the
first loading of indentation. These pop-in marks indicate
a sudden penetration of the tip into the sample. The non-
uniform penetration is probably a result of either onset of

a sudden plastic deformation or formation of cracks. The
load value for the onset of pop-in increases with increas-
ing annealing temperature, suggesting the as-cast mate-
rial has the lowest resistance to plastic deformation or to
crack formation.

Hardness and elastic modulus profiles as a function of
indentation depth for the as-cast and annealed samples
are shown in Fig. 6. These hardness and elastic modulus
are also summarized in Table II. Here, data from two
types of nanoindentation test are included: test at a fixed
load and test at a fixed depth.

The as-cast BAA sample exhibits the lowest hardness
of 6.3 GPa and the lowest elastic modulus of 112 GPa (at
a load of 60 mN). In contrast, the sample annealed at
923 K/1h exhibits the highest elastic modulus of
150 GPa and the highest hardness of 8.6 GPa. In general,
the hardness increases with increasing annealing tem-
perature, and an increase in annealing temperature also

FIG. 5. Representative load-displacement plots for as-received and different-temperature-annealed BAA samples obtained from nanoindentation
at 6.0-mN peak indentation load: (a) as received, (b) 683 K, (c) 783 K, (d) 893 K, and (e) 923 K for 1 h. Locations on the loading curve marked
by arrows show a displacement discontinuity or pop-in of the tip into material during the loading step in the indentation process.
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results in an increased elastic modulus. A close exami-
nation of the modulus data shows that the data can be
divided into three ranges: the data of as-cast sample
(∼112 MPa); the data of 683, 783 and 893 K annealed
samples (∼119 MPa); and the data of 923 K/1h annealed

sample (∼150 MPa). Evidently, the as-cast sample has a
uniform amorphous structure, and the 683 K annealed
sample is also amorphous, but in a relaxed state (super-
cooled liquid). In comparison, the 783 and 893 K an-
nealed samples consist of nanocrystals dispersed in a
relaxed amorphous matrix. The 923 K/1h annealed
sample is fully crystallized (main phase is Zr2Cu). The
hardness data can also be divided into three groups: the
data of as-cast alloy (∼6.3 MPa), the data of 683 K an-
nealed sample (∼6.9 MPa), and the data of 783, 893, and
923 K/1h annealed samples (∼8.6–8.9 MPa). The relaxed
amorphous material is slightly harder than the as-cast
material, whereas the nanocrystal-containing materials
have the highest hardness.

IV. DISCUSSION

A. Crystallization

Thermal stability and crystallization behavior of sev-
eral Zr-based BAAs have been examined.6,8,18,19

Table III lists the reported data ofTg, Tx, and DTx for
these Zr-based BAAs. Compared with the base alloys
Zr–Al–Cu–Ni,8,18 any slight alloying addition tends to
alter the glass transition and crystallization temperatures.
For Ti addition, in particular,Tg, Tx, and DTx all de-
crease, indicating the bonding among the constituent el-
ements weakens as a result of Ti addition. This is
consistent with the experimental results observed in the
present study.

Recent results on the crystallization behavior of Zr-
based BAAs are summarized in Table IV. As a result of
the inclusion of a large number of constituent elements in
each alloy, phase formation during crystallization is com-
plex. As expected, the phase formation was strongly af-
fected not only by a specific constituent element, but also
by the atomic fraction of the element. For example, the
phase structure of the crystallized products can be
strongly modified by a small addition of Pd22 and Ag18 to
the baseline Zr60Cu30Al10 or Zr65Al7.5Ni10Cu17.5 alloys.
Increasing Ti content in a Zr70−x−yTixAlyCu20Al10 alloy
can cause the main phase to change from Zr2Ni to

FIG. 6. (a) Elastic modulus and (b) hardness profiles as a function of
indentation depth for the as-cast and annealed BAA samples.

TABLE II. Hardness and elastic modulus of as-cast and annealed
BAA samples obtained from different nanoindentation test.

Sample Testa
Depth
(nm)

Load
(mN)

Elastic
modulus (GPa)

Hardness
(GPa)

As-received HL 733 ± 4 60 112 ± 6 6.3 ± 0.6
HD 2000 474 ± 4 92 ± 4 6.2 ± 2

683 K annealed HL 700 ± 3 60 119 ± 2 6.9 ± 0.1
HD 2000 496 ± 8 100 ± 5 6.5 ± 0.2

783 K annealed HL 661 ± 3 60 118 ± 2 8.3 ± 0.1
HD 2000 590 ± 12 99 ± 4 7.8 ± 0.2

893 K annealed HL 652 ± 4 60 119 ± 1 8.6 ± 0.1
HD 2000 604 ± 10 99 ± 4 8.0 ± 0.2

923 K 1 h HL 627 ± 4 60 150 ± 2 8.6 ± 0.2
HD 2000 619 ± 17 142 ± 1 8.3 ± 0.1

aHL, hardness test at a load; HD, hardness test at a depth.

TABLE III. Tg, Tx andDTx for various Zr-based BAAs.

Composition (at.%)
Heating rate

(K/s)
Tg

(K)
Tx

(K)
DTx

(K) Refs.

Zr41.2Ti13.8Cu12.5Ni10.0Be22.5 0.33 625 705 80 6
Zr65Al7.5Ni10Cu17.5 0.67 635 746 111 18
Zr65Al7.5Ni10Cu12.5Ag5 660 723 63
Zr64.8Al7.7Cu18.2Ni9.3O0.2 0.33 637 744 107 19
Zr66.1Al7.2Cu17.4Ni9.3O0.4 638 732 94
Zr66.6Al7.2Cu17.2Ni9.0O0.8 647 714 67
Zr55Al15Cu20Ni10 0.67 709 805 96 8
Zr55Ti2.5Al12.5Cu20Ni10 690 775 85
Zr55Ti5Al10Cu20Ni10 669 752 83
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Zr2Cu.8 Even for the same Zr60Cu30Al10 alloy, different
phases have been observed for different crystallization
treatments by the same research group.16,22 Whereas
some authors reported the observation of quasi-crystals
during the initial stage of crystallization,19,23 others did
not detect the quasi-crystal-like (qc) phase.8,16,18,22Ap-
parently, the exact phases formed during crystallization
also strongly depend upon the specific crystallization
process. Different annealing treatments result in different
reaction paths; thus, different kinds of crystallized phases
formed. This may be anticipated because of the highly
kinetic nature of amorphous alloys. However, despite the
complexity of different crystallization paths, it generally
agrees that the main product in the equilibrium, crystal-
lized Zr-based BAAs, is Zr2Cu. This phase is also ob-
served in the present study (annealing treatment at 923 K
for 3600 s).

It is worth noting that diffraction patterns change dis-
tinctly from samples annealed at 893 K to samples an-
nealed at 923 K for 1 h. As shown in Fig. 1, the structure
consists of Zr2Ni + Ni(Ti,Zr) + NiZr + Zr(AlNi) 2 for the
893-K–annealed sample and Zr2Cu + Zr2Ni + Ni10Zr7 +
Al3Zr4 for the 923-K–annealed sample. The 923 K/1h
annealing is regarded as an equilibrium annealing treat-
ment; thus, the crystallized phases are thermodynamic
equilibrium phases. The phases present in samples an-
nealed at 783 K and 893 K are, however, metastable. In
the present study, the main metastable phase obtained
was Zr2Ni. Similar results have been reported by Xing
et al.23 in a Zr57Cu20Al10Ni8Ti5 alloy. Evidently, there
exists a solid reaction causing Zr2Ni to transform into
Zr2Cu either by annealing at 893 K for a longer period of
time or at a higher temperature.

In order to examine the difference in phase formation
between the equilibrium and nonequilibrium annealing
treatment, anin situ annealing treatment was performed

in the DSC at 923 K followed by rapid cooling. Figure 7
shows the XRD pattern for this sample. The phases
present in the 923-K–annealed sample in Fig. 7 are es-
sentially the same as those observed for the 893 K–
annealed sample. The main phase is Zr2Ni. Apparently,
there exists a phase transformation from Zr2Ni to Zr2Cu
by annealing a sample at 923 K for 1 h. Based on the
above, schematic continuous cooling transformation
(CCT) curves for the crystallization of the Zr–10Al–5Ti–
17.9Cu–14.6Ni alloy were constructed as shown in
Fig. 8. Only the main phases Zr2Ni and Zr2Cu are con-
sidered in the curves. When the sample is heated to
923 K at a heating rate of 0.33 K/s, Zr2Ni is the initial
main phase; after a long period (3600 s) of isothermal
annealing, Zr2Cu phase begins to form and Zr2Ni phase
transforms into Zr2Cu phase. At the present time, it is
impossible to predict the partitioning of each element dur-
ing the crystallization of a multicomponent metallic glass.

TABLE IV. Crystallization behavior of Zr-Based BAAs.

Alloy composition (at.%) Annealing condition Crystallization behaviors Refs.

Zr41Ti13Cu13Ni10Be23 >688 K(in situ x-ray) Am→Be2Zr+CuZr2+CuZr 20
Zr41Ti15Cu12Ni11Be21 DSC at 2 K/min Am→hex+Am8→hex+Tet 21
Zr60Al10Cu30 Tx+50K, 900 s Am→Zr2Cu+ZrCu+Zr3Al 16
Zr55Al10Cu30Ni5 Am→Zr2Cu+ZrCu+Zr2Ni+Zr3Al
Zr60Cu30Al10 705 K, 1.2 ks Am→Zr2Cu+Zr2Al 22
Zr55Cu30Pd5Al10 726 K, 3.6ks; 808 K, 900s Am→Am8+Zr2(Cu,Pd)→Zr2(Cu,Pd)+Zr3(Al,Pd)2
Zr65Al7.5Ni10Cu17.5 Am→Zr2(Cu,Ni)+Zr2(Al,Ni) 18
Zr65Al7.5Ni10Cu12.5Ag5 730 K, 180s Am→Am8+Zr3(Al,Ag)2

750 K, 120s →Zr3(Al,Ag)2+Zr2(Cu,Ni)
Zr70−x−yTixAlyCu20Al10 Tx+100 K, 3.6ks Am→Zr2Ni+ZrCu+Zr3Al(5∼15% Al, 0∼2.5% Ti) 8

Am→ZrNi+Zr2Cu+Zr3Al(5∼15% Al, 2.5∼7.5% Ti)
(Zr0.65Al0.075Cu0.175Ni0.1)100−xOx ∼698 K, 1.8ks Am→Zr2Cu+Zr6NiAl 2+qc 19

∼723 K, 1.8ks →Zr2Cu+Zr6NiAl 2+fcc−NiZr2
∼873 K, 1.8ks →Zr2Cu+Zr6NiAl 2

Zr57Cu20Al10Ni8Ti5 0.33 K/s to 720 K, 60s Am→Zr2Ni+Zr2Cu+qc 23
0.33 K/s to 823 K, 60s →Zr2Ni+Zr2Cu
0.33 K/s to 960 K, 60s →Zr2Cu+Zr6NiAl 2

FIG. 7. XRD pattern of a BAA sample annealed at 923 K.
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B. Young’s modulus (E) and hardness (H)

Table III summarizes available data on the mechanical
properties of Zr-based BAAs, including elastic modulus,
hardness, yield strength, fracture strength, and fracture
toughness. In comparison with the elastic modulus of
89 MPa determined from the tensile stress-strain curve
of Zr52.5Al 10Ti5Cu17.9Ni14.6,

12 the data measured by
nanoindentation are slightly higher.

The present experimental data (Table II) indicate that
material having a crystallized structure has a higher
modulus than the material with amorphous structure.
Elastic modulus is one of the fundamental properties and
is determined essentially by the bonding between atoms.
To the first order of approximation (e.g., Lennard–Jones
potential), the stiffness or elastic modulus of a material
depends upon the interatomic distance. A relaxed struc-
ture (e.g., annealed at 683 K) has on an average a shorter
interatomic distance (caused by volume decrease) than
the as-cast amorphous state. As a result, relaxed structure
has a larger modulus than the as-cast amorphous struc-
ture. Transient annealing at higher temperatures (783 and
893 K) produces a small volume fraction of metastable
crystalline phases dispersed in amorphous matrix, but
does not affect appreciably the modulus. After annealing
at 923 K for 1 h the entire structure crystallizes and the
crystallized alloy exhibits a high modulus. It is known
that alloy with a crystallized structure usually has a
higher modulus than its amorphous counterpart.29 This
has been demonstrated in Zr41Ti13Ni10Cu13Be23,

20

Zr55Al 10Ni5Cu30,
10 and Zr65Al 10Ni10Cu15

27 amor-
phous alloys.

Hardness is a measure of a material’s resistance to
plastic deformation. In the case of crystalline solids,
hardness is directly related to the yield strength of a

material. The yield strength of a crystalline solid is de-
termined by dislocation interaction with lattice defects
such as vacancy, solute, dislocation, and boundary inter-
faces. In the case of amorphous alloys, although the exact
atomic mechanisms for plastic deformation are unclear,
an empirical relationship exists between hardness H and
fracture strengthsf (i.e., H/sf ≈ 3).30

For the present BAA, partially and fully crystallized
materials have the highest hardness, followed by the ma-
terial with relaxed structure, and the as-cast material is
the softest. The fully crystallized material essentially
contains nanocrystalline grains. Grain-size strengthening
(e.g., Hall–Petch relationship) is expected to dominate.
In the partially crystallized materials, on the other hand,
a strengthening mechanism, which is similar to disper-
sion strengthening occurring in crystalline solids, is ex-
pected to take place. In fact, Inoue and colleagues18,22

recently demonstrated that the dispersion of nanometer
crystalline particles in amorphous structure can cause a
significant increase in hardness. For example, the hard-
ness of an amorphous Zr–Al–Ni–Cu–Ag alloy is
6.3 MPa but increases to 8.6 MPa when the alloy par-
tially crystallizes and contains nanometer crystals. It is
unclear why the relaxed structure is slightly harder than
the as-cast amorphous structure. Presumably, the as-cast
structure contains a higher defect density and residual
stresses, and thus is harder than the relaxed structure.
However, the data show the opposite. It could be related
to more dense packing after relaxation. Without knowing
the exact plastic flow mechanisms in amorphous alloys,
it is impossible to offer an explanation for the discrep-
ancy at the present time.

Whanget al.31 demonstrated that there is a linear cor-
relation between hardness and modulus. The ratio of H/E
for Zr-BAAs listed in Table V varies from 0.047 to
0.096. It is of interest to know that a covalently bonded
solid exhibits a higher H/E than that of a metal; the H/E
ratio is about 1/10 for most covalently bonded materials,
as compared to about 1/500 for face-centered-cubic met-
als.32,33This difference is a result of the fact that plastic
yielding in covalent materials involves actual breakage
of atomic bonds, a process that requires high stress. In
contrast, the low resistance to plastic flow relative to the
modulus in metals is attributed to the ease of dislocation
slip in these materials. The Zr-based BAAs exhibit an
H/E ratio close to 0.1, thereby suggesting that plastic
flow is relatively difficult in these materials. Also, the
bonding tendency of Zr-BAAs is probably covalent.

V. CONCLUSIONS

The crystallization and nanoindentation behavior of
the as-cast Zr–10Al–5Ti–17.9Cu–14.6Ni (at.%) BAA
and material annealed at different temperatures has been
characterized. The relationship between the microstruc-

FIG. 8. Schematic CCT curves for the crystallization of the Zr–10Al–
5Ti–17.9Cu–14.6Ni alloy.
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ture and mechanical properties has been discussed. This
study has led to the following conclusions:

(1) The crystallization sequence of the BAA with in-
creasing temperatures is as follows:

Am c
683 K

Am8 c

783 K
Am8 + NiZr2

+ ~Ni, ~Zr, Ti!! c

893/923 K
Am8 + NiZr2

+ ~Ni, ~Zr, Ti!! + Zr~AlNi !2

+ NiZr c

923K 1h
Zr2Cu + Al3Zr4 + NiZr2 + Ni10Zr7 .

(2) Resulting from the kinetic nature of phase trans-
formation in multicomponent alloys, the crystallization
path was complex. Despite the complexity of different
crystallization paths, the main final crystallized product
in the Zr-based BAA is Zr2Cu. A phase transformation
from Zr2Ni to Zr2Cu occurs during long-period isother-
mal annealing treatment at relatively higher temperature.

(3) Young’s modulus and hardness of the BAA in-
crease with an increase in annealing temperature, from
Am to supercooled liquid Am8, to partially crystallized,
and to fully crystallized, in an ascending order.

(4) Zr-based BAAs exhibit an H/E ratio of about 1/10,
suggesting the interatomic bond in the alloys is close to
being covalent.
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The tribological behavior of a Zr–10Al–5Ti–17.9Cu–14.6Ni (at.%) bulk amorphous
alloy, in both the as-cast and annealed states, was investigated using nano-scratch
tests, including ramping load scratch and multiple sliding wear techniques. The
crystallization sequence of the alloy was also characterized. Mechanical properties,
such as Young’s modulus, hardness, friction coefficient, and tribological wear were
measured. These properties were found to vary with microstructure. In general, an
increase in annealing temperature results in an increase in hardness, which in turn
produces a decrease in friction coefficient but an increase in wear resistance. Samples
having a structure consisting of supercooled liquid matrix with dispersed
nanocrystalline particles exhibit the best wear performance.

I. INTRODUCTION

Recently, a number of bulk amorphous alloys (BAAs)
with critical cooling rates less than 10 K/s have been
discovered in many muticomponent alloy systems of Ln–
Al–TM,1,2 Mg–Ln–TM,3,4 Zr–Al–TM,5,6 Zr–Ti–Al–
TM,7 Ti–Zr–TM,8,9 Zr–Ti–TM–Be,10 Pd–Cu–Ni–P,11

and Fe–(Al, Ga)–(P, B, C, Si)12,13 (where Ln 4 lan-
thanide metal and TM4 transition metal). The high
glass-forming ability of these alloys was observed to be
dependent on the physical and chemical character of the
constituent elements, as well as the number of elements
in the alloys.14–16Amorphous alloys (or metallic glasses)
have many unusual properties such as good corrosion
resistance, high elasticity, and high hardness.17,18In view
of their high hardness and strength, BAAs are promising
materials for tribological (friction and wear) applications.

Several studies have been conducted on the wear and
friction properties of rapidly quenched ribbons. The re-
sults, however, are controversial. Fe- Ni-, and Co-based
amorphous alloys containing Si, B, and, sometimes, C,
were used in these studies because of the consideration of
using these alloys for magnetic recording devices.19,20

Some metallic glasses showed high wear resistance, bet-
ter than their crystallized counterpards.21,22 However,
opposite results have also been reported where metallic
glasses exhibited wear performance well below expecta-
tion.23–25 Some researchers demonstrated that an amor-
phous alloy containing a homogeneous dispersion of
intermetallic compounds exhibited the best wear perfor-
mance, and the fully amorphous material exhibited the
highest wear rate.26,27The causes for these discrepancies
are unclear. The purpose of this paper is to use nano-
scratch tests to determine the tribological behavior of a
Zr–10Al–5Ti–17.9Cu–14.6Ni (at.%) amorphous alloy
and to shed light on the structure–property relationship.

II. EXPERIMENTAL PROCEDURES

A bulk amorphous alloy with a nominal composition
of Zr–10Al–5Ti–17.9Cu–14.6Ni (at.%) was prepared by
arc melting and drop casting, as described elsewhere.28

The as-cast amorphous samples used for the test are of a
cylindrical shape with a diameter of 7 mm. The amor-
phous nature of the cast samples was confirmed by using
x-ray diffraction (XRD) and transmission electron
microscopy (TEM). The sequential phase transition from
glass to supercooled liquid and to crystallization states
was studied by using differential scanning calorimetry
(DSC) at a heating rate of 0.33 K/s.

To prepare samples for characterizing structures at dif-
ferent crystallization stages, and to minimize kinetic ef-
fects, various annealing treatments were performedin
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situ in the DSC cell with a heating rate of 0.33 K/s under
flowing N2. After reaching the desired temperature,
the sample was rapidly cooled to room tempera-
ture. The heat-treated samples were examined using
XRD and TEM.

Nanoindentation and nano-scratch tests were con-
ducted on the as-cast and annealed samples using a Nano
Indenter-XPt. Hardness and Young’s modulus were
measured using the continuous stiffness option, which
yields hardness as a continuous function of depth into the
sample.29,30A quartz sample was used as a standard for
the initial calibration. Scratch tests were performed using
the lateral force measurement option. A Berkovich in-
denter was used for the scratch test. The orientation of
the indenter was aligned so that the sliding was per-
formed with edge forward and face backward. Ramping
load scratch tests were performed on samples over a
700-mm length. During a test, the applied normal load
was linearly increased from an initial 20mN to the maxi-
mum load, and the maximum loads selected in the pres-
ent study were 20, 80, and 150 mN. Multiple sliding
wear tests were also conducted. In each experiment,
thirty-one passes were made over a 40-mm length using
constant normal loads of 20 mN. The speed of the in-
denter for all sliding segments was about 1.0mm/s.

III. EXPERIMENTAL RESULTS

A. Crystallization and mechanical properties

The DSC curve from the as-cast Zr–10Al–5Ti–
17.9Cu–14.6Ni alloy (referred to hereafter as Zr–Al–Ti–
Cu–Ni alloy) with a heating rate of 0.33 K/s is shown in
Fig. 1. The amorphous alloy exhibits an endothermic re-
action resulting from a glass transition, followed by the
supercooled liquid region, and then an exothermic reac-
tion caused by crystallization. The onset temperatures of

the glass transition and crystallization, denoted byTg and
Tx1 andTx2, are determined to be 631, 729, and 818 K,
respectively. From these measurements, three annealing
temperatures, 683, 783, and 893 K, were selected; these
temperatures correspond to the supercooled liquid re-
gion, and temperatures after the first and second crystal-
lization peaks, respectively. The annealed samples were
examined using XRD and the results are shown in Fig. 2,
in which (a) is from the as-cast sample; (b), (c), and (d)
are from samples annealed at 683, 783, and 893 K, re-
spectively; and (e) is from a sample annealed at 923 K
for 1 h. For discussion purposes, these five samples will
be denoted as samples A, B, C, D, and E hereafter. Ac-
cording to a previous study,31 the crystallization se-
quence of the amorphous Zr–10Al–5Ti–17.9Cu–14.6Ni
alloy can be described by

Am →
683 K

Am8 →
783 K

Am8 + NiZr2 + @Ni, ~Zr, Ti!#

→
893 K

Am8 + NiZr2 + @Ni, ~Zr, Ti!# + Zr~AlNi !2

+ NiZr →
923 K, 1 h

Zr2Cu + NiZr2 + Ni10Zr7
+ Al3Zr4 ,

where Am and Am8 stand for the alloy in amorphous and
relaxed states, respectively. A dark-field TEM image and
selected-area electron diffraction pattern from samples
A, B, C, D, and E are shown in Fig. 3. Both the as-cast
and 683 K–annealed samples show a uniform amorphous
structure [Figs. 3(a) and 3(b)]. The halo ring in the dif-
fraction pattern of the 683 K–annealed sample is appar-
ently sharper than that of the as-cast sample, as a result of
the relaxation of the glassy state. In contrast, samples
annealed at 783 and 893 K mainly consist of extremely
fine Zr2Ni grains with a size of less than 10 nm at 783 K
and 40 nm at 893 K [Figs. 3(c) and 3(d)]. Diffraction
patterns show distinct triple rings resulting from the three

FIG. 1. DSC curve of the amorphous Zr–10Al–5Ti–17.9Cu–14.6Ni
alloy with a heating rate of 0.33 K/s.

FIG. 2. XRD patterns from as-cast and annealed BAA samples: (a)
as-cast, (b) 683 K, (c) 783 K, (d) 893 K, and (e) 923 K for 1 h.
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FIG. 3. Dark-field TEM images and selected-area electron diffraction patterns of the as-cast and annealed BAA samples: (a) as-cast, (b) 683 K,
(c) 783 K, (d) 893 K, and (e) 923 K for 1 h.
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diffraction peaks of the Zr2Ni phase. The volume fraction
of this nanocrystalline phase is estimated to be about
80% at 783 K and about 95% at 893 K. The structure of
the sample annealed at 923 K for 1 h contains polycrys-
tals with a mean grain size of about 250 nm, as shown in
Fig. 3(e). The diffraction pattern consists of spotty re-
flection rings resulting from the presence of the Zr2Cu
phase; it no longer has the triple ring characteristic of the
Zr2Ni phase.

Hardness and Young’s modulus measurements
were performed on these samples. The results are sum-
marized in Table I. It is readily observed that the as-cast
sample has the lowest hardness and modulus values,
while the fully crystallized sample exhibits the high-
est values.

B. Nano-scratch behavior

1. Ramping load scratch

A ramping load scratch (RLS) technique was used to
characterize the friction behavior of the Zr–Al–Ti–Cu–
Ni alloy. The measured friction coefficient [Figs. 4(a)
and 4(c)] and surface profile [Figs. 4(b) and 4(d)] of
samples A and B are shown in Fig. 4. The ramping nor-
mal load of 0.02–80 mN was used for the scratch tests.
For the purpose of discussion, the ramping normal load is
also included in the figure (bold solid line). As shown in
Fig. 4, sudden increases in the friction coefficient (indi-
cated by arrows) are frequently observed. It is interesting
to note that this has also been often observed during
nanoindentation of thin film. In the case of thin films, a
sudden increase in friction coefficient is associated with
microcracking or delamination of the films, which pro-
vides a measure of scratch resistance or adhesive strength
of a film.32–34 The load that causes the delamination is
denoted as “critical load.” In the case of bulk monolithic
material, the sudden increase in friction coefficient is

attributed to microcracking. Bulk amorphous alloys are
known to be brittle; when the local strain exceeds the
elastic limit during nanoindentation, microcracking is ex-
pected to occur.

As shown in Fig. 4(a), the baseline friction coefficient
of sample A (i.e., as-cast sample) is about 0.2–0.25.
However, at locations where sudden increases in friction
coefficient occur, the friction coefficient can jump to
about 0.3–0.35. (The scratch proceeds from left to right).
To assess the scratch resistance of the sample, surface
profiles [Fig. 4(b)] were measured by scanning the
sample before and after the scratch test. It is noted that
both the prescan and postscan were conducted using an
extremely low load of 20 nN. The difference between the
prescan and postscan profiles is presumably the damage
caused by scratching, and the difference between the
scratch and postscan profiles represents the elastic recov-
ery of the sample. It is particularly pointed out that the
locations where microcracking occurs (indicated by the
sudden changes in friction coefficient) coincide with the
depressions in the postscan surface profiles. The critical
load can be determined from the first abrupt change in
the surface profile and friction coefficient, and specifi-
cally it is about 28 mN (indicated in the figure). Other
peaks at less than 28 mN on the friction coefficient pro-
file may be caused by the surface roughness or break of
the oxide layer during the initial stage of scratching.In
situ optical microscopic observation revealed the forma-
tion of scratched debris at this load, confirming the oc-
currence of microcracking.

The structure of sample B (683 K annealed) is in a
relaxed glass (supercooled liquid) state. The friction co-
efficient of this sample is averaged around 0.17 but it can
sometimes jump to about 0.25–0.30. Sudden changes in
friction coefficient are also observed at several locations,
as indicated by arrows. The critical load determined by
the first spike in both the surface and friction coefficient
profiles [Figs. 4(c) and 4(d)] is about 46 mN, which is
higher than that observed in sample A [Figs. 4(a) and
4(b)]. The higher critical load may be caused by the fact
that a relaxed glass has less free volume, thus a stronger
bonding and higher hardness value, than the as-cast
glass. Gaskell35 showed that when glass clusters ap-
proach the supercooled liquid state, the average chemical
bonding increases.

For samples consisting of crystallized phases (samples
C, D, and E), that is, samples annealed respectively at
783, 893, and 923 K, relatively low friction coefficients
of about 0.15 were obtained; this is shown in Fig. 5. In
contrast to samples A and B, virtually no “critical loads”
were detected in these samples. The applied load appears
to have no significant effect on the friction coefficient
except in the initial scratch stage. Also, no evidence for
the formation of debris was observed on the tested
samples up to the maximum load of 80 mN. However,

TABLE I. Hardness and Young’s modulus of as-cast and annealed
Zr–10Al–5Ti–17.9Cu–14.6Ni alloy obtained by using different
nanoindentation tests.

Sample Testa
Depth
(nm)

Load
(mN)

Elastic
modulus
(GPa)

Hardness
(GPa)

A: As-cast HL 733 ± 4 60 112 ± 6 6.3 ± 0.6
HD 2000 474 ± 4 92 ± 4 6.2 ± 2

B: 683 K annealed HL 700 ± 3 60 119 ± 2 6.9 ± 0.1
HD 2000 496 ± 8 100 ± 5 6.5 ± 0.2

C: 783 K annealed HL 661 ± 3 60 118 ± 2 8.3 ± 0.1
HD 2000 590 ± 12 99 ± 4 7.8 ± 0.2

D: 893 K annealed HL 652 ± 4 60 119 ± 1 8.6 ± 0.1
HD 2000 604 ± 10 99 ± 4 8.0 ± 0.2

E: 923 K annealed HL 627 ± 4 60 150 ± 2 8.6 ± 0.2
(1 h) HD 2000 619 ± 17 142 ± 1 8.3 ± 0.1

aHL, hardness test at a load; HD, hardness test as a depth.
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when the maximum applied load was increased to
150 mN, critical loads of approximately 110 and 86 mN
were observed in samples C and D, respectively. The
baseline friction coefficient increases slightly to about
0.18 (Fig. 6) for both samples at this higher maximum

load. The observed higher critical loads in samples C and
D (both partially crystallized) are presumably associated
with a less defective structure. It is worth noting that the
critical load of 110 mN for the 783 K–annealed sample is
higher than that for the 893 K–annealed sample (86 mN).

FIG. 4. Friction coefficient and surface profiles of the two samples in amorphous state (as-cast Am and supercooled Am8) scratched with ramping
normal loads of 0.02–80 mN: (a) friction coefficient and (b) surface profile of as-cast Am; and (c) friction coefficient and (d) surface profile of
supercooled Am8.

FIG. 5. Friction coefficient profiles of samples consisting of crystal-
lized phases (annealed at 783 and 893 K, and at 923 K for 1 h)
scratched with ramping normal loads of 0.02–80 mN.

FIG. 6. Friction coefficient profiles of the nanocrystallized micro-
structure of the two samples (annealed at 783 and 893 K) scratched
with ramping normal loads of 0.02–150 mN.
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A summary of the baseline friction coefficients (mB),
scratch (ds), and postscan (dp) depths at the maximum
load of 80 mN for samples A, B, C, D, and E is listed in
Table II. Data in the table are the average values from at
least five tests. For each scratch experiment, at least five
tests were performed to measure the critical loads. It is
apparent that the as-cast sample has the highest friction
coefficient, and the fully crystallized (nanocrystalline)
sample has the lowest friction coefficient. Also, the fric-
tion coefficient decreases with increasing hardness, sug-
gesting friction coefficient is dependent on the structure
of the alloy.

The values of elatic recovery, represented by the dif-
ference between the scratch and postscan profile,ds − dp,
for samples A, B, C, D, and E are 310, 350, 320, 320,
and 220 nm, respectively. This result indicates that the
allow in both the amorphous (A and B) and partially
crystallized (C and D) states exhibits more elastic recov-
ery than that in the fully crystallized state (E). However,
the permanent damage caused by scratch is evaluated
from the difference between the postscan and prescan
profiles.

2. Multiple sliding wear

A multiple sliding wear (MSW) technique was also
used for evaluating the wear resistance of Zr–Al–Ti–Cu–
Ni alloy. The friction coefficients of the alloy in various
annealed states are shown in Figs. 7(a)–7(e). It is noted in
these figures that thirty-one sliding scans were made on
each sample to ensure the attainment of a steady state.
The applied normal load and sliding distance used were
20 mN and 40mm, respectively. A constant normal load
of 20 mN was intentionally chose to be lower than the
critical load (28 mN) to avoid microcracking. Data dis-
played in Fig. 7 include both forward (odd number) and
backward (even number) slides. Interestingly, despite the
great difference between the edge-forward and face-
backward alignment of the Berkovich diamond tip, fric-
tion behavior appears to be independent of the sliding
direction (forward and backward). The friction coeffi-
cient (∼0.1–0.2) was generally low in the initial scan, but
increases rapidly to about 0.35–0.50 in the subsequent
scans. It usually took more than five or six scans for the
friction coefficient to reach a steady value.

The friction coefficient,m, of sample A (as-cast) ob-
tained in the first scan was only 0.15–0.2, increases rap-
idly, and reaches a steady state with an average value of
about 0.42 [Fig. 7(a)]. In a similar manner, sample B
(relaxed glass) also exhibits a low initial friction coeffi-
cient of about 0.1 and quickly reaches a steady state after
five scans, yielding a slightly lower friction coefficient of
about 0.34 [Fig. 7(b)]. It is also noted that the friction
coefficient appears to increase slightly with sliding dis-
tance. A rapid increase in friction coefficient at the end of
sliding, especially during the forward sliding, was appar-
ently attributed to the pileup of worn material. As a re-
sult, the lateral forces tend to “lift” the indenter during
sliding; this was described previously by Denget al.34

The friction behavior of sample C (partially crystal-
lized) is different from that of samples A and B. As
shown in Fig. 7(c), the starting friction coefficient of
sample C is low (∼0.12), but increases rapidly to a peak
value of about 0.28 after five scans. Instead of having a
constant value, the friction coefficient gradually de-
creases to an average value of 0.24. This decrease may be
attributed to work hardening taking place during multiple
slides. Recalled that sample C has a microstructure con-
taining nanocrystalline grains. Work hardening is ex-
pected to occur in crystalline grains and contribute to an
increase in hardness, which, in turn, causes a decrease in
friction coefficient. This is further supported by the re-
sults obtained from sample D. As shown in Fig. 7(d), a
low final friction coefficient of about 0.15 is observed in
sample D; this is because higher volume fraction of crys-
talline phase produces more work hardening. For the
fully crystallized sample (sample E), the steady-state
friction coefficient is about 0.3, which is higher than that
for samples C and D (partially crystallized) but smaller
than that for the amorphous samples.

The typical surface profiles of sample E before (pre-
scan) and after (postscan) multiple sliding are shown in
Fig. 8. The postscan depth can be used to estimate the
wear resistance of a sample, because it represents the
material that was worn away. The depth values are 600,
370, 250, 270, and 300 for samples A, B, C, D, and E,
respectively. The steady-state friction coefficient for the
forward sliding (mF), hardness (H), and postscan depth
(dp) under a normal sliding load of 20 mN are summa-
rized in Table III. It is apparent in the table that there

TABLE II. Young’s modulus, hardness, average value of friction coefficients (mB), scratch (ds) and postscan (dp) depths of a ramping load scratch
test at the load limit of 80 mN.

Sample Microstructure E (GPa) H (GPa) mB ds (nm) dp (nm)

A: As-cast Am 92–112 6.2–6.3 0.220 610 300
B: 683 K annealed Am8 100–119 6.5–6.9 0.180 550 200
C: 783 K annealed Am8 + NiZr2 + [Ni, (Zr, Ti)] 99–118 7.8–8.3 0.155 460 140
D: 893 K annealed Am8 + NiZr2 + [Ni, (Zr, Ti)] + Zr(AlNi) 2 + NiZr 99–119 8.0–8.6 0.150 440 120
E: 923 K annealed (1 h) Zr2Cu + NiZr2 + Ni42Zr58 + Al3Zr4 142–150 8.3–8.6 0.140 330 110
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exists a general trend; namely, the worn depth is shal-
lower for a harder sample. Once again, data indicate that
both the partially crystallized (samples C and D) and
fully crystallized (sample E) samples are more wear re-
sistant than the as-cast sample (sample A).

IV. DISCUSSION

Friction is known to depend on a number of variables,
such as chemical affinity between the two contacting
materials, surface roughness, the presence or absence of

FIG. 7. Friction coefficient profiles of the multiple sliding wear test (thirty-one sliding scans) on all of the five samples under the normal load
of 20 mN: (a) as-cast, (b) 683 K, (c) 783 K, (d) 893 K, and (e) 923 K for 1 h.
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oxides, absorbed films, and load conditions.36 Existing
data for the friction coefficient of metallic glasses cover
a wide range; friction coefficients range from exception-
ally low values (∼0.015)37 to medium values (0.2–
0.6)38,39 and to high values (0.8–1.0).40–42 These data
were obtained by using a spherical or cylindrical hard
slider moving on sheet (tape or ribbon) metallic glass
samples. Limited tribological data produced from ramp-
ing load scratch test using nanoindentation technique are
available and they are summarized in Table IV. Results
obtained in the present study are also included. It is noted
in the table that critical loads exist in all materials, except
the single-crystal Al and Al2O3–TiC. Also noted is the
fact that the friction coefficient is slightly higher when
the applied loading is above the critical load than when it
is below the critical load.

Critical load can be considered as a measure of scratch
resistance. As shown in Table IV, the present amor-
phous alloy apparently has a much higher critical load
than the other materials, including ceramics. The critical
loads of 110 and 86 mN found in samples C and D,
respectively, are much higher than the 28 mN for the
fully amorphous sample. This suggests that a material
having a mixed amorphous–nanocrystalline micro-
structure is more scratch resistant than the fully amor-
phous sample. The postscan depth measurements
from the MSW tests also confirmed that samples with
an amorphous–nanocrystalline structure have the least
wear loss; that is, the best wear resistance. Similar re-
sults have been observed in the study of the wear resis-
tance of metallic glass ribbons24–26 and Al-based bulk
amorphous alloys.27,43

Kim et al.44 recently demonstrated that a homoge-
neous dispersion of nanoscale crystalline particles em-
bedded in Al-based amorphous matrix resulted in a

significant increase in tensile strength, as compared to
the corresponding single-phase, amorphous alloys. Simi-
lar results have also been reported in Zr41Ti13Ni10Cu13Be23,

45

Zr55Al10Ni5Cu30,
46 and Zr65Al10Ni10Cu15

47 amorphous
alloys. Apparently, a mixed amorphous–nanocrystalline
structure offers high strength and hardness, and thus
good wear resistance. This can be rationalized in the
following way.

It is well-known that the Hall–Petch (HP) equation can
describe the relationship between hardness (or yield
strength) and grain size in conventional polycrystalline
solids. The HP relation predicts that hardness should in-
crease with decreasing grain size. The basic HP relation,
given in Eq. (1), predicts that strength or hardness,H,
should increase with decreasing grain size,d.

H = H0 + Kd−1/2 , (1)

where H0 if the intrinsic hardness andK is a material
constant. Obviously, the equation has limitations because
the strength cannot increase indefinitely with decreasing
grain size, as shown in Fig. 9. From a practical view-
point, for example, the strength value cannot exceed the
theoretical strength; that is, the strength of a perfect whis-
ker. Also, from another point of view, when the grain
size approaches zero, the material essentially becomes
amorphous. The grain boundary strengthening effect (HP
relationship) will then disappear. There is some evidence
indicating that the hardness (or strength) of an amor-
phous material is lower than its crystalline counterpart.
For example, amorphous Al2O3 is softer than polycrys-
talline Al2O3,48,49 and amorphous Si is softer than
polycrystalline Si.50 Thus, there must exist an optimum
microstructure that yields the maximum hardness, as
shown in Fig. 9. In the present study, it is a mixed
amorphous–nanocrystalline structure that yields the
maximum hardness. It is worth noting that the strength
(or hardness) of a partially crystallized Zr–Al–Cu–Pd
alloy was found to exhibit a maximum when the size of
Zr2(Cu, Pd) precipitate particles was∼10 nm and the
volume fraction of the crystalline phase was about
75%.51,52This is consistent with the microstructures ob-
served in samples C and D in the present study.

Data obtained in the present study indicate that there
exists a general correlation between the hardness, friction
coefficient, and wear resistance: a lower hardness pro-
duces a higher friction coefficient, and a higher friction
results in a faster wear. The as-cast amorphous sample
exhibits the lowest hardness and, thus, highest friction
coefficient and poorest wear resistance. This result is
consistent with the observations in some crystallized
materials and metallic glass ribbons.21,42 Comparing
Tables II and III, it is noted that friction coefficient meas-

FIG. 8. Typical surface profiles of the multiple sliding wear test
(thirty-one sliding scans) on sample E under the normal load of
20 mN.
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ured from the multiple sliding wear test is normally
greater than that measured from the ramping load test.
This is probably associated with the formation of a
“transfer layer” on a scratched surface as suggested by
Kishoreet al.17,53 In essence, a transfer layer produced
during a slide can be removed by a subsequent slide at a
load greater than the “critical load”; this results in a
reduced friction coefficient. In the present study, increas-
ing load was used during the ramping load tests. In con-
trast, the multiple sliding wear tests were always
conducted at loads below the “critical load.” However, it
is pointed out that, despite the difference in the absolute
value of friction coefficient, the general trend for these
two measurements are consistent; namely, a higher hard-
ness value leads to a lower friction coefficient.

V. CONCLUSIONS

Tribological (friction and wear) behavior of a bulk
amorphous alloy Zr–10Al–5Ti–17.9Cu–14.6Ni (at.%),
both in the as-cast and annealed states, was charac-
terized by using ramping load scratch and multiple
sliding wear tests. This study led to the following
conclusions.

(1) The crystallization sequence of the alloy is de-
scribed by

Am →
683 K

Am8 →
783 K

Am8 + NiZr2 + @Ni, ~Zr, Ti!#

→
893 K

Am8 + NiZr2 + @Ni, ~Zr, Ti!# + Zr~AlNi !2

+ NiZr →
923 K, 1 h

Zr2Cu + NiZr2 + Ni42Zr58

+ Al3Zr4 .

(2) Both Young’s modulus and hardness increase with
increasing annealing temperature; the modulus and
hardness values are, in the ascending order, amorphous,
supercooled liquid, partially crystallized, and fully
crystallized.

(3) Critical loads associated with microcracking were
observed in all test samples. The as-cast material has the
lowest critical load, and the critical load increases with
increased annealing temperature.

(4) There exists a general correlation between the
hardness, friction coefficient, and wear resistance; a
lower hardness produces a higher friction coefficient and
thus a faster wear.

(5) The present experimental results indicate that
wear resistance is (in an ascending order): as-cast
amorphous, supercooled liquid, fully crystallized, and

TABLE III. Steady-state friction coefficient for the forward sliding (mF) and postscan depth (dp) under a normal sliding load of 20 mN in multiple
sliding wear tests.

Sample Microstructure mF H (GPa) dp (nm)

A: As-cast Am 0.42 6.2–6.3 600 ± 20
B: 683 K annealed Am8 0.30 6.5–6.9 370 ± 10
C: 783 K annealed Am8 + NiZr2 + [Ni, (Zr, Ti)] 0.25 7.8–8.3 250 ± 20
D: 893 K annealed Am8 + NiZr2 + [Ni, (Zr, Ti)] + Zr(AlNi) 2 + NiZr 0.15 8.0–8.6 270 ± 20
E: 923 K annealed (1 h) Zr2Cu + NiZr2 + Ni42Zr58 + Al3Zr4 0.27 8.3–8.6 300 ± 20

TABLE IV. Friction coefficient and critical load for several bulk ma-
terials measured from ramping load scratch test.

Material

Ramping
load
(mN)

Critical load
(mN)

Friction coefficient

Baseline Maximum

Single-crystal
Si(100) 2–25 16 0.10 0.80

Ni–Zn ferrite 2–25 10 0.10 0.80
Al2O3–TiC 2–25 From beginning 0.15 0.30
SiC 2–25 15 0.12 0.75
Single-crystal Al 0.02–15 From beginning 0.35 0.50
A: As-cast 0.02–80 28 0.20 0.32
B: 683 K annealed 0.02–80 46 0.17 0.28
C: 783 K annealed 0.02–80 ??? 0.150 0.155

0.02–150 110 0.18 0.28
D: 893 K annealed 0.02–80 ??? 0.150 0.15

0.02–150 86 0.18 0.23
E: 923 K annealed

(1 h) 0.02–80 ??? 0.14 0.14 FIG. 9. Schematic illustration of Hall–Petch relationship for the me-
tallic glass from amorphous to crystalline state.
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amorphous–nanocrystalline mixture. Samples annealed
at 783 and 893 K have a mixed amorphous–nanocrystalline
structure and thus are the most wear resistant.
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Abstract

The role of atomic bonding in the brittle fracture of intermetallic alloys has been assessed theoretically. A simple empirical model

is proposed for the ideal work of adhesion, resulting from a rigid-body separation, in terms of four variables, viz. the elastic sti�ness
constant, the equilibrium interplanar spacing, and two scaling length parameters. The ratio of these two length parameters is
assessed based on the available results of ab initio slab-supercell calculations. Ideal cleavage energies and critical stress intensity
factors of transition-metal aluminides and silicides are estimated, and the results are discussed by comparing with the available

experimental data of brittle fracture. The di�erence between the proposed model and other models, temperature dependence of
surface energies, and an extension of this model for interfacial adhesion are also discussed. # 2000 Elsevier Science Ltd. All rights
reserved.

Keywords: A. Aluminides, miscellaneous; A. Silicides, various; B. Anisotropy; B. Fracture stress; E. Physical properties, miscellaneous

1. Introduction

Transition-metal (TM) aluminides and silicides
belong to an important class of material systems
because of the use of these silicides in microelectronics
industry and the aluminides for possible applications as
structural components. Though these TM aluminides
and silicides are potential candidates for structural
applications at ultra-high temperatures because of their
high melting points, relatively low density and good
oxidation resistance, the major drawback has been their
intrinsic brittleness at room temperature [1,2]. In order
to better understand the brittle fracture behavior in sili-
cides of the noncubic crystal structures at low tempera-
tures, speci®c surface energies of low index habit planes
are needed. The purpose of this work is to introduce an
empirical method of estimating orientation-dependent
uniaxial cohesive energies, or ideal cleavage energies, for
TM aluminides and silicides. A brief description of this

empirical method was introduced in a recent conference
[3].
Experimental data on surface energies of TM alumi-

nides and silicides are not available [4]. A number of
di�erent empirical methods have been proposed to cor-
relate surface energies with physical properties such as
the heat of fusion, Debye temperature, and the melting
point [5,6]. These methods, however, cannot furnish
information on the dependence of surface energies on
crystallographic planes. On the other hand, electronic
structure calculations can give quantitative description
on the orientation dependence of surface energy in
metals [6±11]. By using the so-called slab model, i.e.
free-standing thin ®lm, surface energies of a number of
low-index planes in some TM aluminides and silicides
were determined by ab initio calculations within the
framework of the local density functional (LDF) theory,
e.g. in Ni3Al [12], Ni3Si [13], TiAl [14], Ti3Al [15], and
CoSi2 [16]. In Al3Sc [17], NiAl and FeAl [18], and
MoSi2 [19], the maximum tensile stresses (or theoretical
strength) and uniaxial cohesive energies (or ideal work
of adhesion) of a few low-index habit planes were
determined as functions of the separation distance by
using the so-called supercell model. While most of the
experimental techniques to measure surface energies are
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applicable at relatively high homologous temperatures,
such as zero-creep technique, theoretical calculations
refer to surface energies at the ground state. Therefore,
any information on the temperature dependence of sur-
face energies would be useful in comparing the results
from theory and experiment.
In this paper, we ®rst present an empirical method of

estimating ideal cleavage energies on the basis of the
available results of supercell calculations. Second, ideal
cleavage energies of TMs and TM aluminides and sili-
cides of cubic and noncubic crystal structures are esti-
mated, and these are compared with the data available
in the literature. Third, we discuss temperature and
composition dependence of cleavage energies. Finally,
the validity and usefulness of the proposed method are
discussed in light of the available experimental data and
other methods of approximation for surface energy.

2. Uniaxial cohesive stress function

Consider a crystalline slab as illustrated in Fig. 1(a)
where the open arrows indicate the direction of uniaxial
tensile stress, �, as a function of the displacement, v,
along the y-axis. The three material-speci®c length
parameters of d0, a, and D represent the equilibrium
interplanar spacing of (hkl) planes, an e�ective range of
interatomic cohesive forces, and a scaling factor related
to the nonlinear nature of �(v), respectively. The change
in total energy of a slab, �E, as it is separated into two
halves, is to increase with increasing separation dis-
tance, v, as shown in Fig. 2(a). The corresponding ten-
sile stress function is shown in Fig. 2(b) such that the
ideal cleavage energy is obtained by

Gc �
�1
0

��v�dv � 1 � 2 �1�

where 1 and 2 are the speci®c energies per unit area of
the two surfaces created, as indicated in Fig. 1(b). In

ordered intermetallic compounds, these two surface
energies are equal only at some special crystallographic
orientations. In addition, for some (hkl) planes in non-
cubic crystals, there are more than one choice of atom-
ically distinct cleavage plane.
If the cohesive stress function, �(v), is known, then the

ideal cleavage energy (work of adhesion) can be
obtained from Eq. (1). But, in reality, it is the change in
total energy as a function of separation distance, �E(v),
that can be calculated by a supercell calculation. This
result becomes then the basis for constructing the stress
function, �(v). The so-called universal binding energy
relation (UBER) [20,21], which is known valid for
metallically and covalently bonded solids, can be used
to ®t the �E±v data of supercell calculations by

�E�v� � Gc 1ÿ �1� d�� exp�ÿd��� �; �2�

where d* is de®ned in terms of a scaling length (or the
electronic screening length [20]), l, as d*=v/l. The uni-
axial tensile stress function is given by

��v� � �md
�exp�1ÿ d��: �3�

The peak tensile strength and the cleavage energy are
related to each other simply by [22]

Gc=�m � el; �4�

where e is the base of natural logarithm. The interfacial
energy results of supercell calculations for (001) planes
in Mo, Nb, V, and MoSi2 were found to fall accurately
on a single UBER curve when the scaling length is in the
range of l=0.63±0.70 AÊ [19].
In this paper, we are interested in the anisotropy of

cleavage energy for a given TM aluminides or silicide.
In using a triangular approximation for the stress func-
tion in Fig. 2(b), we assume that (i) the maximum slope
of the �E±v curve (i.e. �=�m) occurs at v=l, (ii) at v<l,
the nonlinear �(v) is approximated by the reduced elas-
tic sti�ness of C22(d0/D) in the direction perpendicular
to (hkl) planes, and (iii) the long-range interatomic for-
ces (at v>l) diminish e�ectively to zero at v5a. On the
basis of these three assumptions, the tensile cohesive
stress may be given simply as

� � C22
v

D

� �
for 04v4l; �5a�

� � C22

D

l

aÿ l

� �
�aÿ v� for l < v4a; �5b�Fig. 1. Schematic illustration of (a) a supercell unit and (b) two parts

after separation.
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� � 0 for v > a; �5c�

where C22 is the transformed elastic sti�ness constant
with respect to the tensile y-axis. Use of the above stress
function based on the three assumptions and Eq. (1)
gives the maximum stress and the cleavage energy as

�m � C22
l

D

� �
; �6�

Gc � C22l

2

a

D

� �
: �7�

Eq. (6) for the ideal cleavage strength is equivalent to a
number of such expressions [23±26] based on the origi-
nal Orowan±Polanyi approximation for the theoretical
tensile strength. The elastic sti�ness constants in place
of Young's modulus were used earlier for the case of
hcp metals [27]. The dashed curve of Fig. 2(a) is the
harmonic range of the energy increase corresponding to
the elastic constant C22. The Orowan±Polanyi approx-
imation usually makes an overestimate of the theoretical
strength in metals. For instance, in the case of TM alu-
minides, the estimated cleavage strength in the range of

�m=(0.12±0.18) C22 was found to be slightly larger than
those determined from the slab-supercell calculations
[14]. The proposed triangular approximation is designed
to match the maximum stresses determined from super-
cell calculations by use of the D parameter, which may
be related to the anharmonic property at the ``bond-
stretching'' part (v<l) of Fig. 2.
The area under a triangular stress function is chosen

exactly the same as that under a �(v) curve, as illu-
strated in Fig. 2(b) by the two dashed lines in com-
pliance with the solid curve. According to the
prescription of scaling for the UBER [20,21], �m occurs
at v=l. The supercell calculations for TM aluminides
[17,18] showed that �E converges to di�erent Gc values
for di�erent cleavage habit planes. Therefore, the para-
meter a, which is related to the ``bond-breaking'' part
(v>l) of Fig. 2, is to be correlated not only to the actual
magnitude of cleavage energy for a given compound,
but also to the anisotropy of cleavage energy in the
compound. This parameter has a simple relationship
with the scaling length, l,

a

l
� 2e: �8�

Use of this in Eq. (7) gives an alternative expression of
cleavage energy,

Gc � eC22
l2

D

� �
: �9�

3. Determination of length parameters

In this section, the length parameters involved in the
triangular approximation are determined for three bcc
metals (Mo, V, and Nb), two B2 aluminides (NiAl and
FeAl), two L12 aluminides (Al3Sc and Ni3Al), and one
C11b silicide (MoSi2).
Fig. 3 and Table 1 summarize the supercell calcula-

tions for (001) cleavage in Mo, V, Nb, and MoSi2 by
Hong et al. [19]. In Tables 1±3, numerical factors of
l=l/d0 are listed. MoSi2 has the tetragonal C11b struc-
ture, which consists of three pseudo-bcc unit cell
stacked along the [001] direction. The data of MoSi2 are
referred to fracture between the Si (001) plane, and
hence Gc=2.
Fig. 4 and Table 2 summarize the results of supercell

calculations for NiAl and FeAl reported by Yoo and Fu
[18]. In an AB compound of the B2 structure, one of the
(100) cleavage surfaces consist of all A atoms and the
other with all B atoms, accordingly, Gc=1+2. In
contrast, all {110} surfaces being equal in the A+B
composition, we have Gc=2 for the case of (110) clea-
vage in stoichiometric B2 compounds.

Fig. 2. (a) Interfacial energy and (b) tensile stress for the (100) plane

in Al3Sc based on the ab initio supercell calculations [17].
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Table 3 lists the data for Al3Sc [17] and Ni3Al [12] of
the L12 structure. Cleaving on (100) or (110) plane of an
A3B crystal of the L12 structure creates two surfaces of
di�erent chemical composition, one containing all A
atoms and the other of A+B atom mixture. Therefore,
Gc=1+2 for both cases. The �(v) curves for Al3Sc

and Ni3Al are very similar in shape to Fig. 4(b) and
2(b), respectively, with an exception that the (100) curve
is slightly lower than the (110) curve in Al3Sc.
Table 4 summarizes all the length parameters

involved in Eqs. (6), (7), and (9). The elastic constants
used for metals are from the experimental data either at

Table 1

Ideal work of fracture, theoretical strength, and length parameters for (001) cleavage in the BCC case [19]

Metals (hkl) Gc (J/m
2) �m (GPa) do l l

(nm)

Mo 200 7.94 23.0 0.157 0.063 0.404

V 200 7.20 19.9 0.152 0.067 0.438

Nb 200 6.82 17.9 0.165 0.070 0.425

MoSi2 006 7.72 21.9 0.131 0.065 0.495

Fig. 3. Tensile stress vs. cleavage displacement in (a) bcc TM metals

and (b) MoSi2 based on the ab initio supercell calculations [19].

Table 2

Ideal work of fracture, theoretical strength, and length parameters in the B2 case [18]

Aluminides (hkl) Gc (J/m
2) �m (GPa) do l l

(nm)

NiAl 200 5.5 30 0.141 0.067 0.478

110 4.1 30 0.199 0.050 0.253

FeAl 200 6.5 35 0.142 0.068 0.481

110 5.8 35 0.200 0.061 0.348

Fig. 4. Tensile stress vs. cleavage displacement in (a) NiAl and (b)

FeAl based on the ab initio supercell calculations [18].
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4 K or their extrapolations to 0 K [28]. Unless mentioned
otherwise, the elastic constants used for intermetallic com-
pounds are from the tabulation of theoretical results at the
ground state [29]. The elastic constants of NiAl and FeAl
are from Fu and Yoo [30]. Among eleven cases represent-
ing eight di�erent materials, the numerical value of l ran-
ges from 0.25 to 0.50, where the low bound is represented
byAl3Sc (110) and the high bound byMoSi2 (006). Among
the three bcc metals, the peak stress increases (�m=18, 20,
and 23 GPa for Nb, V, and Mo) while the peak position
decreases slightly (l=0.70, 0.67, and 0.63 AÊ ). This increase
can be correlated to the increase in the reduced elastic
sti�ness constant, viz., C22(d0/D)=42, 45, and 57 GPa for
Nb, V, and Mo, respectively.
In the B2 case, cleavage energy of the (110) plane is

lower than that of the (100) plane. Though only slight,
the anisotropy is opposite in the case of Al3Sc. The
rather pronounced anisotropy of Gc (about 30%) in
NiAl, while the �m=30 GPa is the same, can be corre-
lated to both the a and D parameters. That is, a is larger
for the (100) plane than for the (110) plane by 34% and
C22(d0/D) is smaller by a factor of two.

4. Ideal cleavage energy and strength

4.1. Transition metals

Table 5 lists estimated values of (100) cleavage ener-
gies for four bcc (Ta, Cr, W, and Fe) and four fcc (Ni,

Pd, Pt, and Al) metals. The numerical value of l2/D used
for Ta is the algebraic average of the two values for V
and Nb. Two di�erent values of l2/D (corresponding to
Nb and Mo) were used for Fe. Because no supercell
calculation database is available for fcc metals, l2/
D=0.908�10ÿ2 determined for Ni3Al was used for Ni,
Pd, and Pt. The two l2/D values determined for (100)
and (110) planes of Al3Sc were used for the two planes
of Al.
The estimated results of Gc by this study are com-

pared with the available results of ®rst-principles slab
calculations within the local density approximation
(LDA), which are listed in Table 5. Also listed in Table
5 are the predicted values from the so-called equivalent-
crystal-theory (ECT) [31] and other values obtained
using semi-empirical methods, such as the embedded
atom method (EAM) [32] and Finnis±Sinclair method
[33]. Except for Pd and Pt [34], all other data of the
three columns (LDA, ECT, and Other) in Table 5 are
obtained from Table III of Smith et al. [31].
When compared to LDA values, the estimated Gc

values for (100) plane in Fe and Ni, and (110) plane in
Al are larger by about 6 and 12%, respectively, and the
estimated Gc value for (100) plane in W is smaller by
about 8%. While the results from ECT are generally
larger than the LDA results by about 10% on average,
the predictions of Gc values by other semi-empirical
methods are 45±55% lower than the LDA results. In the
empirical method proposed in this paper, transferring of
the l2/D values from Ni3Al to Ni and from Al3Sc to Al

Table 3

Ideal work of fracture, theoretical strength, and length parameters in the L12 case [12,17]

Aluminides (hkl) Gc (J/m
2) �m (GPa) d0 l l

(nm)

Al3Sc 200 3.4 19 0.202 0.066 0.326

110 3.7 19 0.286 0.072 0.250

Ni3Al 200 5.8 30 0.175 0.071 0.406

Table 4

Elastic constants and length parameters

Material (hkl) C22 (GPa) D a (l2/D)�102 D

d0

l

D
� 102

(nm)

Mo 200 450 0.621 0.345 0.649 7.89 5.1
V 200 232 0.389 0.362 1.140 5.13 8.6
Nb 200 253 0.495 0.381 0.993 6.00 14.0
MoSi2 006 536 0.794 0.353 0.530 12.13 4.1
NiAl 200 233 0.524 0.367 0.868 3.73 12.9

110 318 0.533 0.273 0.474 2.68 9.4
FeAl 200 290 0.566 0.371 0.825 4.00 12.1

110 375 0.653 0.331 0.569 3.26 9.3
Al3Sc 200 189 0.655 0.358 0.662 3.24 10.5

110 182 0.686 0.390 0.748 2.40 10.4
Ni3Al 200 235 0.557 0.387 0.908 3.19 12.8
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is a reasonable exercise in view of the good agreement
between the estimated values and the LDA results.
Also, the reasonable agreement between the estimated
value of Gc=6.56 J/m2 and the LDA result of Gc=6.10
J/m2 indicates that Fe is more similar to Nb than to Mo
as far as the l2/D numerical factor is concerned.

4.2. TM aluminides and silicides

In addition to the eight cases of ®ve intermetallic
compounds for which all the length parameters were
determined (Table 4), there are more data for Gc from
ab initio slab calculations, from which numerical values
of l2/D can be determined. Table 6 lists these additional
data for Al3Sc [17], Ni3Al [12], Ni3Si [13,35], CoSi2 [16],
TiAl [14,36], and Ti3Al [15,36], which contains 12 cases
for the six alloys. Together with those cases for alloys
listed in Table 4, a total number of cases is 20 for nine
alloys.
Using appropriate values of l2/D from Tables 4 and 6,

we can estimate ideal cleavage energies for many TM

aluminides and silicides of L12, D022, D023, B2, D03,
and C11b structures, as listed in Table 7. Transfer of l2/
D values within the same crystal structure or from
one pseudo-fcc (or-bcc) building block to another
was made in the following ways: Ni3Al ! Pt3Al,
Al3Sc ! all trialuminides, (NiAl+FeAl)/2 ! B2 alu-
minides, FeAl ! Fe-base D03 and MoSi2 !WSi2.
To our best knowledge, there has been no information
on numerical values of Gc for the cases listed in Table 7.
The elastic constants used in Table 7 are mostly from
experimental data at room temperature [29]. Theoreti-
cally determined elastic constants at 0 K were used for
Pt3Al [37], Al3Ti (L12) [17], and RuAl and CoAl [38].
Though there is no experimental database for Gc

values, a comparison can be made between theoreti-
cally-determined Gri�th strength and experimentally-
measured fracture toughness. Table 8 lists such results
for a comparison between MoSi2 and WSi2. The critical
stress intensity factor for mode-I (hkl)[uvw] Gri�th
crack, kIG, was determined by taking full account of the
elastic anisotropy [13]. The fracture toughness values,

Table 5

Estimate of (100) ideal cleavage energy for transition metals and Al

Metals C22 (GPa) (l2/D)�102 (nm) This study LDA ECT Other

Gc (J/m
2)

Va 232 1.140 7.20 7.20a

Nba 253 0.993 6.82 6.82a

Ta 266 1.066 7.72

Cr 391 0.649 6.90

Moa 450 0.649 7.94 7.94a

W 533 0.649 9.40 10.20 11.76 5.85

Fe 243 0.649 4.29

0.993 6.56 6.20 6.98 3.39

Ni 261 0.908 6.45 6.10 6.24 3.16

Pd 234 0.908 5.78 3.82

Pt 358 0.908 8.84 4.88

Al (200) 116 0.662 2.09 2.58

(110) 121 0.748 2.47 2.20 2.32

a Database from ab initio supercell calculations [19] available for this study.

Table 6

Cleavage energy and the ratio of length parameters

Alloys (hkl) Gc (J/m
2) C22 (GPa) l2/D (10ÿ2)

Ni3Al 111 4.6 351 0.482

Ni3Si 200 7.2 375 0.706

111 5.1 481 0.390

Al3Sc 111 3.3 180 0.675

CoSi2 400 5.96 277 0.792

220 4.62 309 0.550

222 4.34 320 0.499

TiAl 200 4.6 188 0.900

002 5.6 190 1.084

110 5.3 243 0.802

111 4.5 283 0.585

Ti3Al 002 4.8 238 0.742
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KIC, were obtained from three-point bending tests of
single crystals [39]. The kIG and KIC values listed in
Table 8 indicate that the amount of crack-tip plasticity
seems to be relatively larger at (001)[110] crack than at a
(110)[001] crack in both WSi2 and MoSi2. This is more
so in MoSi2.

5. Temperature, composition, and interface

We have discussed ideal cleavage energy and strength
in terms of four variables (C22, d0, l or a, and D) that are
not only material speci®c, but also orientation depen-
dent. So far, we have dealt with pure metals and stoi-
chiometric compounds at the ground state and/or room
temperature and Gc as the net change in interfacial
energy by a rigid-body separation. The role of surface
relaxation (or reconstruction) is neglected because it is
known to be a minor e�ect, e.g. less than 2% of the
W(100) surface energy and less than 4.5% of the V(100)
surface energy [40].

There have been many papers during the 1980s that
discuss the physical meaning of the scaling length, l, in
the UBER. One possible interpretation is that the ®rst-
order anharmonic properties (such as thermal expan-
sion) are related in a simple way to the harmonic prop-
erties (bulk modulus). In the present study, the
anisotropy of this simple relationship is of primary
interest.
For a given (hkl) plane how the two length para-

meters, l and D, change with temperature is not known,
but the temperature dependence of Gc due to changes in
elastic constants can be assessed. Fig. 5 shows tempera-
ture dependence of Gc for the (100) and (110) planes in
NiAl by using the elastic constants over a temperature
range of 300±1100 K [41]. The change in d0 values on
account of thermal expansion is negligibly small com-
pared to that in elastic constants. The anisotropy of Gc

is reduced signi®cantly at higher temperatures, the Gc

ratio of (110)/(100) reaching 0.93 at 1100 K, as far as
the enthalpy term of surface energy is concerned. Con-
tribution of the surface entropy may become an impor-
tant factor at high temperatures, e.g. �S�1.5�10ÿ3 J/m2

deg above 1000 K for W (001) surface [40], but such
information is not available for intermetallic com-
pounds.
Using the elastic constants of Al-rich TiAl [42], we

®nd the temperature dependence of Gc as shown in Fig.
6. Because of the di�erence in elastic constants between
the calculated results for stoichiometric TiAl at 0 K [38]
and the experimental data on Ti±56% Al at 300±750 K
[42], Gc values of the (110) and (111) planes in Fig. 6 are
lower than the corresponding values in Table 6 by 11
and 13%, respectively. Thus, Fig. 6 actually represents a
combined e�ect of temperature and hyperstoichiometry
on Gc through elastic constants. The anisotropy of
thermal expansion coe�cients [42] is too small to make
any appreciable change in the axial ratio (c/a=1.02).
With an exception of the (100) curve, the three curves in
Fig. 6 show essentially the same temperature depen-
dence.
In many intermetallic compounds, elastic constants

are known to be strongly composition dependent, e.g.
Ni±Al and Fe±Al systems [43,44]. In both systems, the
elastic anisotropy increases as a binary compound
becomes more TM-rich. Consequently, the di�erence in
Gc between (100) and (110) planes in a hypostoichiometric

Table 7

Estimate of ideal cleavage energy for TM aluminides and silicides

Alloys (hkl) C22 (GPa) (l2/D)�102 (nm) Gc (J/m
2)

Pt3Al 200 436 0.908 10.8

111 479 0.482 6.3

Al3Ti
a 200 177 0.662 3.2

110 212 0.748 4.3

111 224 0.676 4.1

Al3Ti 200 218 0.662 3.9

110 254 0.748 5.2

111 250 0.676 4.6

Al3Zr 200 209 0.662 3.8

110 242 0.748 4.9

111 241 0.676 4.4

RuAl 200 308 0.847 7.1

110 348 0.522 4.9

CoAl 200 251 0.847 5.8

110 310 0.522 4.4

Fe3Al 200 171 0.825 3.8

110 267 0.569 4.1

Fe3Si 200 232 0.825 5.2

110 331 0.569 5.1

MoSi2 110 454 0.522 6.4

WSi2 110 400 0.522 5.7

006 552 0.530 8.0

a L12 structure (hypothetical).

Table 8

Cleavage energy, Gri�th strength, and fracture toughness of C11b TM disilicides [39]

Disilicides (hkl) Gc (J/m
2) [uvw] kIG KIC

(MPaÿ ����
m
p

)

WSi2 006 8.0 110 2.0 3.7

110 5.7 001 1.6 3.1

MoSi2 006 7.7 110 1.9 4.0

110 6.4 001 1.7 2.4
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NiAl alloy (e.g.>54% Ni) is expected to be much larger
than that shown in Fig. 5. It is not known, however,
how l and D or l2/D are a�ected by a high concentration
of intrinsic point defects.
In the case of two-phase TiAl±Ti3Al alloys containing

g/g and a2/g interfaces, the interfacial cleavage energies
can be estimated by

Gi � Gc ÿ Gi ÿ Em �10�

where ÿ is the interfacial energy and Em is the mis®t
energies based on Frank and van der Merwe method
[45]. Because of the approximations involved in deter-
mining the interfacial and mis®t energies, the interfacial
fracture energies obtained earlier [36,46] are only esti-
mates. Nevertheless, the results showed that interfacial
fracture is more likely to occur on an 120� rotational g/g
boundary than on the a2/g boundary. Use ofGc=4.5 J/m2

for TiAl (111) and Gc=4.8 J/m2 for Ti3Al from Table 6
brings another degree of approximation because, in
reality, both g and a2 phases are o�-stoichiometric in
their chemical compositions.

6. Discussion

On the total of 25 cases for three metals and nine
alloys, for which the results of Gc by ab initio slab-
supercell calculations are available in the literature, a
systematic analysis of correlation between Gc and l2/D
was made based on the proposed triangular approx-
imation for the cohesive stress function. Transfer of l2/
Ds from one bcc TM to another was made directly
within the isoelectronic VA and VIA groups. Whereas,
for fcc TMs and Al, the l2/D values of Ni3Al and Al3Sc
were used, respectively. In the case of TM aluminides
and silicides, transfer of l2/D from one crystal class to
another within a given chemical group (mono-
aluminides, monosilicides, trialuminides, or disilicides)

was made by comparing pseudo-fcc and pseudo-bcc
building blocks of cubic and noncubic crystal structures.
Then, estimate of Gc was made for a total of eight
metals (4 bcc and 4 fcc) and for 22 cases for 10 inter-
metallic compounds.
The lowest cleavage energy among the total of 43

cases is Gc=3.3 J/m2 for (111) plane of Al3Sc (Table 6).
In other trialuminides, essentially isotropic C22 and a
moderate variation of l2/D in Al3Sc give the lowest Gc

for (100) planes in both TiAl3 and ZrAl3 (Table 7).
Relatively low cleavage energies (Gc45 J/m2) of trialu-
minides stem directly from the high coordination of Al
atoms. The highest cleavage energy is the estimated
value of Gc=10.8 J/m2 for Pt3Al (100), which is com-
parable to the LDA and ECT values for W listed in
Table 5. It can be seen also in Table 5 that Pt has the
highest (100) Gc value among the fcc TMs in the VIIIA
group. When (100) and (111) Gc values are compared,
these are larger for Pt3Al than for Ni3Al by factors of
1.9 and 1.4, respectively, which are due to the sub-
stantially larger elastic sti�ness constants of Pt3Al than
of Ni3Al.
The magnitude and anisotropy of Gc of RuAl are lar-

ger than those of CoAl and NiAl (Table 7). The esti-
mates of (100) Gcs for Fe3Al and Fe3Si are lower than
the calculated values of FeAl (Table 2) and the esti-
mated value for Fe (Table 5) by 42 and 20%, respec-
tively. Again, according to Eq. (6) or (9), these
di�erences are due to the di�erences in C22 values.
When a cleaving interface creates two di�erent sur-

faces, the range of interatomic interaction is estimated
to be more long-range compared to the case when the
two surfaces are chemically the same. A comparison of
{100} planes to more close-packed {110} planes in bcc-
based B2 aluminides (Table 2) is a case in point. Simi-
larly, we notice such correlation between {100} and
{111} in L12 aluminides and silicide (Tables 3 and 6),
and also between (001) and (111) in TiAl (Table 6).

Fig. 5. Temperature dependence of cleavage energies in NiAl based on

the change in elastic constants [41].

Fig. 6. Temperature dependence of cleavage energies in TiAl based on

the change in elastic constants [42].
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Along the close-packed (nearest-neighbor) direction,
strong directional bonding between TM and Al or Si
arises from the combination of charge transfer and
strong p (Al or Si)±d (TM) hybridization e�ect [30,47].
The di�erence in magnitude and anisotropy of Gcs

between Ni3Si and Ni3Al can be discussed in terms of an
extra p-electrons in Ni3Si [13], which raises the magni-
tude of C22. Analogously, the two higher Gcs and the
anisotropy in Fe3Si as compared with Fe3Al (Table 7)
can be attributed to the role of an extra p-electron in
increasing the interatomic interaction in Fe3Si, more
across the (100) plane than across the (110) plane. This
is consistent with the di�erences in C22 on these two
planes between Fe3Si and Fe3Al, i.e. C22 on (100)
increases by 36% while C22 on (110) increases by 17%.
In terms of Gc alone, both Ni-base and Fe-base silicides
are intrinsically less brittle than the corresponding alu-
minides. The reason for much higher fracture toughness
measured in the aluminides is obviously related to the
role of crack-tip plasticity.
The present model based on a triangular approxima-

tion for cleavage strength and energy has the following
relationships with other models. The ®rst and second
assumptions of the present model give an expression for
the ideal cleavage strength, Eq. (6), where e=l/D can be
called the ``maximum elastic strain'' or the ``elastic
limit.'' The magnitude of this strain in the range
of 4%<l/D<14% (Table 4) is somewhat lower than
E�1/10 [24] and E�1/p [23] estimated on the basis of the
Orowan±Polanyi approximation. As shown by Eq. (8),
the a parameter is larger than the l parameter of the
UBER by a factor of 5.44. The so-called four point
model of UBER [19] is capable of estimating ideal clea-
vage stresses, for a given surface orientation, without
resorting to any more than four supercell calculations.
The model proposed here introduces the elastic sti�ness
constant as one of the four variables in such a way that
the combined length parameter (l2/D), together with
C22, can be used to approximately describe the aniso-
tropy of cleavage energy.
As in the case of bcc and fcc TMs discussed earlier

(Table 5), the Gc values of B2 and L12 intermetallics
estimated using the EAM interatomic potentials are
generally lower than those given by LDA calculations.
For instance, as compared to the Gc values listed in
Table 2, those for (100) and (110) surfaces in NiAl esti-
mated by Ludwig and Gumbsch [48] are lower by 36
and 33%, respectively, and the Gc values given by Far-
kas [49] are lower by 28 and 17%. In Ni3Al, Foiles and
Daw [50] estimated Gc=3.51 and 3.30 J/m2 for (100)
and (111) surfaces, respectively, which are lower than
the corresponding Gc values in Tables 3 and 6 by 39 and
28%. The reason for these large discrepancies are not
known.
Experimental data on cleavage habit planes are scarce,

but the available information is generally consistent with

the calculated Gc values in Tables 1±3 and 6 as was dis-
cussed earlier [13,15,18]. In Al3Sc, the main fracture
surface was observed to be {110} plane [51], which is not
in accord with the Gc values listed in Tables 3 and 6.
This indicates that the anisotropy in crack-tip plasticity
by slip and twinning is the controlling factor, particu-
larly in the so-called ``soft and brittle'' compounds. In
the study of fractured surfaces based on the selected
area electron channeling patterns, George et al. [52]
concluded that the availability of several low-strength
cleavage planes in an Al±23Ti±6Fe±5V polycrystalline
alloy apparently exacerbates its brittleness. On the other
hand, the estimate of Gc=3.7 J/m2 being the lowest in
TiAl3 (Table 7) is consistent with the transmission elec-
tron microscopy observation of {100} habit plane in Al±
25Ti±8Cr single crystals [53].
Fracture toughness of MoSi2 at room temperature

has been estimated by examining the cracks around a
hardness indenter [54,55]. The estimated data are 3
MPa-

����
m
p

in polycrystals [54] and 4 MPa-
����
m
p

for
(001)<100> cracks in single crystals [55]. As was dis-
cussed by referring to Table 8, in intrinsically brittle
materials such as MoSi2 and WSi2, anisotropic Gc

values and fracture toughness data from single crystals
can be used together to assess the relative role of crack-
tip plasticity. It may be concluded from the results in
Table 8 that in MoSi2 the amount of crack-tip plasticity
appears to be larger at a (001)[110] crack, (KICÿkIG)/
kIG=1.1, than at a (110)[001] crack, 0.3, by a factor of
more than three. The transmission electron microscopy
investigation by Ito et al. [39] revealed stacking faults of
the Frank-type on (001) which are formed probably due
to the loss of silicon during high-temperature exposure.
These faults, which are more abundant in WSi2 than in
MoSi2, may contribute also to the di�erence and the
anisotropy of fracture toughness in these two TM dis-
ilicides.
As we consider tougher and stronger silicides of ultra-

high melting temperatures, which have mostly noncubic
crystal structures, the anisotropy of Gc remains a very
important factor in describing their integrity after pro-
cessing and handling.

7. Summary

A simple expression for the ideal work of adhesion,
resulting from a rigid-body decohesion of a (hkl) plane, is
proposed in terms of four variables, viz. the elastic sti�-
ness constant, the interplanar spacing, and two scaling
length parameters (D and a or l). By using the available
results of ab initio slab-supercell calculations, the aniso-
tropy of l2/D is assessed. Within a chemical group, the
ideal cleavage energies of TM aluminides and silicides
were estimated by comparing pseudo-fcc and pseudo-bcc
building blocks of cubic and tetragonal crystals.
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DEFECT STRUCTURES IN ZrCo2 LAVES PHASE
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AbstractÐPoint defect structures in the C15 ZrCo2 alloys were studied by bulk density and X-ray lattice
parameter measurements. It was found that, for the ZrCo2 alloys quenched from 10008C, the lattice para-
meter increases linearly as the Zr content increases up to 33.3 at.% Zr. The lattice parameter of the Laves
phase remains constant for the alloys with Zr content higher than 33.3 at.%, indicating that the solubility
range of Zr in ZrCo2 on the Zr-rich side is essentially zero. The constitutional defects were found to be of
the anti-site type. Thermal vacancies exhibiting a maximum at the stoichiometric composition were
observed in the ZrCo2 Laves phase alloys after quenching from 1250 and 10008C, with higher thermal
vacancies obtained from 12508C. The defect structures in the ZrCo2 phase may be correlated to the relative
magnitude of formation enthalpies for anti-site and quadruple defects in this compound. Thermal vacancy
concentration at a level of 1% in ZrCo2 does not a�ect fracture toughness at room temperature. Published
by Elsevier Science Ltd on behalf of Acta Metallurgica Inc.

Keywords: Intermetallic compound; Casting; X-ray di�raction; Lattice defects; Mechanical properties (frac-
ture & fracture toughness)

1. INTRODUCTION

Topologically close packed Laves phases with AB2

composition are known to be size compounds, i.e.,

the atomic size ratio, RA/RB, is ideally 1.225, with a

range of 1.05±1.67 typically observed [1, 2]. Laves

phases are conventionally considered to be line

compounds with a strict AB2 composition.

However, about 25% of the binary Laves phases

show certain homogeneity ranges on the A- and/or

B-rich side of stoichiometry [3]. Non-stoichiometric

intermetallic compounds are stabilized by the incor-

poration of constitutional defects. The excess atoms

in o�-stoichiometric compounds may prefer to (1)

stay on their own sublattice, leading to the for-

mation of constitutional vacancies on the other sub-

lattice, (2) insert into interstitial sites, or (3) occupy

the sites on the other sublattice, leading to the for-

mation of substitutional anti-site defects. Since

Laves phases have topologically close packed (TCP)

structures and space-®lling is relatively high, there

are no interstitial sites with a size comparable to

that of the component atoms. Therefore, the inser-

tion of the excess atoms into the interstitial sites

can be excluded, and the possible defect mechan-

isms in binary Laves phases are thus constitutional

vacancy or anti-site substitution.

The defect structures in cubic C15 NbCr2, NbCo2
and hexagonal C14 NbFe2 Laves phases have

recently been determined to be of anti-site type on

both sides of stoichiometry [4]. Contrary to the geo-

metric considerations which support the consti-

tutional vacancy mechanism on the A-rich side of

stoichiometry, anti-site substitution is found to be

the constitutional defect mechanism on the Nb-rich

side of these Laves phases. These results indicate

that except for the geometric factor, other factors

such as chemical bonding characteristics may also

a�ect the defect structures in this Laves phases.

Based on geometric and thermodynamic consider-

ations, Laves phases with atomic size ratio RA/RB

larger than 1.225 and/or high negative enthalpy of

formation (DH ) may exhibit constitutional

vacancies in the A-rich side, as suggested by Zhu et

al. [4].

By heating the ordered Laves phases, thermal

defects can also be created in the compounds.

Modder and his coworkers [5, 6] have systemati-

cally analyzed the possible defect type in Laves

phases and two types of thermal defects were ident-

i®ed, namely quadruple defects (consisting of one

anti-site B atom on the A-atom sublattice and three
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vacancies on the B-atom sublattice) and anti-site
defects. Furthermore, it was found that the defect

types in Laves phases can be correlated to the rela-
tive magnitudes of the formation enthalpies of anti-
site and quadruple defects in the compounds [6].

The point defect structures in the ZrCo2 system
have not been investigated previously. The atomic
size ratio RA/RB of ZrCo2 is 1.28, which is signi®-

cantly larger than the ideal one, i.e., 1.225.
Furthermore, the enthalpy of formation (DH ) of
ZrCo2 is ÿ113 kJ/mole [7], which is much more

negative than those of NbCr2, NbCo2 and NbFe2
Laves phases. So far, no work has been conducted
to carefully determine the homogeneity range and
defect structures in the Laves phase. The binary

Co±Zr phase diagram shows certain solubilities on
both sides of stoichiometry in this Laves phase sys-
tem [8]. All these facts indicate that the ZrCo2
Laves phase system deserves further attention as a
system where constitutional vacancies may be the
defect mechanism on the Zr-rich side.

In the present study, we have attempted to deter-
mine the solubility range and to model the defect
structures in binary ZrCo2 alloys with di�erent stoi-

chiometric compositions, by measuring the lattice
parameters, bulk densities, and therefore, vacancy
concentrations of binary ZrCo2 alloys of various
compositions after quenching from 1000 and

12508C. Thermal defects that will be introduced by
quenching from elevated temperatures have also
been determined. The fracture toughness of selected

alloys were also measured at room temperature.

2. EXPERIMENTAL PROCEDURES

The alloy compositions investigated in this study

are listed in Table 1. A total of seven binary alloys
were prepared. The Zr content in the alloy increases
with the alloy code number. The alloys ]1±]3 are

Co-rich and ]4 is the stoichiometric alloy, while
alloys ]5±]7 are Zr-rich. Ingots weighing approxi-
mately 50 g were prepared by arc-melting tech-

niques using high-purity starting materials. Each
ingot was remelted at least ®ve times to ensure com-
positional homogeneity before being cast into a

12.7 mm diameter cylinder. The weight loss during
arc-melting was essentially zero (less than 0.01 g). It

should be noted that the ingots of the alloys ]4±]7
remained in one piece, while the ingots of the alloys
]1±]3 broke into several pieces after drop casting.

After a homogenization anneal at 12008C for 20 h
in vacuum, the alloys were encapsulated in quartz,
which was then evacuated and back®lled with

helium. The encapsulated alloys were then heat-
treated at 10008C for 7 days and water quenched.
Small fractions of the quenched samples were

mounted for microstructural observation using an
optical microscope and for chemical composition
analyses of the phases present using a ®eld-emis-
sion-gun scanning electron microscope (SEM)

equipped with an energy dispersive X-ray spec-
trometer (EDS). All the alloys were found to be
fully homogenized following the above heat treat-

ments.
The remaining parts of the samples were crushed

in an agate mortar into powders with particle sizes

smaller than 40 mesh. Powders with a mesh size of
ÿ40+80 were used for bulk density measurements,
and powders smaller than 320 mesh were used for

X-ray analyses. The bulk density was measured
using a helium pycnometer with an accuracy of ap-
proximately 0.01 vol.%. Powdered samples were
used to eliminate the micropores generated during

solidi®cation, which leads to more accurate density
measurements. The vacancy concentration of the
Laves-phase alloys, cV, is de®ned as the ratio of the

total number of vacancies to the total number of
atoms. It can be obtained from the following
equation:

cV � rX ÿ rB

rB

�1�

where rX and rB are the X-ray and the bulk den-
sities, respectively.

The powdered samples of the single-phase alloys
]1±]4 were then wrapped in Ta sheets and encapsu-
lated in quartz, which was evacuated and back®lled

with helium. They were then heat-treated at 12508C
for 2 h and water quenched. Bulk densities and lat-
tice parameters were measured again and the

Table 1. Composition, lattice parameter, X-ray density, bulk density and vacancy concentration of ZrCo2 alloys quenched from 1250 and
10008C

Alloy code Zr (at.%) Lattice parameter (AÊ ) X-ray density (g/cm3) Bulk density (g/cm3) Vacancy concentration (%)

12508C 10008C 12508C 10008C 12508C 10008C 12508C 10008C

#1 30.8 6.9305 6.9311 8.242 8.240 8.194 8.224 0.58 0.20
#2 31.8 6.9419 6.9430 8.240 8.235 8.192 8.210 0.59 0.31
#3 32.8 6.9543 6.9546 8.234 8.233 8.177 8.203 0.70 0.37
#4 33.3 6.9590 6.9608 8.236 8.230 8.155 8.196 1.00 0.42
#5 33.5 ± 6.9609a ± ± ± ± ± ±
#6 33.8 ± 6.9607a ± ± ± ± ± ±
#7 34.3 ± 6.9609a ± ± ± ± ± ±

a Two-phase alloys with the lattice parameter of the ZrCo2 Laves phase listed here.
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vacancy concentrations were obtained for these
alloys quenched from 12508C.
X-ray di�raction measurements were made using

a Scintag XD2000 di�ractometer with Cu Ka radi-
ation. The lattice parameter was determined from

13±15 peaks. The X-ray density was calculated
using the measured lattice parameter. The accuracy
of the vacancy concentration using our method is

approximately 0.08%, which is mainly due to the
compositional uncertainty of the alloys.
The fracture toughness of the selected alloys was

also determined using the indentation method with
a load of 500 g and a holding time of 15 s. The
crack lengths were measured immediately after the
indentation to eliminate the possibility of slow

crack propagation following the removal of the
indenter. The following equation was used to calcu-
late the fracture toughness of the alloys [9]:

KIC � A

�
E

H

�n
P

L3=2
�2�

where KIC is the fracture toughness �MPa
����
m
p

), E is
Young's modulus (GPa), which is assumed to be

218 GPa for all of the investigated alloys, H is
Vickers hardness (GPa), P is the load (N), and L
the average length of the four radial cracks from

the center of the indent to the crack tip. A and n
are constants, which are taken as 0.016 and 0.5, re-
spectively, for relatively brittle materials [9].

3. RESULTS

3.1. Microstructure

Microstructure examinations of the ZrCo2 Laves

phase alloys listed in Table 1 after quenching from
10008C indicate that alloys ]1±]4 are in the single-
phase region, while alloys ]5±]7 are in the two-

phase region. Typical microstructures of single-

phase and two-phase alloys are shown in Figs 1(a)
and (b). Note that Fig. 1(a) was taken from the

Co±33.3%Zr sample (alloy ]4) etched with a sol-
ution of 60% glycerine + 20% HNO3 + 10% HF
+ 10% H2O (in vol.%), while Fig. 1(b) was from

the Co±34.3%Zr sample (alloy ]7) in the as-
polished condition under polarized light. There are
no annealing twins in the alloys, unlike the NbCr2
system [4], indicating relatively high stacking fault
energy in this compound. The second phase in
alloys ]5±]7 was analyzed with EDS in an SEM,

and was found to be richer in Zr than the ZrCo2
matrix. According to the binary Co±Zr phase dia-
gram [8], this second phase is a z phase with a B2
structure. The maximum content of Zr in ZrCo2 at

10008C is found to be about 33.3 at.% from this
study, which is di�erent from the estimated phase
boundary in the binary Co±Zr phase diagram [8,

10], where it was indicated to be about 34.5 at.%.
Furthermore, extensive cracking was observed in
the matrix around the second phase. These cracks

are most likely caused by the thermal residual stress
in the alloys after casting and heat treatment, as a
result of the mismatch in thermal expansion coe�-

cients between the second phase and the matrix.

3.2. Lattice parameter, density, and vacancy

concentration

The lattice parameters of the C15 ZrCo2 alloys
listed in Table 1 are plotted in Fig. 2 as a function

of stoichiometry for all the samples quenched from
10008C and for the single-phase alloys quenched
from 12508C. As the Zr content increases, the lat-
tice parameter of the ZrCo2 phase also increases.

For the Co-rich alloys quenched from 1250 and
10008C, the data points ®t nicely along two straight
lines, while on the Zr-rich side the lattice constants

are identical for alloys ]5±]7 quenched from

Fig. 1. Optical micrographs of ZrCo2 alloys: (a) alloy ]4, etched; (b) alloy ]7, as-polished.
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10008C, indicating that the composition of the

Laves phase is the same in the alloys with more

than 33.3% Zr (see Fig. 2). This is expected,

because the maximum content of Zr in ZrCo2 is

about 33.3 at.% and these three alloys were found

to be in the two-phase region. The lattice

parameters after quenching from 12508C are a little

bit smaller, compared to those after quenching

from 10008C. This can be due to the presence of

vacancies in the alloy.

The X-ray and bulk density results for alloys

]1±]4 after quenching from both 1250 and 10008C
are presented in Table 1 and Fig. 3. The density of

the alloys decreases as the Zr content increases, and

the bulk density after quenching from 10008C is

consistently higher than those after quenching from

12508C. Using equation (1) and the data presented

in Table 1 and Fig. 3, the vacancy concentrations

were calculated, and are listed in Table 1. Due to

the presence of the second phase, the vacancy con-

centration could not be determined for alloys

]5±]7. Figure 4 is a plot of the vacancy concen-
tration as a function of the Zr content for the
single-phase ZrCo2 alloys after quenching from the

two di�erent temperatures. It is noted that the
vacancy concentration is quite high after quenching
from 12508C. The vacancy concentration reaches a
maximum of 01.0% at the stoichiometric compo-

sition and decreases on the Co-rich side of stoichi-
ometry. Annealing and quenching from 10008C
results in vacancy concentrations lower than those

after quenching from 12508C. However, a maxi-
mum at the stoichiometric composition can also be
recognized.

3.3. Fracture toughness

The fracture toughness values of the single-phase
ZrCo2 alloys after quenching from 10008C were
measured as a function of Zr content (see Fig. 5). It

was found that all the single-phase ZrCo2 alloys
exhibit a fracture toughness value of around 1 MPa

Fig. 2. Lattice parameter as a function of Zr content after
quenching from 1250 and 10008C.

Fig. 3. X-ray and bulk densities as a function of Zr content after quenching from 1250 and 10008C.

Fig. 4. Vacancy concentration as a function of Zr content
after quenching from 1250 and 10008C.
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m1/2, regardless of the alloy stoichiometry.
Furthermore, the fracture toughness value of the

stoichiometric ZrCo2 alloy after quenching from
12508C was found to be close to that of the same
alloy after quenching from 10008C, even though the

vacancy concentration in the alloy is much higher
after quenching from 12508C. This indicates that
the presence of such vacancies does not lead to

toughness improvement in this Laves phase.

4. DISCUSSION

4.1. Constitutional defect mechanisms in ZrCo2
Laves phase

The vacancy concentration as a function of stoi-
chiometry for binary Laves phases has been calcu-

lated based on the two constitutional defect models,
i.e., the constitutional vacancy model and anti-site
substitution model [4]. The constitutional vacancy

model is based on the assumption that all the excess
atoms exclusively stay on their own sublattice, thus
constitutional vacancies are created on the sublat-
tice of the other element. Based on this model, the

constitutional vacancy concentrations in Laves
phases are zero at the stoichiometric composition
and increase on both sides of stoichiometry. The

anti-site substitutional model assumes that the
excess atoms occupy the sublattice sites of the other
species. Thus, anti-site defects are created, and no

constitutional vacancies are needed for the balance
of the lattice sites. The constitutional vacancy con-
centrations are zero for both A- and B-rich Laves

phases, according to the anti-site substitutional
model.
From Fig. 4, it is obvious that the measured

vacancy concentrations for all the single-phase

ZrCo2 alloys after quenching from 10008C are rela-
tively low (see also Table 1), indicating that there
are no constitutional vacancies in these Laves

phases. Furthermore, as the composition deviates

further from the stoichiometry, the vacancy concen-

tration on the Co-rich side decreases, while the con-

stitutional vacancy model predicts an opposite

trend. Actually, the measured vacancy concen-

tration as a function of stoichiometry can be ration-

alized by assuming that these vacancies are thermal

vacancies instead of constitutional vacancies (see

next section for more details). This is consistent

with the anti-site substitution model and contrary

to the constitutional vacancy model, which

demands much higher vacancy concentrations for

o�-stoichiometric compositions. Thus, the consti-

tutional defects are of anti-site type for the Co-rich

ZrCo2 Laves phases.

Point defect mechanisms in binary Laves phases

have been the focus of several studies. Fleischer [11]

found that anti-site substitution occurs on both

sides of stoichiometry for the C15 ZrCr2 Laves

phase. Pargeter and Hume-Rothery [12] and Saito

and Beck [13] investigated the point defects in Co-

rich NbCo2 and dihexagonal C36 NbCo3 Laves

phases and found that in both phases, the deviation

from stoichiometry resulted from the substitution of

Co atoms for the Nb atoms. X-ray and neutron dif-

fraction measurements [14] showed that for both

ZrFe2 and TiFe2, the excess Fe atoms are on the Zr

or Ti sublattice. The constitutional defect structure

of the NbFe2 Laves phase was also investigated by

measuring the lattice parameters on both sides of

stoichiometry, and again anti-site substitution was

found to be the defect mechanism [15]. YAl2 Laves

phase is a line compound with negligible solubility

existing under equilibrium conditions; however,

Foley et al. extended the solubility on both sides of

stoichiometry in this alloy system via rapid solidi®-

cation. From lattice parameter measurements, o�-

stoichiometry in the YAl2 Laves phase was postu-

lated to be accompanied by di�erent defect mechan-

Fig. 5. Fracture toughness vs Zr content for ZrCo2 alloys after quenching from 1250 and 10008C.
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isms: the Y-rich side is accommodated by vacancies,

while the Al-rich compositions result from anti-site

substitution [16]. Recent studies combining bulk

density and X-ray lattice parameter measurements

unambiguously indicate that the constitutional

defect mechanisms in binary C15 NbCr2, NbCo2,

and C14 NbFe2 compounds on both sides of stoi-

chiometry are of anti-site type, with no consti-

tutional vacancies present in the compounds [4].

Table 2 summarizes the atomic size ratio RA/RB,

enthalpy of formation and point defect structures

for a number of binary Laves phases [17]. Based on

geometric considerations, the atomic size ratio RA/

RB of the AB2 Laves phases should be important in

controlling the point defect structures in Laves

phases. For Laves phases with RA/RB greater than

the ideal ratio of 1.225, on the A-rich side, it will

be more di�cult for A atoms to stay on the sublat-

tice sites of B atoms as the atomic size ratio

increases. Therefore, it would be possible to obtain

constitutional vacancies for Laves phases with RA/

RB > 1.225 on the A-rich side, even though substi-

tutional anti-site defects are most likely to form

under all the other circumstances. In all the AB2

Laves phases whose point defect structure on the

A-rich side has been studied so far and listed in

Table 2, only YAl2 has an RA/RB ratio of 1.258,

higher than the ideal one, and this alloy system also

shows certain indications of constitutional vacancies

in the Y-rich compounds [16]. For the ZrFe2 alloys

with the RA/RB ratio of 1.257, the defect structure

on the Zr-rich side has not been studied yet. For

the ZrCo2 compound, RA/RB is 1.280, much larger

than the ideal. Therefore, the possibility is expected

to be higher for constitutional vacancies existing in

this system.

On the other hand, Neumann [18] found that for

B2 compounds their constitutional defect structure

is closely related to the magnitude of enthalpy of

formation. Constitutional vacancies are the pre-

ferred defect mechanism for B2 compounds that are

more strongly ordered with more negative enthalpy

of formation (DH ) values on the large atom-rich

side of stoichiometry, while B2 compounds with

DH higher than ÿ75 to ÿ90 kJ/mole generally exhi-

bit the anti-site defect structure. Similar thermodyn-

amic arguments may hold for binary Laves phases.

As listed in Table 2, anti-site defects are observed

on the large atom-rich side for those Laves phases
with DH value higher than ÿ75 to ÿ90 kJ/mole

such as NbCr2, NbCo2, and NbFe2. For Laves
phases with more negative DH values, such as YAl2
with a DH value of ÿ160.4 kJ/mole [17], consti-

tutional vacancies are the possible defect mechanism
on the Y-rich side. In this regard, ZrCo2 also has a
highly negative DH value of ÿ123 kJ/mole, and

thus constitutional vacancies may form on the Zr-
rich side.
Based on both geometric and thermodynamic

considerations, therefore, constitutional vacancies
may be created on the Zr-rich side of ZrCo2, similar
to the case of YAl2. Unfortunately, this study indi-
cates that the solubility range of Zr is essentially

zero in ZrCo2 on the Zr-rich side, which makes it
di�cult to verify our hypothesis regarding the
e�ects of atomic size ratio and enthalpy of for-

mation on the defect mechanisms in binary Laves
phases. Rapid solidi®cation techniques could be uti-
lized in future investigations to extend the solubility

range on the Zr-rich side in this compound and
defect structures can then be deduced from the lat-
tice parameter measurement, as in the case of the

YAl2 phase [16]. It would also be interesting to
study defect structures in other Laves phases with
RA/RB > 1.225 and/or highly negative enthalpy of
formation to consider whether it is possible to

introduce constitutional vacancies on the A-rich
side in these compounds.
The fact that both YAl2 and ZrCo2 compounds

are unstable on the A-rich side of stoichiometry
under equilibrium conditions indicates that the cre-
ation of constitutional vacancies may make the

compound energetically less stable. This may
explain the lack of solubility on the A-rich side of
these compounds. Furthermore, anti-site defects
may also be impossible to form on the A-rich side

in these compounds, due to the di�culties involved
in A-atoms occupying the much smaller B-atom
sublattice sites. Consequently, it may be impossible

or at least very di�cult to obtain constitutional
defects in these Laves phases.

4.2. Thermal defects in ZrCo2 Laves phase

As Modder and Bakker have pointed out, it is

very possible that a vacancy-type defect termed

Table 2. Atomic size ratio, enthalpy of formation and point defect structure of a number of binary Laves phases

Compound RA/RB
a DH (kJ/mole)a Defect structure

NbCr2 1.145 ÿ21 Anti-site substitution on both sides
NbCo2 1.173 ÿ51 Anti-site substitution on both sides
NbFe2 1.152 ÿ62 Anti-site substitution on both sides
ZrFe2 1.257 ÿ75 Fe-rich side: anti-site substitution
TiFe2 1.148 ÿ84 Fe-rich side: anti-site substitution
YAl2 1.258 ÿ160.4 Al-rich side: anti-site substitution Y-rich side: constitutional vacancy
ZrCo2 1.280 ÿ123 Co-rich side: anti-site substitution Zr-rich side: unknown

a The RA/RB and DH values for these compounds are from Ref. [17].
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quadruple defect occurs in C15 compounds [5].

Furthermore, ball milling was found to introduce
quadruple defects in GdAl2, GdPt2, GdIr2 and
GdRh2, while anti-site defects were created in

GdMg2 [6]. Since ball milling usually leads to the
formation of the same type of atomic defects as
heating, thermal defects such as quadruple defects

or anti-site defects may be created upon quenching
the Laves phases from elevated temperatures. Since

each quadruple defect contains three vacancies,
thermal vacancies are expected if quadruple defects
are created.

The vacancy concentrations in ZrCo2 alloys are
quite high after quenching from 12508C and the
vacancy concentrations are signi®cantly reduced

after annealing at lower temperature, i.e., 10008C
(Fig. 4). Since the constitutional defects in this com-

pound have been established to be of the anti-site
type, these vacancies are obviously thermal
vacancies. The fact that the vacancy concentration

increases as the quenching temperature increases is
a further indication of the thermal nature of these
vacancies. Thus, the quadruple defects may be

formed in this compound by heating. According to
the quadruple defect model and considering the dif-

®culties involved in Zr sitting on the small atom Co
sites, Co will go to the Zr sublattice and thus the
thermal vacancies are on the Co sublattice sites.

Furthermore, the measured vacancy concentration
reaches a peak at the stoichiometric composition
and decreases on deviating from stoichiometry for

the ZrCo2 alloys when quenched from 12508C and
10008C (Fig. 4). This behavior is similar to the
NbCr2 system [9], where the thermal vacancy con-

centration exhibits a maximum at the stoichiometric
composition. As in the NbCr2 phase, a maximum in

thermal vacancy concentration at the stoichiometric
composition is rationalized by considering that the
increase in entropy associated with the introduction

of vacancies will be the greatest at the stoichio-
metric composition, where the degree of order is
necessarily the highest.

Modder et al. [6] have extended Miedema's
model to estimate the formation enthalpy of quad-

ruple and anti-site defects in C15 Laves phases.
According to this model, the type of atomic dis-
order is related to the relative magnitudes of for-

mation enthalpies of anti-site and quadruple-defect
disorder for the Laves phases. Therefore, the pre-
sence of thermal vacancies in ZrCo2 may imply that

the formation enthalpies of anti-site disorder is lar-
ger in magnitude than that of quadruple defect dis-

order for ZrCo2. Furthermore, the higher vacancy
concentration of ZrCo2 after quenching, compared
to NbCr2, suggests that the formation enthalpy of

quadruple defects in ZrCo2 should be lower than
that in NbCr2, which leads to a higher amount of
thermal defects in ZrCo2 phase.

It has been suggested that vacancies in Laves
phases may assist the synchroshear deformation

mechanism and thus increase the toughness of the
Laves alloys [19]. Even though thermal vacancies

are relatively high (01%) in the ZrCo2 alloy after
quenching from 12508C, it was found that such
quenched-in thermal vacancies do not a�ect the

fracture toughness of the alloy. It will be of interest
to determine the e�ect of constitutional vacancies
on crack propagation and fracture toughness beha-

vior of Laves phases if certain Laves phases with
constitutional vacancies can be identi®ed.

4.3. Reconstruction of the binary Co±Zr phase

diagram

The existing Co±Zr phase diagram determined
around 1964 by Pechin et al. [10] has not been up-

dated so far. Those authors found that a homogen-
eity range of 28.4±34.6 at.% Zr exists for the ZrCo2
Laves phase after rapidly quenching from 14008C.
In other words, there is 1.3 at.% Zr solubility on
the Zr-rich side. Based on the present study, the
solubility of Zr on the Zr-rich side is zero at
10008C. This discrepancy may possibly be a result

of the high impurity level in the materials used in
the study by Pechin et al., since they used the pow-
der metallurgy (PM) method to produce the Laves

phases, while in our study the arc-melting technique
was employed. It is well known that impurities such
as oxygen can easily be picked up during PM pro-

cessing. The reaction of oxygen with Zr and the for-
mation of ZrO2 lower the Zr concentration in the
Laves phase. Indeed, many voids and impurity par-

ticles (possibly ZrO2) could be observed in the
micrograph of the PM Laves phases [10]. Another
possibility for the discrepancy may result from the
fact that the quenching temperature is di�erent for

the two studies, with a much higher quenching tem-
perature (14008C) used in Pechin's study compared
to 10008C in the present study. The higher equili-

brium temperature may increase the solubility range
on the Zr-rich side of the compound.
In our view, this discrepancy is most likely due to

the inaccurate composition control in Pechin et al.'s
study, as is clear from the following argument. The
slope of the lattice parameter as a function of stoi-
chiometry for the Laves phase should usually

change at the stoichiometric composition, as has
been commonly observed for other Laves phases
(for example, see Ref. [4]). According to Pechin et

al. [10], the slope of the lattice parameter is the
same on both sides of stoichiometry for ZrCo2,
suggesting that all the alloy compositions they pre-

pared could be on one (Co-rich) side of stoichi-
ometry, as a result of problems in material
processing such as impurity pick-up. As has been

demonstrated in the present study for the alloys
quenched at 10008C, negligible Zr solubility is
observed for this Laves phase. Based on these argu-
ments, we have re®ned the binary Co±Zr phase dia-
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gram, as shown in Fig. 6, where the solubility range

of the Laves phase ZrCo2 has been modi®ed
according to this study.

5. CONCLUSIONS

Point defects in the binary ZrCo2 alloys have
been clari®ed, combining both bulk density and X-

ray lattice parameter measurements. The consti-
tutional defects on the Co-rich side of stoichiometry
for this system are of the anti-site type. As the Zr
content in the Laves phase increases, the lattice par-

ameters on the Co-rich side increase. The maximum
content of Zr in the ZrCo2 compound is the stoi-
chiometric composition, 33.3 at.%. The binary Co±

Zr phase diagram has been modi®ed accordingly.
Thermal vacancies exhibiting a maximum at the

stoichiometric composition were noted in ZrCo2
Laves phase alloys after quenching from both 1000
and 12508C, indicating that quadruple defects may
be the type of thermal disorder in this compound.

These thermal vacancies do not a�ect the fracture
toughness of the Laves phase.
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Abstract

A crack intersecting an interface between two dissimilar material layers may advance by either deflecting along or penetrating through the
interface. The criterion of deflection versus penetration can be established by the comparison of two ratios, the energy release rate ratio and
the fracture energy ratio, of deflection to penetration. The effects of: (1) a finite length of the branch crack emanating from the main crack tip;
and (2) a finite width of the layer subjected to crack penetration were examined in the present study. The results reveal that the above two
factors have profound effects on the criterion of deflection versus penetration for a wedge-loaded crack.q 2000 Elsevier Science Ltd. All
rights reserved.

Keywords: A. Layered structures; B. Debonding; C. Finite element analysis (FEA)

1. Introduction

In an earlier paper by He and Hutchinson [1], a study was
made on the tendency of a wedge-loaded crack meeting a
bimaterial interface to either deflect along the interface or
penetrate through the interface into the next layer. The
analysis was conducted in terms of the energy release rate
ratio of crack deflecting into the interface,Gd, to crack
penetrating through the interface,Gp. The criterion of
deflection versus penetration was then established depend-
ing on whetherGd=Gp was greater or less than the ratio of
the fracture energy of the interfaceG i to that of the adjoining
layer, G f. This criterion has been adopted extensively to
predict interfacial debonding versus reinforcement fracture
for fiber- (whisker- and self-) reinforced ceramic compo-
sites. However, due to the assumptions made in the asymp-
totic analysis, in which integral equation methods were
used, two limitations should be noted before the criterion
is applied. First, the results were obtained based on the

condition that the branch crack emanating from the main
crack tip was very small compared with all other lengths in
the problem; including the length of the main crack itself.
Second, the analysis was for two semi-infinite elastic
materials bonded at the interface. For the crack initiation
problem, the branch crack can be treated as an infinitely
small crack; therefore, these two assumptions are satisfied.
However, in some cases (e.g. for a wedge-loaded crack, or
in the presence of residual stresses), the length of the branch
crack becomes an important parameter, and these two
conditions are not satisfied. The effects of the finite
branch-crack length may well be significant.

Recently, the bonding strength at the whisker/glass inter-
face in a model composite of oxynitride glass matrix
containing 5 vol%b-Si3N4 whiskers has been evaluated
by an indentation-induced crack-deflection method [2,3].
A cube-corner indenter was used to generate a crack in
the glass. When the crack intersects the whisker, it will
either deflect at the interface propagating a finite length
and then kinking into the whisker or penetrate the whisker.
In this case, the branch crack has a finite length and the
whisker subjected to crack penetration has a finite width.

As an initial attempt to analyze the indentation-induced
crack-deflection problem in the whisker/glass system and as
a complement to the previous study [1], the present study
sought to examine effects of: (1) a finite length of the branch
crack emanating from the main crack tip; and (2) a finite
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width of the adjoining layer subjected to crack penetration
on the criterion of crack deflection versus penetration. To
achieve this, integral equation methods were not feasible
because of the complication of the problem and the finite
element method was hence adopted. First, to verify the
accuracy of the finite element method, solutions were
compared to those obtained from Muskhelishvili’s method
[4] and integral equation methods [1], respectively, for two
special cases. Then, using the finite element method, the
effects of the branch-crack length and the penetrated-layer
width were examined. It is noted that the related problems
with different geometries have been examined by a number
of researchers. For example, the tendency of a crack to
deflect or penetrate at an interface between two dissimilar
elastic materials in a double-edged notch specimen [5] and
the effect of flaws [6] have been investigated using the
boundary element method. Recently Bush [7] studied the
effects of a pre-existing flaw on the interface of a particle
on the crack propagation.

2. The system

Schematic drawings of crack penetration and deflection
for an oblique wedge-loaded crack used in the previous
study [1] are shown in Fig. 1a and b, respectively. Two
semi-infinite elastic materials, material 1 and material 2,
are bonded at the interface. The main crack in material 2
is subjected to wedge opening loads,P, at a distance,L,
from the interface along the crack line. The crack intersects
the interface at an oblique angle,v2, and can either
penetrate across the interface into material 1 or deflect at
the interface. The resultant branch crack has a lengtha. For
the case of a penetrating crack (Fig. 1a), the angle between

the branch crack and the interface isv1. To examine the
effects of a finite length of the branch crack, the problems
were solved for finite values ofa=L: To examine the effects
of a finite width of material 1, a layer of material 1 with a
width, h, sandwiched between two semi-infinite material 2
was considered, and the schematic drawings for crack
penetration and deflection are shown, respectively, in Fig.
1c and d.

For the plane-strain bimaterial problem, the solution
variables of interest depend on two non-dimensional elastic
mismatch parameters; i.e. the Dundurs’ parameters [8]
which are

a � � �E1 2 �E2�=� �E1 1 �E2� �1�

b � 1
2 �m1�1 2 2n2�2 m2�1 2 2n1��=�m1�1 2 n2�
1 m2�1 2 n1�� �2�

whereE, m andn are Young’s modulus, shear modulus and
Poisson’s ratio, respectively,�E � E=�1 2 n 2�; and the
subscripts 1 and 2 denote materials 1 and 2, respectively.
Since experience with related problems suggests thata is
the much more important one of the two parameters, the role
of a is emphasized andb � 0 is taken in the present study.

3. Analyses

The finite element method was used in the present study
to analyze: (1) the energy release rates for a deflected crack
and a penetrating crack; and (2) the stress intensity factors
and, hence, the mode mixity for a deflected crack. While the
comparison of the energy release rate ratio to the fracture
energy ratio of a deflected crack to a penetrating crack
defines the criterion of crack deflection versus penetration,
the mode mixity of a deflected crack characterizes the
tendency for the deflected crack to kink into the adjoining
layer.

3.1. The energy release rates and stress intensity factors

The solutions for the stress intensity factors for the
problem of a penetrating crack depicted by Fig. 1a can be
written as [1]

KI 1 iKII � c�a;v1;v2;a=L�PL21=2 �3�
where i� ����

21
p

; andc is a dimensionless complex-valued
function of the arguments indicated. The corresponding
energy release rate,Gp, is

Gp � �1 2 n1�
2m1

ucu2
P2

L
�4�

It is noted thatGp is a function ofv1, and the maximum
value ofGp with respect tov1 for a fixeda=L is denoted by
Gp

max.
The stress intensity factors for a deflected crack (Fig. 1b)
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Fig. 1. Schematic drawings showing: (a) a penetrating crack; and (b) a
deflected crack for two semi-infinite dissimilar materials bonded at the
interface; and (c) a penetrating crack; and (d) a deflected crack for material
1 with a width,h, sandwiched between two semi-infinite material 2.



can be expressed by [1]

K1 1 iK2 � d�a;v2; a=L�PL21=2 �5�
whered is a dimensionless complex-valued function of the
arguments indicated. The corresponding energy release rate
of the deflected crack,Gd, is given by

Gd � 1
�Ep

udu2P2
=L �6�

where �Ep is given by

1
�Ep
� 1

�E1
1

1
�E2

� �
1 2 b2

2
;

1 2 b2

�1 2 a� �E1
�7�

The ratio of the competing energy release rates is hence

Gd

Gmax
p
� udu2

�1 2 a�ucu2
�8�

3.2. The finite element method and convergence studies

The numerical results presented in this paper were
computed using a finite element code,Abaqus (Version
5.5) [9], with eight-node isoparametric elements. A quarter-
point crack tip element served to model the inverse square
root stress singularity at the crack tip. The model employed
in the finite element calculation was a circular region with a
radiusRand its origin located at the intersection of the main
crack and the interface (Fig. 2). In order to obtain the
asymptotic solution,R should be much larger than both
the length of the branch crack,a, and the distance from

the wedge load to the crack tip,L. A refined mesh was
used, and the detailed discussion of the finite element
mesh can be found in the Appendix of Ref. [10]. For
example, the mesh for the deflected crack contained 2499
eight-node isoparametric elements and 9339 nodes.

Two techniques were employed to calculate strain energy
release rates. In the first, theJ-integral was calculated by the
domain integral method [11] for ten contours. In the second,
the stress intensity factorsK1 andK2 were obtained from the
crack opening displacements,d y andd x, in accordance with
(for b � 0�

K1 � lim
r!0

E1
��
p
p

dy

4
���
2r
p �9a�

K2 � lim
r!0

E1
��
p
p

dx

4
���
2r
p �9b�

The mode mixity,c , was then obtained, such that

c � tan21�K2=K1� �10�
It was found that the energy release rates obtained by these
two methods were in very good agreement. The results for
the energy release rate presented in this paper were obtained
by J-integral, and the results for the mode mixity were
obtained by the stress intensity factor method.

To ensure the convergence of the finite element solutions,
results were compared to those obtained from Muskhelish-
vili’s method and integral equation methods, respectively,
for two special cases shown as follows.

3.2.1. Comparison to Muskhelishvili’s method
For an infinite plane containing a semi-infinite crack,

which is subjected to a point load,P, at a distanceL from
the crack tip, the exact analytical solution for the stress
intensity at the crack tip,K1, has been derived using
Muskhelishvili’s method, such that [12]

K1 � p������
2pL
p �11a�

The corresponding strain energy release rate,G, is hence

G� p2�1 2 n2�
2pLE

�11b�

Comparison of the finite element analysis using different
ratios of R=L to the exact analytical solution (Eq. (11b))
is shown in Table 1. The results indicate that the ratio
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Fig. 2. A schematic drawing of the circular region adopted in the finite
element calculation.

Table 1
Errors of the strain energy release rate from the finite element solutions for
meshing a circular region with a radiusR for the system of an infinite plane
containing a semi-infinite crack subjected to a point load at a distanceL
from the crack tip

R=L 200 400 1000 2500 5000
Error (%) 5.43 2.63 1.06 0.32 0.14

Table 2
Comparison of energy release rate ratioGd=G

max
p between finite element

solutions and integral equation solutions�a=L � 0:1 andv2 � 458�

a Gd=G
max
p

Finite element Integral equation

20.5 0.637 0.639
20.1 0.686 0.688
0.1 0.754 0.759
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Fig. 3. The normalized energy release rate,Gd
�EpL=P2

; as a function of the relative debonding length,a=L; (a) forv2 � 308; (b) forv2 � 458; (c) forv2 � 608:



R=L � 1000 is sufficient to obtain the asymptotic solutions.
Hence,R=L ratios $1000 were used in the present finite
element analysis.

3.2.2. Comparison to integral equation methods
For a penetrating crack (Fig. 1a), the energy release rate

ratio Gd=G
max
p as a function ofa has been calculated using

integral equation methods fora=L � 0:1 andv2 � 458 [1].
Using finite element analyses in the present study, results
were also obtained and excellent agreement was found when
comparing these values to those obtained from integral
equation methods (see Table 2).

4. Results

In glass matrix containing whiskers, a deflected crack is

found to propagate a finite length along the interface before
it kinks into the whisker [2,3]. In the following, the effects of
the debond length on the energy release rate and the mode
mixity of a deflected crack were examined first. Then, the
effects of both a finite length of the branch crack emanating
from the main crack tip and a finite width of the adjoining
layer subjected to crack penetration on the criterion of crack
deflection versus penetration were studied.

4.1. Effects of the debond length on the energy release rate
and mode mixity of a deflected crack

For the geometry depicted in Fig. 1a, the normalized
energy release rate of a deflected crack,Gd

�EpL=P2 � udu2;
as a function of the relative debond length,a=L; is plotted in
Fig. 3a–c, respectively, forv2 � 30; 45 and 608 at different
values ofa . The energy release rate,Gd, decreases as the
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Fig. 4. The mode mixity,c , of the deflected crack as a function of the relative debonding length,a=L; for a � 0:5:

Fig. 5. The energy release rate ratio,Gd=G
max
p ; as a function of the Dundurs’ parameter,a , at different lengths of the branch crack forv2 � 458:
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Fig. 6. The energy release rate ratio,Gd=G
max
p ; as a function of the Dundurs’ parameter,a , at different oblique angles,v2: (a) fora=L � 0:2; (b) for a=L � 0:5;

(c) for a=L � 1:



debond length,a, increases. However, the elastic mismatch
parameter,a , has only a secondary effect on the normalized
energy release rate. The associated mode mixity,c , of the
deflected crack as a function of the relative debond length,
a=L; is given in Fig. 4 fora � 0:5 at different oblique angles,
v2. The results show that the mode mixity,c , increases with
increase in both the debond length and the oblique angle.
Hence, based on Figs. 3 and 4, the energy release rateGd

(and henceGd=G
max
p � decreases and the mode mixityc

increases as the deflected crack grows which, in turn,
make it more likely that the deflected crack in the interface
will kink into material 1. These results agree with experi-
mental observations [2,3]. However, to quantitatively
characterize the bonding strength at the whisker/glass inter-
face from the deflected crack length,Gp

max for a deflected
crack to kink into material 1 should also be calculated.
This involves two stress singularities in the finite element
analysis and will be done in the future.

4.2. Effects of the branch-crack length on the energy release
rate ratio, Gd=G

max
p

Using the geometries depicted in Fig. 1a and b, the energy
release rate ratio,Gd=G

max
p ; as a function ofa is plotted in

Fig. 5 at different lengths of the branch crack (froma=L �
0:01 to 0.5) forv2 � 458: It can be seen that the relative
branch-crack length,a=L; has significant effects on the
energy release rate ratio.

While Gd=G
max
p as a function ofa (i.e. the criterion of

crack deflection versus penetration) in an earlier work [1]
was established fora=L � 0:1; curves ofGd=G

max
p as a func-

tion ofa for v2 � 30; 45 and 608 are shown in Fig. 6a–c for
a=L � 0:2; 0.5 and 1.0, respectively. Curves ofGd=G

max
p as a

function ofv2 at different ratios ofa=L are shown in Fig. 7a
and b, respectively, fora � 20:5 and 0.5. The energy
release rate ratio,Gd=G

max
p ; decreases with the increase in

the oblique angle,v2. It can also be seen that effects of the
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Fig. 7. The energy release rate ratio,Gd=G
max
p ; as a function of the oblique angle,v2: (a) for a � 20:5; (b) for a � 0:5:



branch-crack length on the energy release rate ratio depend
on a . Fora � 20:5 the ratio increases with the increasing
branch-crack length (Fig. 7a). On the other hand, fora �
0:5; the ratio decreases with the increasing crack length (Fig.
7b).

4.3. Effects of a finite width of material 1

For ceramic composites, the reinforcement embedded in
the matrix has a finite width. To examine the effects of the
reinforcement width on the criterion of crack deflection
versus penetration, simplified geometries depicted by Fig.
1c and d were adopted in the present study. The energy
release rate ratio,Gd=G

max
p ; as a function ofa is plotted

in Fig. 8 at different widths of the sandwiched layer (i.e.
material 1) forv2 � 30; 45, 60 and 758 anda=L � 0:01: The
curve forL=h� 0 (i.e. h! ∞� is also included which was
the result presented in the earlier work [1]. The results in
Fig. 8 show that the curve becomes flatter as the width of
material 1 decreases (i.e.L=h increases).

The results forv2 � 45 and 608 in Fig. 8 are, respec-
tively, replotted in Fig. 9a and b, in whichGd=G

max
p as a

function of the main crack length to sandwiched layer
width ratio, L=h; is plotted at different values ofa . When
a � 0 (i.e. materials 1 and 2 are the same),Gd=G

max
p is

independent of the width of material 1. Whena . 0 and
a , 0; the calculatedGd=G

max
p decreases and increases,

respectively, as the width of material 1 decreases (i.e.L=h
increases).

5. Concluding remarks

By considering two semi-infinite elastic materials bonded
at the interface, specific crack propagation problems have
been previously analyzed [1]. When a crack reaches the

interface, the crack either deflects along the interface or
penetrates into the next layer depending upon the ratio of
energy release rate due to debonding to that due to crack
penetration. This criterion has been used extensively to
predict interfacial debonding versus reinforcement fracture
for a crack propagating in fiber- (whisker- and self-)
reinforced ceramic composites. However, two limitations
should be noted before the criterion is applied. First, the
results were obtained based on the condition that the branch
crack emanating from the main crack tip was very small
compared with the main-crack length. Second, the fiber
has a finite width and is not semi-infinite in a two-
dimensional sense.

The present study examined effects of: (1) a finite branch-
crack length; and (2) a finite penetrated-layer width on the
criterion of crack deflection versus penetration, and the
following results were concluded.

1. For a deflected crack (Fig. 1b), the energy release rate
decreases (Fig. 3) and the mode mixity,c , increases (Fig.
4) as the deflected crack grows. This would make it more
favorable for the deflected crack in the interface to kink
into the adjoining layer as the deflected crack grows
longer.

2. The branch-crack length has effects on the energy release
rate ratio of crack deflection to penetration,Gd=G

max
p

(Figs. 5 and 6). The energy release rate ratio,Gd=G
max
p ;

can increase or decrease with the increase in the branch-
crack length depending on the Dundurs’ parameter,a
(Fig. 7a and b).

3. The penetrated-layer width has significant effects on the
energy release rate ratio of crack deflection to penetra-
tion, Gd=G

max
p : The diagram of crack deflection versus

penetration (i.e.Gd=G
max
p as a function ofa ) is shown

in Fig. 8. Specifically,Gd=G
max
p is independent of the

width of the penetrated-layer only whena � 0 (Fig. 9),
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Fig. 8. The energy release rate ratio,Gd=G
max
p ; as a function of the Dundurs’ parameter,a , for a=L � 0:01 at different values ofL=h andv2.



and the curve in Fig. 8 becomes flatter as the width of the
penetrated-layer (i.e. material 1 in Fig. 1c and d)
decreases.

The present analysis is two-dimensional and is applicable
to the layered materials. It should be noted that the crack
propagation problem in fiber-reinforced composites is three-
dimensional. For an embedded fiber of a finite radius, there
are three options when a matrix crack reaches the interface:
the interface can debond, the fiber can fracture, or the crack
can circumvent the fiber. The present study considered a
simplified geometry of material 1 with a finite width sand-
wiched between two semi-infinite material 2 (Fig. 1c and d),
and hence focused on the case that the matrix crack does not
circumvent the fiber. However, when the matrix crack
circumvents the fiber, the crack is bridged by intact fibers,
and the bridging-fiber (or fiber-pullout) geometry [13–15]

can be used as a representative volume element for this case.
Considering a bridging fiber behind the crack tip,Gd=G

max
p

as a function ofa (for v2 � 908) has been derived else-
where [16]. It is found that this ratio decreases with the
increase in the Dundurs’ parameter,a . Also, the curve in
the diagram of interfacial debonding versus fiber fracture
becomes flatter as the fiber radius decreases [16].
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Introduction

During high temperature operation, an oxide scale forms along the irregular top coat/bond coat interface
in the plasma-sprayed thermal barrier coating (TBC) system. The residual stresses in the system are
affected by the presence of the thermally grown oxide (TGO) [1–5]. Along the irregular interface, the
asperity can be convex or concave. Semicircular convex and concave asperities have been adopted for
numerical simulations to examine the effects of the TGO thickness on residual thermal stresses [6]. It
was found that in the tip region of a convex asperity, the residual stress normal to the interface,sy, in
the ceramic top coat is tensile for a thin oxide but becomes compressive for a thick oxide. In the tip
region of a concave asperity,sy in the ceramic top coat is compressive for a thin oxide and becomes
less compressive for a thick oxide.

The purpose of the present study was to explore the physical meaning of the trend of the stress state
of sy in the ceramic top coat with the variation of the TGO thickness. To achieve this, a simple
analytical model of three concentric circles was adopted. First, the residual thermal stresses in the
three-concentric-circles model were derived. Then, the results for residual radial stresses at the top
coat/TGO and the TGO/bond coat interfaces as functions of the TGO thickness were presented. Also,
the physical meaning of the above results was discussed.

Analytical Modeling

A two-concentric-circles model has been used previously to study the residual stresses in a coating
formed on a wrinkled substrate [7,8]. A three-concentric-circles model is hence adopted in the present
study to simulate the wrinkle geometry in a TBC system. A circular region of phase 1 with a radiusa
is surrounded by a concentric annulus of phase 2 with an outer radiusb which is then surrounded by
another concentric annulus of phase 3 with an outer radiusc (see Fig. 1). Whereas phases 1, 2, and 3
are designated respectively as the bond coat, the TGO, and the top coat in modeling a convex asperity,
they are designated respectively as the top coat, the TGO, and the bond coat in modeling a concave
asperity. In both cases, the TGO thickness is dictated byb-a.

Residual thermal stresses develop during the temperature change in the system because of the
thermal-mechanical mismatch among the three phases. The stresses can be determined by the procedure
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of first allowing the three phases to exhibit unconstrained differential thermal strains during the
temperature change. Then, radial stresses,sa and sb, are placed at the interfaces,r 5 a and r 5 b,
respectively to restore the displacement continuity at the two interfaces. With interfacial radial stresses,
sa andsb, the radial and the tangential stresses in phases 1, 2, and 3 are

s1,r 5 sa (1a)

s1,t 5 sa (1b)

s2,r 5
a2b2~sa 2 sb!

r 2~b2 2 a2!
2

a2sa 2 b2sb

b2 2 a2 (2a)

s2,t 5
2a2b2~sa 2 sb!

r 2~b2 2 a2!
2

a2sa 2 b2sb

b2 2 a2 (2b)

s3,r 5
b2~c2 2 r 2!sb

r 2~c2 2 b2!
(3a)

s3,t 5
2b2~c2 1 r 2!sb

r 2~c2 2 b2!
(3b)

wherer is the distance from the center of the circles, the subscripts 1, 2, and 3 denote phases 1, 2, and
3, and the subscripts r and t denote the radial and the tangential components, respectively.

With a temperature change,DT, the strain consists of two components: the elastic strain and the
unconstrained thermal strain. The tangential strains in phases 1, 2, and 3,e1,t, e2,t, and e3,t, are
respectively

e1,t 5
s1,t 2 n1s1,r

E1
1 a1DT (4)

e2,t 5
s2,t 2 n2s2,r

E2
1 a2DT (5)

e3,t 5
s3,t 2 n3s3,r

E3
1a3DT (6)

whereE, n, and a are Young’s modulus, Poisson’s ratio, and the coefficient of thermal expansion
(CTE), respectively.

Figure 1. A schematic showing the three-concentric-circles model.
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The residual stresses in the system are contingent upon the solutions of the interfacial radial stresses,
sa andsb, which can be determined by the continuity condition at the interface. Continuity of the radial
displacement at the interface is required. With the tangential strain proportional to the radial displace-
ment, this continuity condition becomes

e1,t 5 e2,t (at r 5 a) (7)

e2,t 5 e3,t ~at r 5 b! (8)

Combination of Equations (1) through (8), yields

sa 5
E2@P1~a2 2 a1! 1 P4~a3 2 a2!#DT

P1P2 2 P3P4
(9)

sb 5
E2@P3~a2 2 a1! 1 P2~a3 2 a2!#DT

P1P2 2 P3P4
(10)

where the parameters,P1, P2, P3, andP4, are given by

P1 5
b2 1 a2

b2 2 aa 2 n2 1
E2

E3
Sc2 1 b2

c2 2 b2 1 n3D (11a)

P2 5
b2 1 a2

b2 2 aa 1 n2 1
E2~1 2 n1!

E1
(11b)

P3 5
2a2

b2 2 a2 (11c)

P4 5
2b2

b2 2 a2 (11d)

The stress state atr 5 b (i.e., sb is tensile or compressive) depends on the comparison betweena3 and
the effective CTE in the region ofr,b which is a function of dimensions, elastic constants, and CTEs
of phases 1 and 2. This effective CTE,a12, is dictated by the radial displacement atr 5 b in the absence
of phase 3, and has been derived previously, such that [9]

a12 5 a2 1
P3~a1 2 a2!

P2
(12)

In the specific case ofE1 5 E2 andn1 5 n2, Equation (12) becomes

a12 5
a2a1 1 ~b2 2 a2!a2

b2 ~for E1 2 E2 andn1 5 n2! (13)

Hence, when phases 1 and 2 have the same elastic constants, the effective CTE,a12, can be obtained
using rule-of-mixtures.

Similarly, the stress state atr 5 a depends on the comparison betweena1 and the effective CTE in
the region ofa,r,c which is a function of dimensions, elastic constants, and CTEs of phases 2 and
3. This effective CTE,a23, is dictated by the radial displacement atr 5 a in the absence of phase 1.
Using the similar technique as that for derivinga12, a23 can be obtained, such that
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a23 5 a2 1
P4~a3 2 a2!

P1
~at r 5 a! (14)

In the specific case ofE2 5 E3 andn2 5 n3, Equation (14) becomes

a23 2
~b2 2 a2!a2 1 ~c2 2 b2!a3

c2 2 a2 ~for E2 5 E3 andn2 5 n3! (15)

Hence, when phases 2 and 3 have the same elastic constants, the effective CTE,a23, can also be
obtained using rule-of-mixtures. It can also be derived that when the radial displacement atr 5 c is
considered, the effective CTE,a23, becomes

a23 5 a3 2
2b2E2~a3 2 a2!

~c2 2 b2! P1E3
~at r 5 c! (16)

It is noted that Equation (16) is different from Equation (14). Nevertheless, when phases 2 and 3 have
the same elastic constants, Equation (16) also becomes Equation (15). However, to determine the stress
state atr 5 a, comparison should be made betweena1 anda23 given by Equation (14).

Using the definitions ofa12 anda23 in Equations (12) and (14),aa andab in Equations (9) and (10)
become

sa 5
P1E2~a23 2 a1!DT

P1P2 2 P3P4
(17)

sb 5
P2E2~a3 2 a12!DT

P1P2 2 P3P4
(18)

When a three dimensional geometry is considered, a three-concentric-spheres model can be used. The
analytical steps for deriving the residual thermal stresses in the three-concentric-spheres model are
similar to those for the three-concentric-circles model. The solutions fora12, a23, aa, andab have the
same general forms as those for the three-concentric-circles model [i.e., Equations (12), (14), (17), and
(18)]. However, the parameters,P1, P2, P3, andP4, become

P1 5
2b3~1 2 2n2! 1 a3~1 1 n2!

2~b3 2 a3!
1

E2

E3
Fc3~1 1 n3! 1 2b3~1 2 2n3!

2~c3 2 b3! G (19a)

P2 5
b3~1 1 n2! 1 2a3~1 2 2n2!

2~b3 2 a3!
1

E2~1 2 2n1!

E1
(19b)

P3 5
3a3~1 2 n2!

2~b3 2 a3!
(19c)

P4 5
3b3~1 2 n2!

2~b3 2 a3!
(19d)

Results

The residual stresses calculated from the three-concentric-circles model were presented in the present
study. The thermal/mechanical properties pertinent to the air plasma-sprayed TBC system of ZrO2 top
coat/a-Al2O3 TGO/vacuum plasma-sprayed Ni-22Cr-10Al-1Y bond coat listed in Table 1 were adopted
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for calculations. The temperature change,DT, used in calculating the thermal strain was21125°C.
Young’s modulus,E, was replaced byE/(1 2 n) before it was substituted into the analytical solutions
due to the biaxial stress state in the TBC system as discussed in Refs. [2–5].

For a convex asperity, phases 1, 2, and 3 correspond to the bond coat, the TGO, and the top coat,
respectively. The residual radial stresses atr 5 a and r 5 b (i.e., sa and sb) as functions of the
normalized TGO thickness, (b 2 a)/a, are shown in Fig. 2a forc/a 5 5, 10, and 20. In this case,sb

corresponds tosy in the top coat at the tip of a convex asperity. The stresses are not sensitive toc/a
when c/a$5. The results forc/a 5 10 almost overlap with those forc/a 5 20, and cannot be
distinguished in Fig. 2a. Whilesa is tensile and increases with the TGO thickness,sb is tensile when
(b 2 a)/a,;0.75 and becomes compressive when (b2 a)/a.;0.75. The effective CTE,a12, as a
function of the normalized TGO thickness, (b 2 a)/a, is shown in Fig. 2b. It is noted thata12 is
independent ofc [see Equation (12)]. The CTE of phase 3,a3 (51031026/°C), is also shown in Fig.
2b. It can be seen thata12.a3 when (b 2 a)/a,;0.75 which, in turn, results in a tensile residual radial
stress atr 5 b during cooling. Conversely,a12,a3 when (b 2 a)/a.;0.75 which, in turn, results in
a compressive residual radial stress atr 5 b during cooling.

For a concave asperity, phases 1, 2, and 3 correspond to the top coat, the TGO, and the bond coat,
respectively. The residual radial stresses atr 5 a and r 5 b as functions of the normalized TGO
thickness, (b 2 a)/a, are shown in Fig. 3a at differentc/a ratios. In this case,sa corresponds tosy in
the top coat at the tip of a concave asperity. The stresses are not sensitive toc/a whenc/a$10. While
sb is compressive and its magnitude increases with the TGO thickness forc/a$10, sa becomes less
compressive with the increasing TGO thickness and decreasingc/a for the dimension considered in Fig.
3a. The effective CTE,a23, as a function of the normalized TGO thickness, (b 2 a)/a, is shown in Fig.
3b at differentc/a ratios. The CTE of phase 1,a1 (51031026/°C), is also shown. It can be seen that

TABLE 1
The Thermal/Mechanical Properties of the Plasma Sprayed TBC System

Young’s Modulus,
E (GPa)

Poisson’s
Ratio, n

CTE
(31026/°C)

Top Coat 50 0.1 10
Oxide Scale 360 0.27 8
Bond Coat 200 0.3 15.2

Figure 2. (a) The residual radial stress at the TGO/bond coat interface,sa, and at the top coat/TGO interface,sb, and (b) the
effective CTE,a12, for the regionr,b, and the CTE of top coat,a3, as functions of the normalized TGO thickness, (b 2 a)/a,
at differentc/a ratios for a convex asperity.
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a23.a1 for the dimension considered in Fig. 3b. However, the difference betweena23 anda1 decreases
with the increasing TGO thickness and decreasingc/a. Compared to Fig. 2b, Fig. 3b shows that the
decrease ina23 is much slower than the decrease ina12 when the TGO thickness increases. This is due
to the fact that the bond coat for a concave asperity (i.e., phase 3 in Fig. 1) has a much greater area than
that for a convex asperity (i.e., phase 1 in Fig. 1) in the three-concentric-circles model, and the effect
of the TGO thickness on the effective CTE is much weaker for a concave asperity than for a convex
asperity.

Conclusions

The residual thermal stress normal to the interface in the ceramic top coat and close to the TGO is of
interest, since it could result in cracking and spallation of the plasma-sprayed TBC. The effects of the
TGO thickness on this residual stress were qualitatively interpreted in the present study by using an
analytical model of three concentric circles (Fig. 1). An effective CTE was defined to illustrate the
qualitative trends of the TGO thickness effects. To model a convex interface asperity, phases 1, 2, and
3 in Fig. 1 correspond to bond coat, TGO, and top coat, respectively. The residual radial stress atr 5
b (i.e., at the top coat/TGO interface),sb, is of interest. The stress state ofsb can be obtained by
comparinga3 with the effective CTE in the region ofr,b which is a function of dimensions, elastic
constants, and CTEs of phases 1 and 2 (Fig. 2). To model a concave interface asperity, phases 1, 2, and
3 in Fig. 1 correspond to top coat, TGO, and bond coat, respectively. The residual radial stress atr 5
a (i.e., at the top coat/TGO interface),sa, is of interest. The stress state ofsa can be obtained by
comparinga1 with the effective CTE in the region ofa,r,c which is a function of dimensions, elastic
constants, and CTEs of phases 2 and 3 (Fig. 3).
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Abstract

The effects of curvature and height of the interface asperity on residual thermal stresses in a plasma-sprayed thermal barrier
coating were numerically simulated. In the tip region of a convex asperity, the residual stress normal to the interface, sy is tensile
in the ceramic top coat and increases with both curvature and height of the asperity. However, this residual tensile stress is lower
for a periodic array of asperities than for an isolated asperity. The effects of thickness of the thermally grown oxide at the top
coat–bond coat interface on residual thermal stresses were also numerically simulated. In the tip region of a convex asperity, sy

in the ceramic top coat is tensile for a thin oxide but becomes compressive for a thick oxide. In the tip region of a concave
asperity, sy in the ceramic top coat is compressive for a thin oxide and becomes less compressive for a thick oxide. The physical
meaning of the above trend was qualitatively interpreted using an analytical model of three concentric circles. Published by
Elsevier Science S.A.

Keywords: Residual stresses; Coating; Numerical simulations; Analytical modeling
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1. Introduction

A typical plasma-sprayed thermal barrier coating
(TBC) system consists of an oxidation-resistant metallic
bond coat overlaid with a porous, thermally-insulating
ceramic top coat (see Fig. 1) [1–4]. It has been found
that a rough bond coat surface can increase the lifetime
of a plasma-sprayed TBC system during thermal cy-
cling in a turbine engine [3,5,6]. However, the residual
thermal stresses in the system are affected by the asper-
ities present at the top coat–bond coat interface [7–17].
Specifically, the residual stress normal to the interface,
sy, would be zero if the interface is perfectly flat, but it
becomes non-zero in the presence of interface asperities.
When sy is tensile in the ceramic top coat, it may result
in cracking and spallation of the top coat. The interface
asperities can have various geometries with different
curvatures and heights. An issue regarding the effects of
the curvature and the height of the interface asperity on
the residual stresses was hence raised. Also, an oxide

scale grows along the interface during high temperature
exposure [2–6,18]. This thermally grown oxide (TGO)
inevitably modifies the residual stresses in the system.
Hence, the second issue is how the TGO thickness
affects the residual stresses.

The purpose of the present study was to address the
above two issues. To achieve this, the object oriented
finite element analysis (OOF) [19] was utilized for nu-
merical simulations. First, the effects of the asperity
curvature were examined by simulating a convex semi-
circular-top asperity and a convex rectangular-top as-
perity with the same height, and the effects of the
asperity height were examined by simulating asperities
with a semicircular top (or a rectangular top) and
different heights. Second, a convex and concave semi-
circular asperities with different TGO thicknesses were,
respectively, simulated to examine effects of the TGO
thickness on residual stresses. Third, a periodic array of
convex and concave semicircular (or rectangular) asper-
ities was simulated to examine effects of interaction
between asperities on residual stresses. Finally, a simple
analytical model of three concentric circles was used to
explore the physical meaning of the trend of the TGO
thickness effects on residual stresses.

* Corresponding author. Tel.: +1-865-5766586; fax: +1-865-
5748445.
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Fig. 1. The microstructure of a plasma sprayed ZrO2 top coat–Al2O3

TGO–NiCrAlY bond coat system [4]. The René N5 substrate is not
shown.

2.1. Effects of cur6ature and height of interface
asperity

Two sets of model microstructures were used in the
present study to examine the effects of the curvature
and the height of the interface asperity. Since these
effects can be obscured by the presence of TGO at the
interface, the TGO is not included in these two sets of
model microstructures. In the first set, the top of the
asperity is a semicircle with a radius a, and the height
of asperity is controlled by adding a block at the base
of the semicircle. The semicircular asperities with
heights a, 2a, and 3a are shown in Fig. 2(a–c), respec-
tively. In the second set, the top of the asperity is flat
such that the asperity has a rectangular shape, and the
width of the asperity is 2a. The rectangular asperities
with heights a, 2a, and 3a are shown in Fig. 2(d–f),
respectively. In this case, the curvatures at the asperity
top are 1/a and 0, respectively, for semicircular and
rectangular asperities.

The model microstructure was digitized to a portable
pixel map (ppm) format. Using a uniform grid in OOF,
each pixel in the ppm format corresponded to a grid in
OOF, and each grid consisted of two triangular ele-
ments. The processed images shown in Fig. 2 consist of
64 082 elements each. Since the substrate (not shown in
Figs. 1 and 2) was much thicker than the TBC, the
thermal strain of the substrate (i.e. −0.0163) was used
as the boundary condition at the right and the left
edges of the image in Fig. 2 to constrain its distortion
in the x-direction.

Using OOF, the predicted full-field residual stresses
normal to the interface, sy, are also shown in Fig.
2(a–f). While effects of the asperity curvature can be
obtained by comparing the results from the semicircular
asperity with those from the rectangular asperity having
the same height, effects of the asperity height can be
obtained by examining the results from the semicircular
(or rectangular) asperities with different heights. It can
be seen that the curvature and the height of the asperity
affect the residual stress field in the region of the
asperity. Within the asperity, sy is tensile and it in-
creases with both the curvature and the height of the
asperity. The simulated results of sy within the top coat
at the tip of the semicircular asperity and at the middle
of the top of the rectangular asperity as functions of the

2. Numerical simulations and results

Numerical simulations were performed using OOF,
which was uniquely designed to operate on microstruc-
tural images and has been run previously on both an
actual cross-sectional microstructure and model mi-
crostructures of a plasma-sprayed TBC to obtain full-
field residual stresses [4,20]. The thermal–mechanical
properties pertinent to the air plasma-sprayed ZrO2 top
coat–a-Al2O3 TGO–vacuum plasma-sprayed Ni–
22Cr–10Al–1Y bond coat–René N5 substrate system
are listed in Table 1 [2,21]. The temperature change
used in calculating the residual stresses was −1125oC.
It is noted that the TBC system is subjected to biaxial
residual stresses in the plane parallel to the interface
when interface asperities are not considered. The resid-
ual stress normal to the interface induced by interface
asperities is expected to be much smaller than that
parallel to the interface. Hence, while the simulation is
a two-dimensional analysis, E should be replaced by
E/(1−n) in applying the plane-stress analysis, OOF, to
the cross-section of the TBC system to account for the
biaxial-stress in the TBC system [8,10,20,22] where E is
Young’s modulus and n is Poisson’s ratio.

Table 1
The thermal–mechanical properties of the plasma sprayed ZrO2 top coat–Al2O3 TGO–NiCrAlY bond coat–René N5 substrate system

Young’s modulus, E (GPa) Poisson’s ratio, n CTE, a (×10−6/°C)

50Porous top coat 0.1 10
360Oxide scale 0.27 8
200Bond coat 0.3 15.2
213Substrate 0.25 14.5
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Fig. 2. The model microstructures and the simulated residual stress, sy, for the plasma-sprayed TBC system with a semicircular interface asperity
having a height (a) a, (b) 2a, and (c) 3a, and with a rectangular interface asperity having a height (d) a, (e) 2a, and (f) 3a.

asperity height are shown in Fig. 3. For convenience, a
subscript, o, is added to define sy at the above men-
tioned positions. It can be seen that syo increases with
both the curvature and the height of the asperity. The
thickness ratio of the top coat to the bond coat for the
model microstructures adopted in the present study is
1.5. Since the thermal strain of the substrate was
used to constraint the distortion of the TBC in the
x-direction, the calculated syo is independent of the
thickness ratio of the top coat to the bond coat when
the asperity is remote from the free surface of the top
coat.

It is noted that the effects of curvature and height
of interface asperities have also been studied by
assuming a sinusoidal interface with varying wave-
length and amplitude [17]. The general trend exhibits
that the magnitude of the residual stress normal to the
interface increases with increasing wrinkling of the in-
terface [17] which is in agreement with the present
result. It is also noted that corners were introduced by
using the rectangular asperity in the present study
which would result in singularities. However, the
stresses used for comparison are not at corners, and
different sizes of mesh have been used in the OOF
analysis to ensure convergence of the simulated result
for syo.

2.2. Effects of the TGO thickness

The residual stress states associated with a convex
and a concave interface asperities are different. To
examine the effects of the TGO thickness on residual
stresses, convex and concave semicircular asperities are
considered, respectively. The semicircular asperity has a

Fig. 3. Simulated results of sy within the top coat at the tip of the
semicircular asperity and at the middle of the top of rectangular
asperity as functions of the asperity height. The stress reduction for a
periodic array of asperities is also shown at the asperity height of a.
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Fig. 4. The model microstructures and the simulated residual stresses, sy(m), sy(c), and sy, for the plasma-sprayed TBC system with a convex
semicircular interfacial asperity having a radius, a, and a TGO thickness of (a) 0, (b) 0.23a, and (c) 0.72a.

Fig. 5. Schematic showing the residual stress in the TBC system can be decomposed into two components: the one due to the thermal-mechanical
mismatch among the top coat, the TGO, and the bond coat, and the one due to the substrate constraint imposed on the coating system.

radius a and the TGO has a variable thickness t. It is
noted that oxidation generally induces a volume expan-
sion. It can be readily incorporated in the OOF analysis
by replacing the coefficient of thermal expansion (CTE)
of the oxide scale by an effective CTE, such that the
thermal strain due to the effective CTE equals the sum
of the thermal strain due to the actual CTE and the
oxidation strain. However, this was not done here
because the oxidation strain for converting the bond
coat to the oxide scale is not well documented.

2.2.1. Con6ex asperities
A convex semicircular asperity without TGO (t/a=

0), with a relatively thin TGO (t/a=0.23), and with
a relatively thick TGO (t/a=0.72) are shown in Fig.
4(a–c), respectively. To explore the physical insights of

the TGO thickness effects on residual stresses, it is
instructive to decompose the residual stress, sy, into
two components: (1) sy(m), the one due to the thermal–
mechanical mismatch among the top coat, the TGO,
and the bond coat, and (2) sy(c), the one due to the
substrate constraint imposed on the coating system (see
Fig. 5). Running OOF, these two components can be
obtained using the following procedures.

First, using the procedures described in Section 2.1,
the residual stress in the y-direction, sy, can be ob-
tained. In this case, the thermal strain of the substrate,
−0.0163, was imposed as the boundary condition at
the right and the left edges of the image of the coating
system to constrain its distortion in the x-direction.
After equilibrating under DT= −1125oC, the top coat,
the TGO, and the bond coat are, respectively, subjected
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to uniform elastic strains in the x-direction at the right
and the left edges of the image. For example, these
uniform elastic strains are −0.00502, −0.00727, and
0.00082, respectively, for the top coat, the TGO, and
the bond coat when t/a=0.23 (Fig. 4(b)). Second, the
right and the left edges of the image are, respectively,
set to have the same displacement in the x-direction
(i.e. no bending in the coating system). This is achieved
by using the ‘enslave’ boundary condition in the OOF
menus. Using DT= −1125°C, the residual stress ob-
tained in the y-direction is sy(m). In this case, unlike the
above, the coating system is free of the substrate con-
straint; however, the top coat, the TGO, and the bond
coat are, respectively, subjected to uniform elastic
strains in the x-direction at the right and the left edges
of the image because of the CTE mismatch. For exam-
ple, these uniform elastic strains are −0.00426, −
0.00651, and 0.00158, respectively, for the top coat, the
TGO, and the bond coat when t/a=0.23 (Fig. 4(b)).
Third, the difference between the two sets of elastic
stain is due to the substrate constraint effect. For
example, the elastic stain in the x-direction due to
substrate constraint is −0.00076 when t/a=0.23 (Fig.
4(b)) which is then imposed as the boundary condition
at the right and the left edges of the image to constrain
its distortion in the x-direction. Using DT=0, the
residual stress thus obtained in the y-direction is sy(c).

Using the above procedures, the corresponding sy(m),
sy(c), and sy are also shown in Fig. 4(a–c). It can be
seen that the full-field residual stress of sy(m) is similar
to that of sy. Hence, compared to sy(c), sy(m) dominates
the resultant sy (see Fig. 4). This is due to the fact that
the substrate and the bond coat have the similar CTEs
(see Table 1), and the substrate constraint effect im-
posed on the coating system is insignificant. However,
the contribution of sy(c) to the resultant sy increases
with the increase in the TGO thickness. The simulated

residual stresses within the top coat at the tip of the
semicircular asperity (i.e. syo(m), syo(c), and syo) are
plotted in Fig. 6 as functions of the TGO thickness.
Whereas syo(m) is tensile for thin TGOs and becomes
compressive for thick TGOs, syo(c) is always compres-
sive and its magnitude increases with the TGO thick-
ness. Two general features can be observed in Fig. 4.
First, the tensile stress state, sy(m) (and sy), moves from
the tip to the side of the asperity as the TGO grows.
Second, the stress state, sy(m), far above the asperity
persists to be tensile even when syo becomes compres-
sive for thick TGOs. These two features are explained
as follows.

First, the polar coordinates with its origin located at
the center of the semicircular asperity can be used to
facilitate visualizing the stress state in the top coat close
to the asperity. The bond coat has a greater CTE than
the top coat. Hence, in the absence of the TGO, the
residual stress in the top coat around the asperity is
tensile in the radial direction and compressive in the
tangential direction. When sy is considered, it becomes
the radial stress at the tip of the asperity and becomes
the tangential stress at the side of the asperity. Hence,
sy is tensile and compressive, respectively, at the tip and
the side of the asperity. The TGO has the lowest CTE
in the coating system. Hence, when the TGO is suffi-
ciently thick, the residual stress in the top coat around
the asperity becomes compressive in the radial direction
and tensile in the tangential direction. This would cause
sy to be compressive and tensile, respectively, at the tip
and the side of the asperity. As a result, the tensile
stress state, sy(m) (and sy), moves from the tip to the
side of the asperity as the TGO grows.

Second, the stress state, sy(m), far above the asperity
can be visualized by dividing the model microstructure
into vertical thin strips. Compared to other strips, the
strip passing the convex asperity has a greater bond
coat area and a smaller top coat area. Since the bond
coat has a greater CTE than the top coat, the strip
passing the convex asperity has a greater effective CTE
than other strips. As a result, in the strip passing the
convex asperity, the far field residual stress, sy(m), above
the asperity is always tensile during cooling despite the
fact that the near field stress syo(m) becomes compres-
sive for thick TGOs.

2.2.2. Conca6e asperities
A concave semicircular asperity without TGO (t/a=

0), with a relatively thin TGO (t/a=0.24), and with
a relatively thick TGO (t/a=0.72) are shown in Fig.
7(a–c), respectively. Like the residual stress, sy, in the
case of convex semicircular asperity, sy in the case of
concave asperity can also be decomposed into two
components: sy(m) and sy(c). Using OOF and the proce-
dures described in Section 2.2.1, the corresponding
simulated results for sy(m), sy(c), and sy are also

Fig. 6. The residual stresses within the top coat at the tip of a convex
semicircular asperity, syo(m), syo(c), and syo, as functions of the TGO
thickness.
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Fig. 7. The model microstructures and the simulated residual stresses, sy(m), sy(c), and sy, for the plasma-sprayed TBC system with a concave
semicircular interfacial asperity having a radius, a, and a TGO thickness of (a) 0, (b) 0.24a, and (c) 0.72a.

shown in Fig. 7(a–c). The resultant sy is dominated by
sy(m) (see Fig. 7). The residual stresses within the top
coat at the tip of the semicircular asperity (i.e. syo(m),
syo(c), and syo) are plotted in Fig. 8 as functions of the
TGO thickness. For the range of the TGO thickness
considered in the present study, syo(m) is always com-
pressive and syo(c) is always tensile. As the TGO thick-
ness increases, the magnitudes of syo(m) and syo(c)

decreases and increases, respectively. It is noted that in
the top coat, a tensile sy region above the asperity is
observed for thick oxides (see sy in Fig. 7(c)) although
sy remains compressive at the asperity tip. Specifically,
this tensile sy reaches 100 MPa for the case considered
in Fig. 7(c) which could result in cracking in the
ceramic top coat.

2.3. Effects of interaction between asperities

To examine the effects of interaction between asperi-
ties on residual stresses, periodical arrays of convex and
concave semicircular asperities with radius a (Fig. 9(a))
and of square asperities with length 2a and separation
2a (Fig. 9(b)) were considered. In this case, the asperity
amplitude is a from the centerline of the interface for
both arrays of asperities.

A uniform grid was also used to simulate the model
microstructures in Fig. 9, and the processed images

consisted of 64 082 elements each. The corresponding
full-field residual stress, sy, are also shown in Fig. 9.
The simulated results of syo are 130.8 and −240.6
MPa, respectively, for the semicircular convex and con-
cave asperities, and are 80 and −185 MPa, respec-
tively, for the rectangular convex and concave
asperities. These tensile stresses syo (i.e. 130.8 and 80
MPa) for convex asperities are also shown in Fig. 3 at

Fig. 8. The residual stresses within the top coat at the tip of a concave
semicircular asperity, syo(m), syo(c), and syo, as functions of the TGO
thickness.
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Fig. 9. The model microstructures and the simulated residual stress, sy, for the plasma-sprayed TBC system with a periodic array of (a) convex
and concave semicircular asperities with radius a, and (b) square asperities with length 2a and separation 2a.

an asperity height value of a to compare with those due
to an isolated asperity.

3. Analytical modeling and results

A two-concentric-circles model has been used previ-
ously to study the effects of the surface curvature of the
substrate on oxidation behavior [7,17]. To explore the
physical meaning of the numerically simulated (or ex-
perimental) results, a simple analytical model bearing
the essential features of the simulated geometry (or
specimen) is required. The essential features in the
present case are the top coat–TGO interface, the
TGO–bond coat interface, convex and concave asperi-
ties, and the TGO thickness. To include the above
features, a simple three-concentric-circles model is
adopted in the present study which is described as
follows.

A circular region of phase 1 with a radius a is
surrounded by a concentric annulus of phase 2 with an
outer radius b which is then surrounded by another
concentric annulus of phase 3 with an outer radius c
(see Fig. 10). Whereas phases 1, 2, and 3 are designated
respectively as the bond coat, the TGO, and the top
coat in modeling a convex asperity, they are designated

respectively as the top coat, the TGO, and the bond
coat in modeling a concave asperity. In both cases, the
two interfaces are located at r=a and b, and the TGO
thickness is dictated by b−a. It has been shown in
Section 2.2 that the substrate constraint effect on the
coating system is insignificant because the substrate and
the bond coat have the similar CTEs. Hence, excluding
the substrate from the three-concentric-circles model is
appropriate in analyzing the residual thermal stresses in
the TBC system.

Fig. 10. A schematic showing the three-concentric-circles model.
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Fig. 11. (a) The residual radial stress at the TGO/bond coat interface,
sa, and at the top coat–TGO interface, sb, and (b) the effective CTE,
a12, for the region rBb, and the CTE of top coat, a3, as functions of
the normalized TGO thickness, (b−a)/a, at different c/a ratios for a
convex asperity.

P1=
b2+a2

b2−a2−n2+
E2

E3

�c2+b2

c2−b2+n3
�

(3a)

P2=
b2+a2

b2−a2+n2+
E2(1−n1)

E1

(3b)

P3=
2a2

b2−a2 (3c)

P4=
2b2

b2−a2 (3d)

subscripts 1, 2, and 3 for the elastic constants denote
phases 1, 2, and 3, respectively, and where a1 and a3 are
the CTEs of phases 1 and 3, a12 has the physical
meaning of the effective CTE in the region of rBb
which is a function of properties of phases 1 and 2, and
a23 has the physical meaning of the effective CTE in the
region of aBrBc which is a function of properties of
phases 2 and 3, such that

a12=a2+
P3(a1−a2)

P2

(4)

a23=a2+
P4(a3−a2)

P1

(5)

3.2. Results

The thermal–mechanical properties of the TBC sys-
tem listed in Table 1 and DT= −1125oC were used,
and E was replaced by E/(1−n) before it was substi-
tuted into the analytical solutions due to the biaxial
stress state in the TBC system as discussed in section 2.

3.2.1. Con6ex asperities
For a convex asperity, phases 1, 2, and 3 correspond

to the bond coat, the TGO, and the top coat, respec-
tively. The residual radial stresses at r=a and b (i.e. sa

and sb) as functions of the normalized TGO thickness,
(b−a)/a, are shown in Fig. 11(a) for c/a=5, 10, and
20. In this case, sb corresponds to sy in the top coat at
the tip of a convex asperity. The stresses are not
sensitive to c/a when c/a]5. The results for c/a=10
almost overlap with those for c/a=20, and can’t be
distinguished in Fig. 11(a). While sa is tensile and
increases with the TGO thickness (which agrees with
the trend in Fig. 4), sb is tensile when (b−a)/aB�
0.75 and becomes compressive when (b−a)/a\�
0.75. The effective CTE, a12, as a function of the
normalized TGO thickness, (b−a)/a, is shown in Fig.
11(b). It is noted that a12 is independent of c (see Eq.
(4)). The CTE of phase 3, a3 (=10×10−6/°C), is also
shown in Fig. 11(b). It can be seen that a12\a3 when
(b−a)/aB�0.75 which, in turn, results in a tensile
residual radial stress at r=b during cooling. Con-
versely, a12Ba3 when (b−a)/a\�0.75 which, in
turn, results in a compressive residual radial stress at
r=b during cooling.

3.1. Analyses

Residual thermal stresses develop during the temper-
ature change in the system because of the thermal–me-
chanical mismatch among the three phases. The stresses
can be determined by the procedure of first allowing the
three phases to exhibit unconstrained differential ther-
mal strains during the temperature change, DT.
Then, radial stresses, sa and sb, are placed at the
interfaces, r=a and b, respectively, to restore the dis-
placement continuity at the two interfaces. It can be
derived that the interfacial radial stresses, sa and sb, are
[23]

sa=
P1E2(a23-a1)DT

P1P2-P3P4

(1)

sb=
P2E2(a3-a12)DT

P1P2-P3P4

(2)

where the parameters, P1, P2, P3, and P4, are given by
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3.2.2. Conca6e asperities
For a concave asperity, phases 1, 2, and 3 correspond

to the top coat, the TGO, and the bond coat, respec-
tively. The residual radial stresses at r=a and b as
functions of the normalized TGO thickness, (b−a)/a,
are shown in Fig. 12(a) at different c/a ratios. In this
case, sa corresponds to sy in the top coat at the tip of
a concave asperity. The stresses are not sensitive to c/a
when c/a]10. While sb is compressive and its magni-
tude increases with the TGO thickness for c/a]10
(which agrees with the trend in Fig. 7), sa becomes less
compressive with the increasing TGO thickness and the
decreasing c/a for the dimension considered in Fig.
12(a). The effective CTE, a23, as a function of the
normalized TGO thickness, (b−a)/a, is shown in Fig.
12(b) at different c/a ratios. The CTE of phase 1, a1

(=10×10−6/°C), is also shown. It can be seen that
a23\a1 for the dimension considered in Fig. 12(b).
However, the difference between a23 and a1 decreases
with the increasing TGO thickness and the decreasing

Fig. 13. Comparison between simulated results and analytical results
for the residual stress normal to the interface within the top coat and
at the tip of (a) a convex asperity, and (b) a concave asperity.

Fig. 12. (a) The residual radial stress at the top coat–TGO interface,
sa, and at the TGO–bond coat interface, sb, and (b) the effective
CTE, a23, for the region aBrBc, and the CTE of top coat, a1, as
functions of the normalized TGO thickness, (b−a)/a, at different c/a
ratios for a concave asperity.

c/a. Compared to Fig. 11(b), Fig. 12(b) shows that the
decrease in a23 is much slower than the decrease in a12

when the TGO thickness increases. This is due to the
fact that the bond coat for a concave asperity (i.e.
phase 3 in Fig. 10) has a much greater area than that
for a convex asperity (i.e. phase 1 in Fig. 10) in the
three-concentric-circles model, and the effect of the
TGO thickness on the effective CTE is much weaker
for a concave asperity than for a convex asperity.

3.2.3. Comparison with simulated results
Despite the different geometries adopted in numerical

simulations (Fig. 5) and analytical modeling (Fig. 10)
for the TBC system, the predicted residual stresses
normal to the interface in the top coat and at the
asperity tip as functions of the normalized TGO thick-
ness, (b−a)/a, are shown in Fig. 13(a–b), respectively,
for convex and concave asperities. For numerical simu-
lations, results for the coating system without substrate
constraint and with substrate constraint are both
shown. For the three-concentric-circles analytical
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model, results for different c/a ratios are shown. It can
be seen that the variations of these residual stresses
with the TGO thickness are qualitatively the
same between numerical simulations and analytical
modeling.

4. Conclusions

The effects of (1) the curvature and the height of the
interface asperity, (2) the thickness of the thermally
grown oxide (TGO), and (3) interaction between asper-
ities on residual thermal stresses in a plasma-sprayed
TBC system were numerically simulated. The following
qualitative trends were concluded from the present
numerical simulations.

1. In the absence of TGO, the residual stress normal
to the interface, sy, in the tip region of convex asperity
is tensile within the top coat which increases with both
the curvature and the height of the asperity (Figs. 2 and
3).

2. The residual stress, sy, can be decomposed into
two components: (1) sy(m), the one due to the thermal–
mechanical mismatch among the top coat, the TGO,
and the bond coat, and (2) sy(c), the one due to the
substrate constraint imposed on the coating system
(Fig. 5). Whereas sy(m) dominates, the contribution of
sy(c) to the resultant sy increases with the TGO
thickness.

3. The residual stress, sy, at the asperity tip within
the top coat is defined as syo. For a convex asperity, syo

is tensile for thin TGOs but becomes compressive for
thick TGOs (Fig. 6). The tensile stress state, sy, moves
from the tip to the side of the asperity as the TGO
grows (Fig. 4). Also, the stress state, sy, far above the
asperity persists to be tensile even when syo becomes
compressive for thick TGOs (Fig. 4).

4. For a concave asperity, syo in the ceramic top coat
is compressive for thin TGOs and becomes less com-
pressive for thick TGOs (Figs. 7 and 8). However, sy

can becomes tensile above the asperity tip and within
the top coat for thick TGOs (see sy in Fig. 7c).

5. In the presence of multiple asperities, syo is re-
duced due to the interaction between asperities (Figs. 3
and 9).

The physical meaning of the trend of the variations
of residual stresses, sy, with the TGO thickness was
qualitatively interpreted using an analytical model of
three concentric circles. Finally, it is noted that the
present study aims at the qualitative trend of effects of
interface asperities and TGO thickness on residual
stresses, and the elastic solution is used. Including non
linearity and creep in the finite element modeling, resid-
ual stresses in the TBC have been analyzed elsewhere
[14].
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Analyses of edge effects on residual stresses
in film strip Õsubstrate systems
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The residual stress distribution in a thin-film strip overlaid on a substrate is influenced by the edges
of the strip. An analytical model is developed to derive a closed-form solution for the stress
distribution along the film width. Because the film is much thinner than the substrate, the stress
variation through the film thickness is ignored; however, the stress variation through the substrate
thickness is considered in the analysis. Compared to the existing analytical models, the present
model is more rigorous and the analytical results agree better with both finite element results and
experimental measurements. ©2000 American Institute of Physics.@S0021-8979~00!02218-0#
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I. INTRODUCTION

Thin-film strips on a substrate have extensive appli
tions in microelectronic devices.1–5 The film/substrate sys
tem is subjected to residual stresses, which result from
film deposition process, the lattice mismatch, and the ther
expansion mismatch. These stresses provide a driving f
to form defects which, in turn, degrade the device perf
mance. If the film has an infinite lateral dimension, the str
in the film would be uniform when the substrate is mu
thicker than the film and bending of the system is ignor
However, a finite film strip has free surfaces at the ed
which, in turn, modify the stress distribution in the film
substrate system. There have been many studies to an
the film/substrate stresses arising from the edges of an
erwise uniformly stressed film.6,7 Both analytical
modeling6,8–12 and the finite element analysis~FEA!7,13–15

have been performed to predict the film-edge effects. Ho
ever, by comparing the analytical solutions with finite e
ments results and experimental measurements, it is
cluded that predictions for the film-edge effects from t
existing analytical models are not satisfactory.7,15 Also, nu-
merical procedures are required in some of the existing a
lytical models in order to solve some complex equations

The purpose of this study is to develop a better analyt
model with a closed-form analytical solution for the film
edge effects. Unlike the FEA which requires a finite elem
package and extensive numerical computations, the clo
form analytical solution is ready to be used to examine
roles of the essential material parameters in the system. F
the existing analyses are reviewed. Then, an analytical m
is developed to derive a closed-form solution to predict
stress distribution in the film strip/substrate system. Fina
comparison is made between the present analytical res
existing analytical/numerical results,7–11,15and experimenta
measurements.16–19

a!Electronic mail: hsuehc@ornl.gov
3020021-8979/2000/88(5)/3022/7/$17.00
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II. SUMMARY OF EXISTING ANALYSES

Both analytical modeling6,8–12 and the FEA7,13–15 have
been performed to analyze the film-edge effects, and they
summarized as follows.

A. Analytical modeling

Analytical solutions for the stress distribution in a film
strip similar to that shown in Fig. 1 have been previous
derived. A film strip with a width 2l and a thicknesst is
overlaid on a substrate with a thicknesss. The film is sub-
jected to a mismatch strain,D«. The Cartesian coordinates,x,
y, andz, are shown in Fig. 1, such that the film is bonded
the substrate atx50, and the edges of the film are located
y56 l . The dimension of the film/substrate system along
z axis is assumed to be infinitely long. Among the existi
analytical models, the most cited ones are developed
Hu8,9 and Suhir.10,11 However, in all analytical models, th
variation of the stress through the film thickness is neglec
because the film is much thinner than the substrate. O
approximations are also used to simplify the problem in
der to obtain analytical solutions.

In Hu’s analysis,8,9 an infinitely thick substrate~i.e., s
→`) is considered and the solution is derived for a sing
edged film having a semi-infinite width. A concentrate
force model was derived first, such that a concentrated b
force ~per unit length in thez direction!, F, is induced at the
film edge and acts tangentially on the substrate.8 In this case,
the stress distribution in the substrate can be obtained rea
from Timoshenko and Goodier’s solutions,20 in which the
stress distribution in a half space subjected to a concentr
force tangential to the surface is analyzed. The solution
tained from the concentrated force model lacks se
consistency because the film stress becomes distributed
relaxes with the substrate deformation. Consequently,
concentrated force model8 was modified to a distributed
force model,9 in which the change in film stress is balanc
by a distributed tangential force on the substrate. Howe
for the distributed force model, the formulation for the stre
distribution in the system is an integral equation and a
merical method is required to obtain the solutions.9
2 © 2000 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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When the film becomes a strip, Hu’s solutions for
single-edged film and the principle of superposition are u
to obtain the solutions for a two-edged film.2,12 It has been
noted that the stress distribution in the film obtained by
for a single-edged film satisfies the free surface condition
the edge. However, the stress distribution in the film o
tained by using Hu’s solutions and the principle of super
sition for a two-edged film does not satisfy the free surfa
condition at the edges.7 A simple analytical solution for the
stress distribution in the substrate can be obtained when
moshenko and Goodier’s solutions~i.e., the concentrated
force model!20 and the principle of superposition are use
such that the stress component in they direction in the sub-
strate,sy

s , for the geometry described by Fig. 1 is given by2,7

sy
s5

22F

p H ~y1 l !3

@~y1 l !21x2#22
~y2 l !3

@~y2 l !21x2#2J . ~1!

Suhir’s analysis is a modification of Timoshenko
model21 on analyzing the residual stresses in a bi-metal th
mostat, in which the width is infinite~i.e., l→`). By con-
sidering a finite film width, 2l , Timoshenko’s model is
modified by Suhir. Because of the mismatch,D«, between
the film, the substrate, and the edge effect, a nonunifo
force along they axis~per unit length in thez direction! P(y)
is induced in the film and a force of the same magnitude
of the opposite direction is induced in the substrate. Th
forces can be regarded as concentrated forces at the
thicknesses of the film~i.e., atx5t/2) and the substrate~i.e.,
at x52s/2), respectively. They can also be treated as for
distributed uniformly through the thicknesses of the film a
the substrate. A shear forceq(y) is induced at the interface
such thatq(y) andP(y) are related by an equilibrium equa
tion. Bending of the system is considered. Then, the d
placements of the film and the substrate at the interface
formulated, respectively, based on the mismatch strain,
two force distributions, and the curvature of the system. I
noted that a Fourier series is adopted in formulating the
placement due to the interfacial shear force, andt/ l is as-
sumed to be small~e.g., t/ l ,0.2) in order to simplify the
equations.10 By satisfying the displacement compatibilit
condition at the interface and the boundary conditions t
P( l )50 and q(0)50, the solution forP(y) @and hence
q(y)# can be obtained, such that11

P~y!5
2tEfD«

12n f
F12

cosh~ky!

cosh~k l ! G . ~2!

The parameter,k, is defined by

FIG. 1. Schematic showing a thin-film strip deposited on a substrate
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k5F 12n f

tEf
1

12ns

sEs
1

~ t1s!2

t3Ef

12n f
1

s3Es

12ns

2t~11n f !

3Ef
1

2s~11ns!

3Es

G 1/2

, ~3!

whereE andn are Young’s modulus and Poisson’s ratio, a
the subscripts,f and s, denote the film and the substrat
respectively. Because the film is relatively thin, the bend
moment in the film~proportional tot3) is small, and the
stress in the film,s(y), is due to the forceP(y) only, such
that

s~y!5
2EfD«

12n f
F12

cosh~ky!

cosh~k l ! G . ~4!

Unlike the stress in the film, the stress in the substrate is
to both the force and the bending moment. While the str
component due to the force,P, is uniform through the sub-
strate thickness, the stress component due to the ben
moment varies through the substrate thickness. Howe
when the thickness of the substrate is infinite, the bend
moment becomes zero, and the stress in the substrate
comes zero although the force is nonzero.

B. Finite element analyses

The stress distribution in the geometry depicted by Fig
has been analyzed using the FEA.7,14,15 The tractions on all
free surfaces are zero except at the bottom of the subs
~i.e., atx52s) which is assumed to be rigid~i.e., zero dis-
placement!. An initially uniform mismatch strain,D«, is as-
signed to the film. Then, this mismatch strain is allowed
relax, and a numerical code is used to find the minim
energy configuration for the whole system. It is noted th
singularities exist at the points where the film edges meet
substrate, and a refined finite element mesh is used in
region close to the edges.

III. THE PRESENT ANALYTICAL MODEL

The present analytical model preserves the essenc
Suhir’s analysis but adopts different analytical procedures
derive the stress distribution in the film/substrate syste
Also, since the substrate is much thicker than the film,
variation of the stress through the thickness of the subst
is included in the analysis; however, bending of the system
ignored. Incidentally, the present model can also be regar
as a shear lag model in a planar geometry. The shear
model was first developed by Cox to analyze the stress tr
fer problem for a cylindrical geometry~i.e., a fiber embedded
in a coaxial cylindrical matrix!.22 It has then been modified
and improved by many others.23–27 The analytical proce-
dures in deriving the present model are as follows.

A. Condition for a bonded interface

The film and the substrate are bonded at the interfa
and the film is subjected to a mismatch strain,D«. Without
the constraint in thex direction~see Fig. 1!, the stress norma
to the interface is zero, and the displacement compatib
condition at the interface requires
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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1

Ef
~sy

f 2n fsz
f !1D«5

1

Es
~sy

s2nssz
s! ~at x50!, ~5a!

1

Ef
~sz

f2n fsy
f !1D«5

1

Es
~sz

s2nssy
s! ~at x50!,

~5b!

wheresy andsz are the stresses in they and thez directions,
and the superscripts,f and s, denote the film and the sub
strate, respectively. When the substrate is much thicker
the film, bending of the system can be ignored. Furtherm
when the system has an infinite length in thez direction,sz

f

is uniform in the film andsz
s is zero in the substrate. With

sz
s50, the combination of Eqs.~5a! and ~5b! yields

sy
s5

~12n f
2!Es

~12n fns!Ef
sy

f 1
~11n f !Es

12n fns
D« ~at x50!. ~6!

If the system is also infinitely long in they direction,sy
f is

uniform in the film,sy
s is zero in the substrate, and the s

lution of sy
f from Eq. ~6! is

sy
f 5s fb5

2Ef

12n f
D« ~ for 0<x<t !. ~7!

Hence, for the special case that the substrate is much thi
than the film and the system is infinitely long in both they
and thez directions, the film is subjected to a biaxial stre
(sy

f 5sz
f) described by Eq.~7! and the substrate is stres

free. For convenience, this biaxial stress in the film is re
fined ass fb . However, when the film has a finite width i
the y direction ~e.g., a strip!, the displacement compatibility
condition at the interface is described by Eq.~6!.

B. Stress gradient in the film

When the system has an infinite length in thez direction,
there is no stress variation in thez direction. The equilibrium
equation between the normal stress,sy , and the shear stres
txy(5t), is

]sy

]y
1

]t

]x
50. ~8!

Integration of Eq.~8! over the thickness of the film and the
division by its thickness yields

]

]y S 1

t E0

t

sydxD 1
1

t E0

t ]t

]x
dx50. ~9!

Because the film is relatively thin, the variation ofsy

through the thickness can be ignored. Lettings f represent
the average value ofsy over the thickness of the film an
using the free surface condition thatt50 at x5t, Eq. ~9!
becomes

ds f

dy
5

t0

t
, ~10!

wheret0 is the shear stress at the interface~i.e., t5t0 at x
50). The stress gradient in the film is described by Eq.~10!.
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C. Stress distribution in the substrate

To strictly satisfy the equilibrium equation, the stres
displacement relation, and the essential boundary conditi
solutions for the stress distribution require extensive num
cal analysis. However, simple analytical solutions are atta
able when some of the above equations are approxima
satisfied and the rest of the equations are exactly satis
Because the main interest in the system is the variation osy

in the y direction, the variation ofsy in the x direction is
ignored in the equilibrium equation such that the gradient
sy in they direction in the substrate can be approximated
a function ofy; i.e.,

]sy

]y
5 f ~y! ~ for 2s<x<0!. ~11!

The physical meaning of this approximation@i.e., Eq.~11!#
in the equilibrium equation@Eq. ~8!# is that the equilibrium
equation is satisfied in an average sense~with respect to the
x direction!. A similar approach has been adopted in t
shear lag model in analyzing the stress transfer problem
cylindrical geometry. The approximatex dependence ofsy

can be obtained by solving the approximate equilibriu
equation and is shown as follows.

Continuity of the shear stress at the interface~i.e., t
5t0 at x50) is required, and solution of Eqs.~8! and ~11!
subjected to the continuity condition gives

t5S 11
x

sD t02
x

s
ts ~ for 2s<x<0!, ~12!

wherets is the shear stress atx52s.
With sx50 and the displacement in thex direction be-

ing negligible,t can be related to the displacement in they
direction,w, by

t5
Es

2~11ns!

dw

dx
~ for 2s<x<0!. ~13!

Combination of Eqs.~12! and ~13! and integration yields

t05
Es~w02ws!

s~11ns!
2ts , ~14a!

t5S 11
x

sD Es~w02ws!

s~11ns!
2S 11

2x

s D ts

~ for 2s<x<0!, ~14b!

wherew0 andws are the displacements in they direction at
x50 and 2s, respectively. When the substrate is fixed
x52s, ws50 and the displacement,w, can be derived from
Eqs.~13! and ~14b! such that

w5S 11
x

sD
2

w02
2~11ns!

Es
S x1

x2

s D ts

~ for 2s<x<0!. ~15!

Using the conditions thatsx5sz50 in the substrate, differ-
entiation of Eq.~15! with respect toy and then multiplication
by Es gives
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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sy5S 11
x

sD
2

s022~11ns!S x1
x2

s D dts

dy

~ for 2s<x<0!, ~16!

wheres0 is the substrate stress in they direction atx50.
The approximatex dependence ofsy in the substrate is de
scribed by Eq.~16!.

The mechanical equilibrium condition for the stress d
tribution in the system requires that

ts f1E
2s

0

sydx50. ~17!

Solution of Eqs.~16! and ~17! gives

dts

dy
5

23t

s2~11ns!
S s f1

s

3t
s0D . ~18!

The aforementioned equation is required in deriving the g
erning differential equation fors f .

D. Stress distribution in the film

Combination of Eqs.~10!, ~14a!, and~18! and differen-
tiation with respect toy yields

d2s f

dy2 5
2

st~11ns!
S 3t

2s
s f1s0D . ~19!

The solution of the stress distributions f is contingent upon
the determination ofs0 . For a bonded interface,s0 is re-
lated tos f by Eq.~6!, wheresy

s at x50 becomess0 andsy
f

at x50 becomess f when the variation ofsy
f through the

film thickness is ignored. Hence, the differential equat
governing the stress distribution in the film can be obtain
by substituting Eq.~6! into Eq. ~19!, such that

d2s f

dy2 5
2

st~11ns!
F S 3t

2s
1

~12n f
2!Es

~12n fns!Ef
Ds f

2
~12n f

2!Es

~12n fns!Ef
s fbG , ~20!

wheres fb is defined by Eq.~7!.
The solution ofs f from Eq.~20! is subject to the bound

ary conditions that the film is stress-free at the edge and
system is symmetric with respect toy50; i.e.,

s f50 ~at y5 l !, ~21a!

t050 ~at y50!. ~21b!

With the above two boundary conditions, the solution ofs f

is

s f~y!5
s fb

11
3t~12n fns!Ef

2s~12n f
2!Es

F12
cosh~ay!

cosh~a l ! G , ~22!

where

a5F 2

st~11ns!
S 3t

2s
1

~12n f
2!Es

~12n fns!Ef
D G1/2

. ~23!
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It is noted that the present solution for the film stress dis
bution @Eq. ~22!# has a similar formulation as that in Suhir
model @Eq. ~4!#.

The maximum stress within the film occurs at the cen
of the film ~i.e., aty50), such that

s f~0!5
s fb

11
3t

2s

~12n fns!Ef

~12n f
2!Es

F12
1

cosh~a l !G . ~24!

When the film strip is sufficiently wide such that cosh(al)
→`, this maximum stress has a constant value: i.e.,

s f~0!5
s fb

11
3t

2s

~12n fns!Ef

~12n f
2!Es

~ for l @0!. ~25!

Furthermore, when the substrate is much thicker than
film, this constant maximum stress becomes

s f~0!5s fb ~ for l @0 and s@t !. ~26!

IV. RESULTS

The FEA has been performed to predict the stress dis
bution in GeSi film strips on silicon substrates.7,14,15 The
material properties of this system are:Ef5147.2 GPa,Es

5163.1 GPa.v f50.2765, andvs50.28. The thickness and
the width of the substrate are 50 and 100 units respectiv
and different thicknesses and widths are used for the film
the FEA. The width of the substrate is not involved in all t
analytical solutions. Unless noted otherwise, the above
terial properties and a thickness of 50 units for the subst
are used to calculate the results from the analytical mod
First, comparison of the stress distribution along the fi
width is made between the present analytical results, Suh
analytical results, and finite element results. Second,
stress at the center of the film~i.e., aty50) is calculated and
compared with the results obtained from other models
experimental measurements. Third, comparison of the st
distribution in the substrate is made between the results
tained from the present analytical model, Hu’s model, a
the FEA. Finally, the effects of the Young’s modulus ratio
substrate to film and the aspect ratio of the film on the str
distribution in the film are shown. Because the geometry
the system is symmetric with respect toy50, only the solu-
tions for y>0 are shown in the following.

A. Stress distribution along the film width

Based on the finite element results, the stress is not
form throughout the thickness of the film. The film stress
largest at the interface and decreases with the increasing
tance from the substrate. However, the stress at the
thickness of the film~i.e., atx5t/2) is a good approximation
of the average film stress.28 Since the analytical solution
give only the average stress throughout the film thickne
the stresses atx5t/2 from the finite element results are ch
sen to compare with the analytical results. Using the fi
thickness t51 unit and the half widthl 520 units, the
present analytical results, Suhir’s analytical results, and
finite elements results are shown in Fig. 2. Compared
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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Suhir’s results, the present results are closer to the fi
elements results. Suhir’s model predicts a lower stress in
film. This discrepancy could result from the different boun
ary conditions adopted in the modeling. While the substr
is fixed at x52s in the present analytical model and th
finite element model, the system is free to bend in Suh
model which, in turn, results in stress relaxation. Howev
when the substrate is much thicker than the film~e.g., when
s/t550 in Fig. 2!, the difference in the predicted resul
caused by the different boundary condition assigned atx5
2s is negligible. Hence, the lower stresses obtained in
hir’s model are believed to be due to the assumption of
force P(y) being uniformly distributed through the substra
thickness.

B. Stress at the center of the film

Stress measurements have been made on several
conductor films deposited on Si substrates. Using cathod
minescence, the stresses in GaAs films were measure
Lee ~with t53 mm, 2l 57, 15, and 100mm!16 and Yamagu-
chi ~with t54 mm, 2l 510, 35, and 600mm!,17 respectively.
Using micro-Raman, the stress in a In0.25Ga0.75As film ~with
t50.1mm, 2l 51 mm) was measured by Tang,18 and the
stresses in Ge0.14Si0.86 films ~with t596 nm, 2l 50.6mm and
1 mm! were measured by Dietrich.19 It is noted that a sharp
film edge is difficult to obtain in film processing due to th
formation of ‘‘bird’s beak,’’2,7 which distorts the film edge
This complicates the stress measurement at the film ed
nevertheless, the stresses have been measured at the
center~i.e., at y50). However, because of the finite bea
spot diameter~e.g., 1mm for cathodoluminescence and 0
mm for micro-Raman!, the measured stress is not just at t
center but some average around the center.

The FEA7 has been performed to predict the stress at
center of the film as a function ofl /t to compare with the
measurements. Not all the films involved in the stress m
surements are GeSi. However, the elastic constants are
ther sensitive to small changes in Ge concentration for G
films nor are they very different from GaAS and InGaA
films,7 and the material properties of GeSi film are used
calculate the results from modeling. In Hu’s model, the s

FIG. 2. Comparison of variations of normalized film stress,s f /s fb , along
the film width between the results obtained from the present model, Su
model, and the FEA fors550 units,t51 units, andl 520 units.
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strate thickness is assumed to be infinite, and the ratio,l /t, is
sufficient to determine the solutions. However, the para
eters,s, t, and l, are involved in both the present model an
Suhir’s model. Usings550 units, t51 unit, and different
units for l, the results from the present model and Suhi
model are calculated for comparison. The normalized str
at the center of the film,s f(0)/s fb , as a function ofl /t is
shown in Fig. 3. Higher stresses are predicted based on H
model. Compared to Suhir’s model, the present model p
dicts results closer to the finite element results. While
stresses predicted from the present model are lower
those predicted from FEA, the present predicted res
qualitatively agree with the measurements.

It has been argued that for the geometry described
Fig. 1, the thin film influences the stress field in the substr
only within a certain boundary zone in the neighborhood
the film. Outside the boundary zone, the stress field in
substrate is not perturbed by the presence of the film29

Hence, an effective thickness should be defined, such
this effective thickness instead of the actual substrate th
ness should be used in analytical modeling. However, a
terion for defining the effective substrate thickness has
been established. Based on the finite element results for
film thickness being one unit, the perturbation of the str
field in the substrate is negligible when the position in t
substrate is.25 units away from the interface.7 Using 25
units instead of 50 units as the substrate thickness, the re
from the present model and Suhir’s model are also show
Fig. 3 and they agree better with both the finite elem
results and the measurements.

’s

FIG. 3. Comparison of the normalized stress at the center of the fi
s f(0)/s fb , as a function ofl /t between the results obtained from the prese
model, Suhir’s model, Hu’s model, the FEA, and experimental meas
ments.
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.



yz
20
te
w

ic

ro
e

F

o
la
re

er

fect,
the
sign,

he
ate
in

r-

al-

rity
the

an

-

ga-
ent

he
the

dge;

he
the

lue

e
dual
he
the
jor
rst
film
ted

s in
the

3027J. Appl. Phys., Vol. 88, No. 5, 1 September 2000 C.-H. Hsueh
C. Stress distribution in the substrate

The stress distribution in the substrate has been anal
using the FEA. Using one unit for the film thickness and
units for the half film widthl, the stresses in the substra
have been calculated at positions 1, 10, and 25 units a
from the interface,~i.e., atx521, 210, and225! respec-
tively, and the results are shown in Fig. 4~a!. Choosing 25
units as the effective substrate thickness, the results pred
from the present model are also shown in Fig. 4~a!. The
stress distribution in the substrate can also be obtained f
Hu’s model@Eq. ~1!#, in which the concentrated edge forc
acting on the substrate,F, becomests fb . The comparison
between the present results and Hu’s results is shown in
4~b!. For y positions away from the edge position~e.g.,y/t
,10 for l /t520), the stresses in the substrate predicted fr
the present model, the FEA, and Hu’s model are simi
However, very different stresses are predicted from the th
models fory positions close to the edge, and these diff

FIG. 4. Comparison of the variations of normalized substrate stress,sy
s/s fb ,

along the film width between the results obtained from~a! the present model
and the FEA, and~b! the present model and Hu’s model.
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ed

ay

ted

m

ig.

m
r.
e

-

ences are discussed as follows. First, without the edge ef
mechanical equilibrium of the system requires that
stresses in the substrate and the film have the opposite
such that the normalized substrate stress,sy

s/s fb , is negative.
The condition that the film has a free surface at the edge~i.e.,
s f50 at y5 l ) is satisfied in both the present model and t
finite element model. Hence, the integral of the substr
stresses aty5 l over the substrate thickness is zero which,
turn, results in both positive and negative signs forsy

s/s fb at
y5 l depending on thex position @Fig. 4~a!#. However, a
concentrated force,F, at the edge position acting on the su
face of the substrate@i.e., at (x,y)5(0,l )# is considered in
Hu’s model, the integral of the substrate stresses aty5 l over
the substrate thickness must balanceF, andsy

s/s fb at y5 l is
always negative through the substrate thickness@see Eq.~1!
and Fig. 4~b!#. Second, Hu’s results show that the norm
ized substrate stress has a negative singularity at (x,y)
5(0,l ). In the present analytical model, the stress singula
cannot be handled exactly; however, the magnitude of
negativesy

s/s fb reaches a maximum at (x,y)5(0,l ). In the
finite element results, the stress singularity is reflected by
abrupt change of the sign forsy

s/s fb at positions close to the
interface@seex521 in Fig. 4~a!# and near the edge. Con
sideringsy

s/s fb at y5 l , while the finite element results show
positive values at locations close to the interface and ne
tive values at locations away from the interface, the pres
results show the opposite@Fig. 4~a!#.

D. Effects of Es ÕEf and l Õt on the stress distribution
in the film

To examine the effects of Young’s modulus ratio on t
stress distribution in the film, the normalized stress in
film, s f /s fb , as a function of the normalized position,y/t,
are shown in Fig. 5~a! for s/t525, andl /t520 at different
values ofEs /Ef . The stress in the film,s f , is zero at the
free edge and increases with the distance from the e
however, the rate of increase ofs f with the distance from the
edge increases with increasingEs /Ef .

To examine the effects of the film aspect ratio on t
stress distribution in the film, the normalized stress in
film, s f /s fb , as a function of the normalized position,y/t, is
shown in Fig. 5~b! for s/t525 at different values ofl /t. The
stress at the center of the film reaches an equilibrium va
defined by Eq.~25! if the film is sufficiently wide@e.g., l /t
>30 in Fig. 5~b!#.

V. CONCLUSIONS

A closed-form analytical solution is derived in th
present study to analyze the edge effects on the resi
stress distribution in a thin-film strip on a substrate. In t
existing analytical models, the stress variation through
film thickness is always ignored, and there are two ma
approaches; i.e., Hu’s model and Suhir’s model. The fi
approach starts with a single-edged uniformly stressed
on an infinitely thick substrate and considers a concentra
force exerted by the film edge on the substrate.8 Because of
the deformation of the substrate under the force, the stres
the film is modified. In this case, the stress distribution in
o AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.
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substrate has been formulated by Timoshenko and Goodi20

The concentrated force model8 lacks self-consistency due t
the film stress relaxation and is, consequently, improved
distributed force model.9 In this case, the stress distributio
in the system is an integral equation and a numerical met
is required to obtain the solution. When the film is a st
with two edges, the principle of superposition is used to
tain the solutions from the solutions for the single-edg
film. It has been noted that the solution obtained from
principle of superposition does not satisfy the free surf
condition at the film edges. The second approach conside
distributed forceP(y) within the film and a distributed force
of the opposite sign within the substrate. A distributed sh
forceq(y) is introduced at the interface between the film a
the substrate to equilibrate the nonuniform force distribut
P(y). However, the forceP(y) is assumed to be uniformly
distributed through the thickness of the substrate.

The present analytical model keeps the essence of
second approach but adds the stress variation through
substrate thickness in the analysis. Compared to the exis
analytical models, the present model is more rigorous
the analytical results agree better with the finite element
sults. Also, a qualitative agreement for the stress at the ce
of the film is obtained between the present analytical res

FIG. 5. Effects of~a! Es /Ef , and ~b! l /t on the stress distribution in the
film.
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and the experimental measurements. However, two iss
remain unsolved. First, the stress singularity, which occur
the points where the film edges meet the substrate, canno
exactly handled in analytical models. Second, the thin fi
influences the stress field in the substrate only within a c
tain boundary zone in the neighborhood of the film. Hen
when the substrate is much thicker than the film, an effec
substrate thickness instead of the actual substrate thick
should be used in analytical modeling. This effective su
strate thickness can be extracted from the finite element
sults. Using the effective substrate thickness, the analyt
results agree better with both the finite element results
the experimental measurements. However, an analy
model capable of predicting the effective substrate thickn
has not been established.
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Abstract

Young's modulus of a unidirectional discontinuous-®bre composite is derived in the present study by the use of a modi®ed shear-
lag model. To achieve this, correct determination of the stress transfer at the ®bre ends and selection of the representative volume
element in the analytical model are required. The present predicted stress distribution along the ®bre length during uniaxial loading

of the composite is in excellent agreement with that obtained from a ®nite-element analysis. Also, by a judicious choice of the
representative volume element for the modi®ed shear-lag model, the predicted Young's modulus of the composite is in excellent
agreement with those predicted from the HalpinÿTsai semi-empirical equation, the Eshelby model, and numerical analyses. Com-

parison is also made with experimental measurements of Young's moduli of aligned particulate- or whisker-reinforced SiC/alumi-
num-alloy composites, and good agreement is obtained. # 2000 Elsevier Science Ltd. All rights reserved.

Keywords: A. Short-®bre composites; B. Modelling; C. Stress transfer; C. Elastic properties

1. Introduction

Substantial reinforcement can be achieved by incor-
porating aligned ®bres in the matrix with the ®bre axis
parallel to the loading direction, and there has been a
rapid growth in the use of short-®bre composites
because of their great versatility, high performance, and
ease of fabrication [1ÿ7]. There has been extensive study
of the mechanical properties of these composites, and a
comprehensive review of predictions of the elastic con-
stants of these composites has been performed recently
by Tucker and Liang [8]. Among the elastic constants,
the longitudinal Young's modulus is the most funda-
mental. Theoretical analyses of Young's modulus can be
classi®ed into four types: the HalpinÿTsai semi-empiri-
cal equation [9], the Eshelby model [10ÿ13], the shear-
lag model [13ÿ17], and numerical methods [8,18].
Among the four types of analyses, the shear lag model is
considered to be the least accurate one on account of its

crude approximation in the analysis [13]. However,
among the analytical models, the stress-transfer
mechanism between the ®bre and the matrix during
loading of the composite can only be derived with the
shear-lag model. Hence, a question is raised. Can the
shear-lag model be improved to allow better prediction
of the Young's modulus of the composite?
The purpose of the present study is to improve the

prediction of Young's modulus of an aligned short-®bre
composite by the shear-lag model and the stress-transfer
mechanism. To achieve this, a newly developed mod-
i®ed shear-lag model [19,20] is adopted. First, both the
HalpinÿTsai semi-empirical equation and the Eshelby
model are summarized. Second, the essence of the
modi®ed shear-lag model is presented, and its solutions
are then extended to derive the Young's modulus of the
composite. Third, the predicted stress-transfer phenom-
ena is compared to the results obtain from a ®nite-ele-
ment analysis (FEA) [21]. Fourth, the predicted
Young's modulus of the composite is compared to those
predicted from the HalpinÿTsai equation and the
Eshelby model. Comparison is also made with experi-
mental measurements of the Young's moduli of parti-
culate- or whisker-reinforced SiC/aluminum-alloy
composites [22ÿ24]. It is noted that the results derived
from the shear-lag model are a�ected by the selection of
the representative volume element (RVE) in modeling,
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and a simple method is developed in the present study
to determine the RVE. Finally, the analytical solutions
for the Young's modulus of the composite are com-
pared to those obtained from ®nite-di�erence [18] and
®nite-element [8] analyses.

2. HalpinÿTsai semi-empirical equation and Eshelby
model

Both the HalpinÿTsai semi-empirical equation and
the Eshelby model can predict the longitudinal Young's
modulus of an aligned short-®bre composite quite well,
and they are summarized as follows while a more thor-
ough review can be found elsewhere [8,25].

2.1. HalpinÿTsai semi-empirical equation

The HalpinÿTsai semi-empirical equation has been
adopted extensively because of its simple formulation.
The longitudinal Young's modulus of an aligned short-
®bre composite, Eo, can be described by [9]

Eo

Em
� 1� ��f

1ÿ �f �1�

where f is the volume fraction of ®bres, and � is given by

� � Ef=Em� � ÿ 1

Ef=Em� � � � �2�

The subscripts, f and m, denote the ®bre and the
matrix, respectively. The parameter, �, is obtained by
curve-®tting of the predicted Eo with experimental
results, and it represents a measure of the ®bre geo-
metry, the packing geometry, and the loading condition.
Good agreement between Eo and experimental mea-
surements has been obtained by letting � equal twice the
aspect ratio of the ®bre [9].

2.2. Eshelby model

The Eshelby model was originally derived for the case
of loading of an in®nite matrix containing an ellipsoidal
inclusion [10]. It was then modi®ed by Mori and
Tanaka to include the e�ect of a ®nite volume fraction
of inclusions [11], and has been applied to the case of
uniaxial loading of an aligned short-®bre composite
[12,26]. Whereas the stress in an ellipsoidal inclusion is
uniform on account of the nature of its geometry, the
stress in an embedded short ®bre is non-uniform. Hence,
the Eshelby model cannot be used to predict the stress-
transfer phenomenon, which is a local property, in a
short-®bre composite. However, in analyzing Young's
modulus, which is a global property, of a short-®bre

composite, the Eshelby model gives a good approach
and it is summarized as follows.
The Cartesian coordinates, X1, X2, and X3, are used,

and X3 is the axis of symmetry of the ellipsoidal inclu-
sion. A stress, �o, is applied to the composite in the X3

direction. In this case, the remote applied strains, "a
ij,

become

"a
11 � "a

22 �
ÿ�m�o

Em
�3a�

"a
33 �

�o

Em
�3b�

where � is Poisson's ratio. In the absence of the inclu-
sion, the deformation throughout the system is uniform;
i.e., the applied strain "a

ij. However, because of the pre-
sence of the inclusion, the deformation in the inclusion
is perturbed, and the strain due to this perturbation is
de®ned as the constrained strain, "c

ij. To solve this pro-
blem, the true inclusion is replaced by an equivalent
inclusion, which has the same elastic constants as the
matrix and undergoes an equivalent transformation
strain, "t

ij. However, this replacement is subjected to the
requirement that the displacement and the stress within
the true and the equivalent inclusions are identical, such
that [10]

Ke "
c � "a� � � Km "c � "a ÿ "t

ÿ � �4a�

Ge
0"c
ij �0 "a

ij

� �
� Gm

0"c
ij �0 "a

ij ÿ0 "t
ij

� �
�4b�

where K and G are the bulk modulus and the shear
modulus, the subscript, e, denotes the ellipsoidal inclu-
sion, and " and 0"ij are the dilatational and the devia-
toric strains, respectively.
When the volume fraction of inclusions is ®nite, the

constrained strain in the inclusion consists of two com-
ponents, such that [11]

"c
ij � "c

ij
0 � "c

ij
00 �5�

where "c
ij
0 is the constrained strain component when a

single inclusion is embedded in an in®nite matrix, and it
can be related to the transformation strain by [10]

"c
ij
0 � Sijkl"

t
kl �6�

where Sijkl is the Eshelby tensor and is a function of the
aspect ratio of the inclusion and Poisson's ratio of the
matrix. The second constrained strain component, "c

ij
00,

is introduced to account for the e�ect of the presence of
other inclusions on an inclusion, and can be related to
the transformation strain by [11]
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1ÿ f� �"c00
ij � f "c

ij ÿ "t
ij

� �
� 0 �7�

The solutions of the strain components, "c
ij and "

t
ij, can

be obtained by solving Eqs. (3)±(7).
The stress in the ellipsoidal inclusion in the loading

direction, �e, can be derived from the stress/strain rela-
tionship, such that [10]

�e � �eEe "
c � "a� �

1� �e� � 1ÿ 2�e� � �
Ee "

c
33 � "a

33

ÿ �
1� �e

�8�

The e�ective Young's modulus of the composite
along the loading direction, Eo, can be obtained by
dividing the applied stress with the average strain in the
composite in the loading direction, such that [27]

Eo � �o

"a
33 � f"t

33

�9�

It is noted that formulations of the solutions of "c
ij and

"t
ij (and hence �e and Eo) are lengthy and have been
obtained by Tandon and Weng [12]. Only the results are
presented in the present study.

3. The modi®ed shear-lag model

The RVE adopted in the shear-lag model is shown in
Fig. 1. A discontinuous ®bre with a radius a and a
length 2l is embedded at the centre of a coaxial cylind-
rical matrix with a radius b and a length 2l0, such that
a2l=b2l0 corresponds to the volume fraction of ®bres in
the composite, f.1 The cylindrical coordinates, r, �, and
z, are used. A tensile stress, �o, is applied to the RVE in
the z direction. The ®bre is bonded to the matrix at both
the interface (i.e. at r � a) and the ends (i.e., at z � �1).
The stress is transferred from the matrix to the ®bre
through both the interface and the ®bre ends. The geo-
metry in Fig. 1 is symmetric, and only the region z50
needs to be considered.
In the classical shear-lag model [14], the ®bre is

assumed to sustain only the axial load, the matrix is
assumed to transmit only the shear stress, and no load is
transferred through the ®bre ends (i.e. the ®bre ends are
debonded from the matrix). It is noted that, in the case
of an embedded ®bre with bonded ®bre ends, the stress
at the bonded ends has a ®nite value, and this stress is
required as a boundary condition in order to derive the
stress distribution in the ®bre. However, this ®nite stress
is not a predetermined value, which, in turn, results in
di�culties in using the classical shear-lag model. Various

assumptions of this ®nite stress have been made to solve
the stress-transfer problem [16,17].
In the modi®ed shear-lag model [19,20], the radial

dependence of the axial stress in the matrix is included
in the analysis, the axial-stress distribution in the RVE
is in equilibrium with the applied load, the shear-stress
distribution in the matrix satis®es the free surface con-
dition at r � b, and the boundary condition at the bon-
ded ®bre ends is de®ned by the continuity condition at
z � �l. In order to satisfy this continuity condition, a
technique of adding imaginary ®bres to the shear-lag
model has been developed [19,20]. The matrix connect-
ing the ®bre ends to the surface of the RVE (see the area
between the dash lines in Fig. 1) is treated as two ima-
ginary ®bres, which have the matrix properties. Hence,
the stress-transfer problem depicted by Fig. 1 can be
solved using two shear-lag models: one for 04z4l and
one for l4z4l0. Although the stress at the ®bre end is
unknown, the two shear-lag models are jointed at z � l
with the continuity condition, which, in turn, deter-
mines the stress at the ®bre end. Incidentally, a techni-
que developed earlier by Fukuda and Chou [28] by
introducing a partially axial load into the matrix in the
classical shear-lag model is found to be similar to the
``imaginary ®bre'' technique. Using the methodology
described above, the stress transfer problem has been
analyzed previously by also including Poisson's e�ect
and residual thermal stresses [20]. The predicted stress

Fig. 1. A schematic showing the representative volume element in the

shear-lag model for aligned short-®bre composites. The imaginary

®bres are added to analyze the stress transfer at the bonded ®bre ends.

1 In the classical shear-lag model, the matrix radius, b, is de®ned by

the ®bre packing arrangement [8], and the formulation of the ®bre

volume fraction is di�erent from that de®ned in the present study.
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distribution along the ®bre length is in a good agree-
ment with the ¯uorescence spectroscopy measurement
performed on a soda-lime-silicate (SLS) glass matrix
containing a single embedded PRD-166 alumina/zirco-
nia ®bre subjected to thermo-mechanical loading [20]. It
is noted that whereas Poisson's e�ect is important when
the interface at r � a is debonded and frictional [29], it
can be ignored when the interface is bonded, in analyz-
ing the stress-transfer problem [30]. Also, the primary
interest in the present study is Young's modulus of the
composite. Hence, in order to simplify the equations,
both Poisson's e�ect and residual thermal stress are
removed from the analysis in Ref. [20], and the axial-
stress distributions in the ®bre and the imaginary ®bre,
� and �0f , become:

�f � b2Ef�o

a2Ef � b2 ÿ a2� �Em
� A exp �z� � � exp ÿ�z� �� �

for 04z4l� � �10a�

�f
0 � �o � A0 exp �0z� � ÿ exp �0 2l0 ÿ z� �� �� 	
for l4z4l0� �

�10b�

where

� � 1

a

�
a2 � b2 ÿ a2

ÿ �Em

Ef

b2
b2

b2 ÿ a2
ln

b

a

� �
ÿ 3b2 ÿ a2

4b2

� �
1� �m� �

8>><>>:
9>>=>>;

1=2

�11a�

�0 � 1

a

1

b2

b2 ÿ a2
ln

b

a

� �
ÿ 3b2 ÿ a2

4b2

� �
1� �m� �

8>><>>:
9>>=>>;

1=2

�11b�

A � b2 ÿ a2
ÿ �

Em ÿ Ef� ��o

a2Ef � b2 ÿ a2� �Em

� exp �l� � � exp ÿ�l� � ÿ

� exp �l� �ÿexp ÿ�l� �� �
� exp �0l� � ÿ exp �0 2l0 ÿ l� �� �� 	
�0 exp �0l� � � exp �0 2l0ÿl� �� �� 	

8>>>><>>>>:

9>>>>=>>>>;

ÿ1

�12a�

A0 � � exp �l� � ÿ exp ÿ�l� �� �A
�0 exp �0l� � � exp �0 2l0 ÿ l� �� �� 	 �12b�

It is noted that although the modi®ed shear-lag model
is much more rigorous than the classical shear-lag
model, it is not exact and approximations are adopted
in deriving the axial stress in the matrix. Also, the axial
displacement is non-uniform on the faces of the RVE.
In this case, the e�ective Young's modulus of the RVE
in the axial direction is dictated by the average axial
displacement at z � l0 under the axial loading stress, �o.
The average axial displacement at z � l is

w � 2

b2

�a
0

r

�l
0

�f

Ef
dzdr�

�b
a

r

�l
0

�m

Em
dzdr

� �
�13�

where �m is the axial stress in the matrix. It is noted that
whereas the radial dependence of �f is ignored in both
the classical and the modi®ed shear-lag models as a
result of the relatively small ®bre radius, the radial
dependence of �m is considered in the modi®ed shear-
lag model [i.e. �f z� � and �m r; z� � are considered in the
analysis]. However, the explicit expression of �m is not
required in Eq. (13) in order to solve w. This is because
the mechanical equilibrium condition requires

2

�a
0

r�fdr� 2

�b
a

r�mdr � b2�o �14�

The combination of Eqs. (13) and (14) yields

w � l�o

Em
� a2

b2
1

Ef
ÿ 1

Em

� ��l
0

�fdz �15�

Substitution of Eq. (10a) into Eq. (15) gives

w � l�o

Em
� a2

b2
1

Ef
ÿ 1

Em

� �
� lb2Ef�o

a2Ef � b2 ÿ a2� �Em
� A

�
exp �l� � ÿ exp ÿ�l� �� �

� �
�16�

Similarly, the average axial displacement at z � l0

relative to z � l can be derived from

w0 � 2

b2

�a
0

r

�l0
l

�0f
Em

dzdr�
�b
a

r

�l0
l

�m

Em
dzdr

� �
�17�

such that

w0 � l0 ÿ l� ��o

Em
�18�
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Hence, the average axial displacement at z � l0,
wo � w� w0� �, is

wo � l0�o

Em
� a2

b2
1

Ef
ÿ 1

Em

� �
� lb2Ef�o

a2Ef � b2 ÿ a2� �Em
� A

�
exp �l� � ÿ exp ÿ�l� �� �

� �
�19�

The e�ective Young's modulus of the RVE in the
axial direction, Eo, can be related to the loading stress,
the average axial displacement at z � l0, and the length
of the RVE, such that

Eo � l0�o

wo
�20�

A closed-form solution for Eo is hence obtained.
However, it is noted that while the elastic constants
other than Eo can also be calculated using the Halpin±
Tsai equation and the Eshelby model, they cannot be
obtained from the shear-lag model.

4. Results

The present predicted stress distribution along the
®bre length during uniaxial loading of the composite is
compared to that obtained from a FEA. Also, the pre-
sent analytical solution of longitudinal Young's mod-
ulus of an aligned short-®bre composite is compared to
the results obtained from the Halpin±Tsai semi-empiri-
cal equation, the Eshelby model, experimental mea-
surements, the ®nite-di�erence analysis, and the FEA.

4.1. Comparison of stress transfer with ®nite-element
analysis

The stress-transfer problem for the con®guration
depicted in Fig. 1 has been analyzed using a ®nite-ele-
ment analysis, ABAQUS, in which an eight-node,
biquadratic axisymmetry solid element is adopted [21].
The material properties used in the FEA are those per-
tinent to a PRD-166/SLS composite, such that Ef � 380
GPa, Em � 74 GPa, �f � 0:27, �m � 0:3. The dimen-
sions adopted in the FEA are: b=a � 20, l=a � 30, and
l0=a � 60, and the solutions of the ®bre-axial stress are
taken from the ®bre elements next to the interface. The
results of ®bre-axial stress along the loading direction
normalized by the loading stress are shown in Fig. 2.
The present predicted results of �f=�o and �0f=�o are also
shown. It is noted that the ®bre-axial stress de®ned in
the modi®ed shear-lag model is the average value with
respect to the ®bre cross-section [19,20] which is di�er-
ent from that de®ned in the FEA. However, as a result

of the small ®bre radius, the di�erence in de®ning the
®bre axial stress between the modi®ed shear-lag model
and the FEA is expected to be small. Good agreement
between the present analytical results and the FEA
results is obtained in Fig. 2. It is also noted that the
comparison is based on the solutions obtained from the
RVE containing only one ®bre. In the case of compo-
sites containing multiple ®bres, the solutions also
depend on the ®bre packing arrangement [8].

4.2. Comparison with the Halpin±Tsai equation, the
Eshelby model, and experiments

Aluminum alloys reinforced with SiC particles or
whiskers have extensive applications in aircraft engines
and aerospace structures. The composite is commonly
made by extrusion, and the SiC reinforcement is gen-
erally oriented in the extrusion direction. Unless noted
otherwise, the material properties of the SiC/Al compo-
site, Ef � 450 GPa, Em � 72 GPa, �f � 0:2, and
�m � 0:3, are adopted in the present study to predict
Young's modulus of the composite in the extrusion
direction. It is noted that with the above material prop-
erties, only the aspect ratio and the volume fraction of
the reinforcement are needed in using the Halpin±Tsai
equation or the Eshelby model to predict the Young's
modulus of the composite. However, the speci®c
dimensions of the RVE (i.e. b and l0 in Fig. 1) are also
required in using the modi®ed shear-lag model because
di�erent combinations of b and l0 can give the same
volume of the RVE. In the literature, two di�erent geo-
metries have been found in choosing a RVE to model a
unidirectional discontinuous ®bre composite: the RVE
scaling with the ®bre (i.e. l0=b � l=a) [31], and the RVE
and the ®bre having the same length (i.e. l0 � l)
[13,16,17,32]. It has been noted that l0 � l is a good
assumption for the case of long embedded ®bres and

Fig. 2. Comparison of distributions of the normalized axial stress,

�f=�o and �f 0=�o, along the axial loading direction between the mod-

i®ed shear-lag model and the ®nite-element solutions.
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would induce signi®cant errors for the case of short
embedded ®bres [13]. The present calculated results
using the above two geometries are presented as follows.
To summarize the above two geometries, the radius of

the RVE, b, can be related to the ®bre radius, a, by

b � afÿp �21�

where p � 1=3 when l 0=b � l=a, and p � 1=2 when l0 � l.
Using these two geometries, the predicted e�ective
Young's modulus, Eo, as a function of the ®bre-aspect
ratio, l=a, is shown in Fig. 3 for f � 0:2. The results
from the Halpin±Tsai equation and the Eshelby model
are also shown. It can be see that the present results are
in excellent agreement with the Halpin±Tsai equation
for small ®bre-aspect ratios (l=a <� 2) when l0=b � l=a
is used, and are in excellent agreement with both the
Halpin±Tsai equation and the Eshelby model for large
®bre-aspect ratios (l=a >� 10) when l0 � l is used. This
trend agrees with the statement that l0 � l can only be
used for the case of long embedded ®bres. Based on the
above trend (Fig. 3), a logical selection of the RVE
would have p in Eq. (21) increase from 1/3 at small ®bre
aspect ratios and approach 1/2 as the ®bre-aspect ratio
increases. A simple equation describing p adopted in the
present study is

p � 1

2
ÿ 1

6
exp
ÿl
5a

� �
�22�

The numerical factor in the exponential term in Eq.
(22) (i.e. 5) can be varied to adjust how fast p approa-
ches 1/2 as l=a increase. Using Eq. (22), the parameter,
p, as a function of the ®bre-aspect ratio, l=a, is shown in
Fig. 4. Using Eqs. (21) and (22), l0 can be obtained by
satisfying a2l=b2l0 � f, such that

l0 � lf2pÿ1 �23�

Using Eqs. (21)±(23) to de®ne the RVE, the predicted
results of Eo for f � 0:2 are shown in Fig. 5a, and
excellent agreement with both the Halpin±Tsai equation
and the Eshelby model is obtained. The results for f �
0:1 and 0.3 are shown in Fig. 5b and c, respectively, and
excellent agreement is also obtained.
Using l 0=b � l=a, l 0 � l, and Eq. (23) in the modi®ed

shear-lag model, the normalized axial stress distribu-
tions, �f=�o and �0f=�o, along the axial loading direction
are shown in Fig. 6 for l=a � 3 and f � 0:2. The stress at
the loading surface is �o (i.e. �0f=�o � 1 at z � l0). When
l0 � l, the stress at the ®bre end is the loading stress, �o

(Fig. 6). The normalized uniform stress in the ellipsoidal
inclusion based on the Eshelby model, �e=�o, is also
shown in Fig. 6. While the stress distribution along the
®bre length (and hence the stress-transfer phenomena)
can be obtained from the modi®ed shear-lag model
depending on the RVE selected, the uniform stress in
the ellipsoidal inclusion is obtained from the Eshelby
model. In the following comparison, Eqs. (21)±(23) are
used to de®ne the RVE for the modi®ed shear-lag
model.
Experimental measurements of Young's moduli of

particulate- or whisker-reinforced SiC/aluminum alloy
composites in the extrusion direction, Eo, have been
performed. Depending on the composition and the
treatment of the aluminum alloy, its Young's modulus
can be varied. The material properties of SiC/2124 (T4)
[22], SiC/6061 (T6) [23], and SiC/8090 (T6) [24] listed in
Table 1 are used for theoretical calculations. The pre-
dicted Young's modulus, Eo, based on the modi®ed
shear-lag model, the Halpin±Tsai equation, and the
Eshelby model are shown in Fig. 7a±c for SiC/2124,
SiC/6061, and SiC/8090 composites, respectively. The
experimental data [22-24] are also shown, and good

Fig. 4. The parameter, p, in determining the geometry of the repre-

sentative volume element for aligned short-®bre composites as a func-

tion of ®bre-aspect ratio, l=a.

Fig. 3. Longitudinal Young's modulus of SiC/Al composite, Eo, as a

function of ®bre-aspect ratio, l=a, for f � 0:2. The results from the

modi®ed shear lag model (assuming l0=b � l=a and l0 � l), the Halpin±

Tsai equation, and the Eshelby model are shown.
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agreement between the three predictions and measure-
ments is obtained.

4.3. Comparison with numerical analyses

Young's modulus of an aligned short-®bre composite
has been analyzed numerically using a ®nite-di�erence

method [18]. However, in order to simplify the analysis,
cubic lattices were adopted for both the ®bre and the
matrix in the ®nite-di�erence analysis. Hence, instead of
the cylindrical geometry depicted by Fig. 1, the geo-
metry considered in the ®nite-di�erence analysis is a
rectangular parallelepiped. Also, a multiple-®bre com-
posite was adopted in the ®nite di�erence analysis. The
di�erence in geometry between the modi®ed shear-lag
model and the ®nite-di�erence model would result in
di�erences in the magnitude of the calculated results.
However, since Young's modulus of the composite, Eo,
is a global property, the di�erence in its prediction as a
result of di�erent geometries is expected to be small.
The mechanical properties used in the ®nite-di�erence
analysis are: Ef=Em � 20 and �f � �m � 0:3, and the
results were calculated for l=a � 2 and 10, respectively,
at di�erent ®bre-volume fractions. The ®nite-di�erence
results of Eo=Em as a function of the ®bre-volume frac-
tion, f, are shown in Fig. 8. The predictions based on the
modi®ed shear-lag model, the Halpin±Tsai equation,
and the Eshelby model are also shown, and good
agreement is obtained. It is noted that the results from
the modi®ed shear lag model almost overlap with those

Fig. 5. Longitudinal Young's modulus of SiC/Al composite, Eo, as a

function of ®bre-aspect ratio, l=a, for (a) f � 0:2, (b) f � 0:1, and (c)

f � 0:3. The results from the modi®ed shear-lag model, the Halpin±

Tsai equation, and the Eshelby model are shown.

Fig. 6. The normalized axial stress distributions, �f=�o and �f 0=�o,

from the modi®ed shear lag model using l0=b � l=a, l0 � l, and Eq. (22),

and the uniform normalized stress, �e=�o, in the ellipsoidal inclusion in

the loading direction based on the Eshelby model. The results are

shown for SiC/Al composites with l=a � 3 and f � 0:2.

Table 1

Properties of particulate- or whisker-reinforced SiC/aluminum alloy

composites

Composite Reinforcement Ee or Ef

(GPa)

Em

(GPa)

�e �m Aspect

ratio,

l=a

SiC/2124 (T4)a Particulate 450 72 0.2 0.3 1.6

SiC/6061 (T6)a Particulate 450 71.7 0.2 0.3 3

SiC/8090 (T6) Whisker 480 78.2 0.2 0.3 4

a T4; room temperature aged; T6; heat treated.
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from Eshelby model when l=a � 10, and they can hardly
be distinguished in Fig. 8.
Young's modulus of an aligned short-®bre composite

has also been analyzed using a FEA [8]. Two types of
®bre packing arrangements and two types of periodic,
three-dimensional arrays of ®bres are considered in
de®ning the RVE for the FEA which, in turn, result in

four di�erent geometries for the RVE. The two ®bre
packing arrangements are square and hexagonal, and
the two ®bre arrays are regular and stagger [8]. The
material properties used in the FEA are those pertinent
to ®bre-reinforced engineering thermoplastics, such that
Ef=Em � 30, �f � 0:2, �m � 0:38. The volume fraction of
®bres adopted is 0.2, and di�erent ®bre-aspect ratios are
used to calculate the e�ective Young's modulus, Eo, of
the RVE. The calculated results of Eo=Em as a function
of the ®bre-aspect ratio, l=a, are shown in Fig. 9. The
di�erent ®bre packing/arrays create scatter in the ®nite
element results. The scatter is small for l=a58, but it is
signi®cant for l=a44. It is believed that the lower ®nite-
element values are more representative of the actual
packing and the actual sti�ness of composites with very
short ®bres [8]. The predictions based on the modi®ed
shear-lag model, the Halpin±Tsai equation, and the

Fig. 7. Longitudinal Young's modulus, Eo, as a function of ®bre-

volume fraction, f, for (a) SiC/2124, (b) SiC/6061, and (c) SiC/8090

composites. The results from the modi®ed shear lag model, the Hal-

pin±Tsai equation, the Eshelby model, and experimental measure-

ments are shown.

Fig. 8. Longitudinal Young's modulus of aligned short-®bre compo-

sites, Eo, as a function of ®bre-volume fraction, f, for l=a � 2 and 10.

The results from the modi®ed shear-lag model, the Halpin±Tsai equa-

tion, the Eshelby model, and the ®nite-di�erence analysis are shown.

Fig. 9. Normalized longitudinal Young's modulus of aligned short

®bre composites, Eo=Em, as a function of ®bre aspect ratio, l=a, for
f � 0:2. The results from the modi®ed shear-lag model, the Halpin±

Tsai equation, the Eshelby model, and the ®nite-element analysis are

shown.
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Eshelby model are also shown in Fig. 9, and good
agreement is obtained between the predictions and the
lower ®nite-element values.

5. Conclusions

The Young's modulus of an aligned short-®bre com-
posite is of interest. The theoretical prediction of this
value from a shear-lag model is known to be less
accurate than those predicted from the Halpin±Tsai
semi-empirical equation and the Eshelby model. This is
a result of the crude approximation adopted in the
shear-lag model. It is noted that the shear-lag model
was originally developed to address the stress-transfer
problem between the ®bre and the matrix. However,
whereas the Halpin±Tsai equation and the Eshelby
model o�er a good prediction of the Young's modulus,
they cannot be used to analyze the stress transfer pro-
blem for an aligned short-®bre composite. The present
study aims at improving the shear-lag model to give
better predictions of both Young's modulus and the
stress-transfer phenomena in the composite. To achieve
this, a rigorous modi®ed shear-lag model is required.
This modi®ed shear-lag model has been developed
[19,20], and it is then used in the present study to derive
the Young's modulus of the composite. However, an
inherent problem in the shear-lag model remains in the
modi®ed shear lag model; i.e. a representative volume
element (RVE) is required in modelling. To resolve this
problem, a simple criterion for selecting the RVE is
established in the present study [see Eqs. (21)±(23)]. The
present predicted stress distribution along the ®bre
length during uniaxial loading of the composite (Fig. 1)
is compared to that obtained from a ®nite-element ana-
lysis, and excellent agreement is obtained (Fig. 2). Also,
by a judicious choice of the representative volume ele-
ment for the modi®ed shear-lag model, the predicted
Young's modulus of the composite is in excellent
agreement with those predicted from the Halpin±Tsai
semi-empirical equation, the Eshelby model, and the
numerical analyses (Figs. 5, 8, and 9). Comparison is
also made with experimental measurements of Young's
moduli of particulate- or whisker-reinforced SiC/alumi-
num alloy composites, and good agreement is obtained
(Fig. 7a±c).
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Influence of residual stress on thermal expansion behavior
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We demonstrate that the thermal expansion behavior of a material can be substantially modified by
the presence of residual stresses. In the case of a composite tube made of two layers of dissimilar
steels,in situ neutron diffraction measurements revealed a significant difference in the coefficients
of thermal expansion along the radial and tangential directions. It is shown that the observed
difference in thermal expansion is due to the change of residual stresses with temperature. ©1999
American Institute of Physics.@S0003-6951~99!01647-2#
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Thermal expansion is a fundamental property of a ma
rial, arising from the anharmonic vibration of the crystal la
tice. For a single crystal under no external influence, its
efficient of thermal expansion~CTE! is compliant with the
crystal symmetry.1 For instance, the CTE of a cubic crystal
isotropic along different crystallographic directions. Wh
the thermal expansion behaviors of simple materials are r
tively well understood, there have been continuing studie
the thermal expansion behaviors of complex materials s
tems, such as ceramic–ceramic and ceramic–m
composites.2–4 Depending on the microstructure, the over
thermal expansion of a composite material may differ fro
that given by constitutive models.2

In practical applications, thermal expansion is an imp
tant consideration, not only from the thermophysical pro
erty point of view but also from the standpoint of the m
chanical behavior of the material. This is because in
fabricated component, differences in thermal expansion
tween constituent materials lead to thermal residual stres
which affect the integrity and lifetime of the component.

The design of replacement materials for composite t
ing used in Kraft black liquor recovery boilers5,6 is a case in
point. A composite tube is made of a carbon steel core an
corrosion-resistant clad layer. Because of the thermal exp
sion mismatch between the carbon steel and clad layers,
mal residual stresses are generated as the boiler goes th
operating cycles. Experimental and finite-element stud
have shown that the signs and magnitudes of these res
stresses are dictated by the difference in CTE~between the
two layers of dissimilar materials! and the yield strength o
the clad layer.6 If the clad layer is in tension, as is the ca
for composite tubing currently in use, the boiler is vulnera
to stress-corrosion cracking, which could lead to grave e
nomical consequences and causes safety concerns as w

Accurate modeling of thermal residual stresses depe
on detailed knowledge of the thermal expansion behavior
the constituent materials. We show here that under the in
ence of residual stresses, the thermal expansion behavio
material may be substantially different from that in the u
constrained condition. As will be shown below, for samp
containing type-I or macroresidual stresses, the effective
efficient of thermal expansion as measured in a diffract
experiment may bemacroscopicallyanisotropic.

a!Electronic mail: wangxl@ornl.gov
3290003-6951/99/75(21)/3294/3/$15.00
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The specimen is a 2.5-in.-o.d. composite tube. The c
part of the tubing is SA 210 carbon steel, with the compo
tion 0.18C–0.28Si–0.65Mn–0.006P–0.15S wt %.7 The clad
layer is Sanicro 28, a nickel-based austenitic alloy steel, w
the composition 0.10C–26.7Cr–30.4Ni–3.33Mo–36.2F
0.01Nb–1.06Cu wt %.8 A cross-sectional view of the spec
men is shown in Fig. 1. The geometric dimensions area
524.8 mm, b530.0 mm, c531.8 mm, and l 5300 mm.
Table I lists the coefficients of thermal expansion and ela
properties7,8 for each material comprising the tube specime

The neutron diffraction experiment was conducted at
High Flux Isotope Reactor of Oak Ridge National Labor
tory, using the HB-2 spectrometer modified for residu
stress mapping.9 The specimen was mounted upright a
slits of 1330 mm2 and 1350 mm2 were inserted before an
after the specimen, which together defined a sampling v
ume of approximately 30 mm.3 A heating tape wrapped
around the tube specimen provided controlled heating u
250 °C. Temperatures within the tube were monitored w
eight thermocouples, four on the inside and four on the o
side surfaces, respectively. A rather uniform temperat
field was achieved with the present experimental setup;
maximum difference in temperatures recorded by the th
mocouples was less than 2 °C. Detailed strain measurem
were made in the middle of the carbon steel, using the bc~2
1 1! peak. At each location, diffraction peaks were record
for two specimen orientations, with the scattering vector p

FIG. 1. Schematic of a cross-sectional view of the tube specimen use
neutron diffraction measurements.
4 © 1999 American Institute of Physics

o AIP copyright, see http://ojps.aip.org/aplo/aplcpyrts.html.
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allel to the radial and tangential directions, respectively. T
fitted peak position was then used to calculate the effec
thermal expansion for each orientation, using the follow
equation:

e5
d~T!2d~T0!

d~T0!
5

sinu~T0!

sinu~T!
21, ~1!

whered is the lattice spacing corresponding to the measu
peak, 2u is the diffraction angle, andT0 is room temperature
~;30 °C!.

Figure 2 shows the experimentally determined therm
expansion for two specimen orientations, with the scatter
vector parallel to radial and tangential directions, resp
tively. As can be seen, the effective thermal expansion va
linearly with temperature. No hysteresis was observed
cycling between room temperature and 250 °C, indicat
that the thermally induced deformation is fully elastic with
the temperature range of study~see Ref. 6 and also below!.
At a given temperature, the effective thermal expansion
the tangential directioneu is always greater than that in th
radial directione r . This shows that the effective therm
expansion, as determined in the present neutron diffrac
experiment, is macroscopically anisotropic. The effect
CTE were determined by fitting the data to straight lines, a
the results are au* 513.731026 C21 and a r* 512.8
31026 C21. These values can be compared with the p
lished CTE for carbon steel, which is 13.331026 C21.7

The difference inau* anda r* can be qualitatively under
stood by considering that the measured lattice spacing
tains a temperature-dependent elastic component, i.e.,

d~T!5d0~T!„11e~T!…, ~2!

FIG. 2. Effective thermal expansion in carbon steel as a function of t
perature. The solid lines are linear fits to the experimental data.

TABLE I. Coefficients of thermal expansion~a!, Young’s modulus~E!, and
Poisson’s ratio~n! for the carbon steel corea and Sanicro 28 clad layer.b

a~30–250 °C!
(1026 °C21)

E~30 °C!
~GPa! n~30 °C!

Carbon steel core 13.3 207 0.29
Sanicro 28 clad layer 16.0 195 0.29

aReference 7.
bReference 8.
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whered0 denotes the lattice spacing under the unconstrai
~stress-free! condition ande(T) the residual strain at a give
temperature. To facilitate the discussions, we rewritee(T) as

e~T!5e01e8~T!, ~3!

where e0 is the residual strain at room temperature, a
e8(T) is the thermally induced elastic strain such thate8
50, whenT5T0 . By differentiating Eq.~2!, the effective
CTE is obtained,

a* 5
1

d

]d~T!

]T
5a1

]e8

]T
, ~4!

where a5(1/d0)]d0(T)/]T is the CTE under the uncon
strained condition. Equation~4! shows that the effective CTE
as measured in a diffraction experiment is modified by
thermal stress induced during heating. Moreover, the ef
tive CTE is macroscopicallyanisotropic~i.e., dependent on
specimen directions!, unless the thermally induced residu
stress is hydrostatic. For the composite tubing used in
study,eu8(T) in the carbon steel layer is tensile upon heatin
due to the larger CTE of the clad layer, and increases w
temperature. As a consequence,au* .a. Because of the
small wall thickness, the radial stress is small throughout
tube10 and, therefore, the elastic strain in the radial direct
is mostly due to the Poisson’s effect. This leads to the
serveda r* ,a.

To further understand the difference betweenau* and
a r* , we have carried out an analytical calculation of t
thermal residual stresses in composite tubes due to the
expansion mismatch. The analytical model is illustrated
Fig. 1, in which a cylindrical shell of phase 1 with an inn
radiusa and an outer radiusb is surrounded by a concentri
cylindrical shell of phase 2 with an outer radiusc. Stresses
are analyzed for locations away from the ends of the cy
drical shells and the free-end effects are not considered.
stresses can be determined by the procedure of first allow
the two phases to exhibit unconstrained thermal strains
ing the temperature changeDT. Then, the radial tractionsb

is placed at the interfacesr 5b, and axial tractionss1,z and
s2,z are placed on phases 1 and 2, respectively, to restore
displacement continuity between the two phases. The a
tractions are subjected to the requirement that the resu
axial force be zero since no external force is applied on
system. Details of the analysis are reported elsewhere,11 but
the solution for stresses in phase 1 is given below:

s1,r5
b2~r 22a2!

r 2~b22a2!
sb , ~5a!

s1,u5
b2~r 21a2!

r 2~b22a2!
sb , ~5b!

s1,z5
P12P3

P42P2
sb , ~5c!

wheresb is given by

sb5
~P42P2!E1~a22a1!DT

P1P42P2P3
. ~6!

In Eq. ~6!, DT5T2T0 , andE anda are the Young’s modu-
lus and unconstrained CTE. The subscripts inE anda denote
-

o AIP copyright, see http://ojps.aip.org/aplo/aplcpyrts.html.
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phases 1 and 2, respectively.P1 , P2 , P3 , andP4 , are con-
stants related toa, b, c, andE, n, a of both phases, wheren
is the Poisson’s ratio of the material. Following Hooke’s la
the elastic strains in phase 1 were obtained,

e1,j8 5
~11n1!s1,j2n1~s1,r1s1,u1s1,z!

E1
, ~7!

where j 5r , u, andz.
From Eqs.~5!–~7!, it can be seen that the thermally in

duced elastic strains are proportional tosb , which varies
linearly with T. This explains why the effective thermal ex
pansion shown in Fig. 2 remains linear with temperatu
Substituting Eq.~7! into Eq. ~4! and using the parameters
Table I, the contribution by thermal stress towards the eff
tive CTE was determined. For middepth in the carbon st
where the neutron diffraction measurements were ma
these contributions are 20.531026 C21, 0.6
31026 C21, and 0.731026 C21, respectively, along
radial, tangential, and axial directions. Adding to the pu
lished value fora1 ~see Table I!, we obtain the effective
CTE in the carbon steel:a1,r8 512.831026 C21, a1,u8
513.931026 C21, and a1,z8 514.031026 C21. The
calculated values ofa1,r* anda1,u* are in excellent agreemen
with the experimental data. With a similar analysis, it can
shown that the effective CTE in the clad layer is also ani
tropic, but with an inverse anisotropy in the sense thata2,z*
.a2,u* ,a2,r* . This prediction was confirmed by subseque
neutron diffraction measurements in the clad layer of a si
larly prepared composite tube.11

The example discussed in this letter illustrates the in
ence of residual stress on the thermal expansion behavio
a material. This phenomenon is ubiquitous in all materi
whose residual stresses vary with temperature. It is gene
accepted that residual stresses can be classified into
categories, depending on their length scale relative to
microstructure. Macro-, or type-I, stresses are uniform acr
several grains. Micro-, or type-II, stresses are uniform wit
a grain, but vary from grain to grain. Type-III stresses a
referred to those that fluctuate within a grain. The example
composite tubing is specific to macrostresses, whose s
and magnitudes usually vary with specimen directions. Th
in general, the effective CTE in specimens containing m
roresidual stresses is expected to be macroscopically a
tropic. Note that this anisotropy is characteristically differe
from the intrinsic anisotropy along various crystallograph
directions. The latter is a fundamental property of a mate
and is governed by the symmetry of the crystal lattice. T
macroscopic anisotropy discussed here is due to externa
fluence and, therefore, has no crystal symmetry requirem

Microresidual stresses also affect the thermal expan
behavior. The effect of microresidual stresses is perh
more readily realized in a two-phase composite mater
where microresidual stresses are generated due to the the
expansion mismatch between the two phases. Analysis o
residual stress and thermal expansion data obtained
Al2O3–ZrO2 ceramic composites12 indicates that the effec
tive CTE in each phase is modified towards a reduced m
match in CTE between the two phases. In addition, beca
residual stresses in a composite material depend in par
the microstructure, the overall thermal expansion of the co
Downloaded 09 Feb 2001  to 128.219.47.178.  Redistribution subject t
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posite may also differ from that given by constitutive mo
els, as illustrated by Hsueh, Becher, and Sun.2

The interaction of residual stress and thermal expans
in a material has significant implications in practical app
cations. From a materials design point of view, the reliabil
of finite-element models that simulate the therma
mechanical behavior of a material depends on the accu
of the CTE used in the models. As noted earlier, the exp
mentally determined CTE may be substantially differe
from that in the unconstrained condition. A small deviati
in the CTE of one phase could lead to a large error in
calculation of the CTE mismatch, which usually determin
the thermal stress in the materials system. The comple
resulting from interaction between residual stress and th
mal expansion also brings about, potentially, a new met
in residual stress determination. As can be seen from Eqs~3!
and ~7!, by comparing the experimentally determined CT
for various specimen orientations with that in the unco
strained condition, it should be possible to derive inform
tion about the residual stresses in the material. This met
can become particularly useful when a stress-free speci
required in conventional neutron diffraction measureme
cannot be made. Of course, to apply this method, the unc
strained CTE must be known in advance.

In summary, the influence of residual stress on therm
expansion behavior was demonstrated with a composite
made of two layers of dissimilar steels. The presence o
temperature-dependent residual stress causes the effe
coefficients of thermal expansion to be significantly differe
along different specimen directions. Particular care must
taken when interpreting the experimental results from th
mal expansion measurements.
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