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Abstract—High-fracture-strength and high-toughngsSi;N, ceramics can be obtained by tailoring the size

and number of the elongated bridging grains. However, these bridging mechanisms rely on debonding of the
reinforcing grains from the matrix to increase toughness. Interfacial debonding is shown to be influenced by
sintering aids incorporated in the amorphous intergranular films. In one case, the interface strength between
the intergranular glass and the reinforcing grains increases with the aluminum and oxygen content of an
interfacial epitaxial3-SIAION layer. In another, the incorporation of fluorine in the intergranular film allows

the crack to circumvent the grains. Atomic cluster calculations reveal that these two debonding processes
are related to (1) strong Si-O and Al-O bonding across the glass/crystalline interface with an epitaxial
SIAION layer and (2) a weakening of the amorphous network of the intergranular film when difluorine
substitutes for bridging oxygeril 2000 Acta Metallurgica Inc. Published by Elsevier Science Ltd. All
rights reserved.
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1. BACKGROUND bridging reinforcements should enhance the toughen-

There have been a number of observations (I)r%g effects [8-11].

. . . . In the self-reinforced silicon nitride ceramics, this
increases in the mechanical performance of silicon

nitride ceramics associated with the formation oWVOIVeS the controlled incorporation of large (

elongated grains; for example, the early studies By um) diameter elongated grains [13, 14]. For

Himsolt et al. [1] and Lange [2]. Kawashima and co-! st.ance, a bimodah0.5 and~2lum) qlameter distri-
workers [3] and Mitomo [4] provided evidence tobut|on of the elongated grains yielded st_rengths
show that the fracture toughness increased with tﬁel.fGPa i\gd5toughne§s vzlues.>10. M%‘m\lltm; a
diameter of these elongated grains. More recent stud™ ormh 'f Hm eqll\J/:'gxe grgun siz€ reshu ed in ?
ies by Hirao and co-workers [5, 6] and Emoto angtrength o ~600 a and a toughness o

Mitomo [7] have shown that beta seeds can be useg-> MPa n¥’# [14]. Recent work has shown that a

to control the size and volume fraction of eIongateg'St'nCt b|.modal diameter d'St,”bUt'on of.the ellor.1-
grains in these so-called self-reinforced ceramics. T/ted grains may not be required to achieve similar
toughening effect arises from deflection of the crackoughening effects [15]. In this work, a silicon nitride
tip by these elongated grains and by subsequent g&ith @ monomodal diameter distribution (average
eration of bridging grains in the wake of the crack L kM) and one with a bimodal diameter distribution
tip, similar to what occurs in both whisker-reinforced(~0-6 and~2 um) - exhibited toughness values of
[8-11] and fiber-reinforced [12] ceramics. The crack=10 MPa nt”, each with similar area fraction of rein-
bridging reinforcements dissipate considerable strafArcing grains. The high toughness achieved with the
energy through friction generated by their motiorsmaller ¢1 umj reinforcing grains can probably be
against the matrix during elastic stretching along thattributed to a greater degree of crystallographic tex-
debonded interface and pull-out. Thus, increases tHre of the reinforcing grains, since when the textures
the number, diameter and debonded length of suét the two microstructures are similar, the toughness
is lower in the material with the smaller diameter
reinforcing grains. This points out that orienting the

Towh m " hould be add 4 reinforcing grains so they actively participate in the

* To whom al corresponaence shou € aadressed. _hridai :

E-mail addressBecherpf@ornl.gov (P.F. Bechen) crack-bridging process can contribute to t_he level of
1 Now with United Technologies Research Center, Eapughness obtained. The effects of the diameter and

Hartford, CT, USA. texture of the reinforcing grains on the toughness are

1359-6454/00/$20.00) 2000 Acta Metallurgica Inc. Published by Elsevier Science Ltd. All rights reserved.
PIl: S13596454(00)00236-6
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12 FerrrrrrrTTITTTTITTTTLTTY optimize the debonding process and, hence, the frac-
£ B / ) 7 ture toughness of these ceramics.
7(“ B Elongated T

5 ) PP
% 10 |- / B-Seeds Equiaxed =
- B B-Seeds 2. INTERFACIAL DEBONDING PROCESSES

m =3 -
e 8 i 7 Based on recent observations there appear to be at
% i i least two interfacial debonding processes in silicon
D L 4 nitride ceramics. In one, the introduction of appropri-
g - - ate anions generates crack-like defects within the
® 6 i/ o - amorphous intergranular film (IGF) (i.e., weakening
5 [V 5wt % Y,0, +2wt. % ALO, ] the intergranular film by “crack formation in the
° |/ J IGF”) [16]. In the other process, the strength of the
E g Wl b b ol interface between the amorphous film and the elon-

0 2 4 6 8 10 12 gated grains is found to depend on the growth of an
epitaxial SIAION layer at the interface—"interfacial

Elongated Grain Diameter, ym strengthening” [17, 18]. The intent here is to focus

discussion on the experimental and theoretical aspects

Fig. 1. The toughness of silicon nitride can be scaled with the

diameter of the elongated reinforcing grains. The toughenin%f these two chemical/structural effects.

effect in ceramics with randomly oriented reinforcements It iS recognized that either of these debonding pro-
(equiaxed seeds, [3, 4]) can be increased by enhancing tbesses may be affected by the generation of thermal

alignment of these grains (elongated seeds, [6, 14]). expansion mismatch stresses between the intergranu-

lar phase(s) and the silicon nitride. These stresses

] o _arise because the coefficients of thermal expansion of
illustrated in Fig. 1. In summary, both tougheningne amorphous IGF films are at least two times greater
models and experiments reveal that tailoring thgan those of the anisotropic beta grains. As a result,
microstructure is a versatile method for developing,g interface along prismatic grain surfaces will be
substantially enhanced fracture properties, but only gubjected to radial compression and the film will be
attention is paid to the microstructural parametergpjected to tension. These radial compressive
affecting the bridging contributions. . stresses could inhibit interfacial debonding along

Against this background, we must emphasize thafese critical interfaces. Earlier investigations showed
for these toughening mechanisms to be operative,t{at the radial compressive stresses are, at best, a sec-
is imperative that the interface between the matri¥ndary factor in the presence of SIAION epitaxial lay-
and the reinforcing grains debond (or separate), Figrs [17]. When SIiAION is not present at the interface,
2. This debonding process must occur so that thge extent of debonding at the.Si/glass interface is
Cfa(?k tip is deflected along the grairj face,.rather Fhadﬂminished by increases in the radial compressive
cutting through the elongated grain, while leavingtress [18]. In addition, the local tensile stresses,
intact elongated grains to bridge the crack in its Wak%cluding those due to thermal expansion mismatch,
In the case of silicon nitride ceramics the microstrucyre seen to promote the growth of crack-like defects
ture consists of an amorphous silicate-based int&froduced in the amorphous films containing fluorine
granular film (IGF) approximately 1 to 1.5 nm thick|16]. The local residual stresses would then be a key
that surrounds all SN, grains, including the elon- component in the generation and growth of cracks
gated grains. The question then is how to tailor thgithin the intergranular film and debonding at the
structure or chemistry of the interfacial region tQnterface with the reinforcing phase.

Clearly, work to understand the effects of additives
on crack formation in the IGF and interfacial
strengthening (as well as on the high-temperature
properties of the ceramic system, such as viscosity)
has entered the regime of nanoscale chemistry, focus-
ing predominantly on atomic-level phenomena that
manifest themselves at the macroscopic scale in often
dramatic ways. This evolution to the nanoscale in
efforts to better understand IGF behavior is evidenced
in the number of detailed characterization studies,
such as those involving high-resolution transmission
Fig. 2. The toughening effect observed in silicon nitride cerelectron microscopy and electron energy-loss spec-
amics is associated with elongated grains that bridge the craﬁl@scopy (e.g., [19]). Atomistic theoretical studies

in the tip wake. Bridging by the grain occurs when the interface .., . s .
between it and the matrix separates or debonds (arrows). Eal 'l]th first-principles [20, 21] and molecular dynamics

silicon nitride grain is surrounded by an amorphous intergrand22, _23] mOde!ing are, ther?: natural Comp|ement5 in
lar film (white). the interpretation of experiments at this scale, and
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much is being learned about atomic-level behavianade up of two oxygen-bridged Sj@etrahedra with
both at the interface and within the IGFs. results for the difluorine-doped cluster.
21 Crack formation in the IGE Electronic structure and .total energy galculations
were carried out self-consistently, allowing charge
The process of IGF crack formation involves thedensity rearrangements, for the IGF reference,SiO
formationof weak bonds within the amorphous intercluster made up of two Si(tetrahedra corner-linked
granular film for example by the addition of an anionthrough a bridging oxygen. Atoms were allowed to
such as fluorine, as discussed by Pezaitil [16]. relax according to the calculated energy and force
When the local density of these weakened bonds figld, evaluated for each atom in the cluster. The fully
sufficiently high, a crack-like feature forms, whichrelaxed fluorine-free cluster displays bond lengths in
grows in the presence of either an applied stress,gaod (within 2%) agreement with experiment [28],
residual thermal expansion mismatch stress, or a cojostifying its use as a reference for determining dop-
bination of these stresses. According to the descripnt effects in the atomic cluster model. The total bind-
tion of Pezzottiet al [16], insertion of fluorine in ing energy for this GBi—O-SiQ fragment (42.317
the amorphous phase results in a pair of fluorine ioreV) reflects its high stability. Calculations of the
(difluorine), required to maintain the local charge balenergy of removal of the bridging oxygen atom show
ance, substituting in the position formerly taken byhat its binding is strong~6.40 eV) compared with
the oxygen linking the SiQtetrahedra in the inter- the average binding energy of 6.05 eV per oxygen
granular film (see Fig. 3). The fluorine pair is conatom in the SiQ fragment. Similarly, for asingle
sidered to move the tetrahedra apart due to the Coiluorine atom occupying the bridge site, the binding
lomb repulsion between the two Fons, thus dilating energy of fluorine is found to bel.40 eV less than
the film, consistent with high-resolution electrornthat of oxygen. This tells us that the attack of silicon
microscopy (HREM) observations [19]. As a resulby fluorine alone in the glass would not disrupt the
of fluorine doping, oxygen-bridge linkages betweesiO, network.
tetrahedra are lost with each being replaced by aResults for the cluster in which two fluorine ions
defect (i.e., missing bond) whose number densitgre centered about the origin previously occupied by
increases with fluorine content. the bridging oxygen atom show the greatest stability
For the present study, the following first-principleswith a binding energy of 47.432 eV. However, each
atomic cluster calculations were made to provide aof the very strong Si—F bonds is localized between
atomic-level description of the effects of substitutiorfluorine and its nearest neighbor silicon, such that the
of difluorine for oxygen, from which two important two O;SiF tetrahedra are only weakly interacting.
features emerge: (1) strong Si—F bond formation (ddost of the binding energy originates within each
expected on the basis of valency considerations) a@iSiF unit. Most significant with regard to the IGF
(2) very weak interaction between the tetrahedrfracture behavior, these units become essentially non-
joined by the F—F pair. Here, the partial-wave selfinteracting: only a very small force<{0.85 eV/nm) is
consistent-field method [25] was used to solve theeeded to separate these two tetrahedra beyond the
local density equations [26] precisely within anlocal binding energy minimum 0f0.04 eV at an F—
atomic cluster chosen to capture the essentials of tRedistance 0f~0.230 nm, Fig. 4. In contrast, the
problem of interest: here, the energetics and structural

effects of replacing a bridging oxygen atom linking Bl s o o o e
two SiO, units by a pair of fluorine atoms. The chemi- [ 1
cal reaction steps involved in the interaction of CF® ~442 |~ -
with the oxygen site in amorphous SiOwith = 444 [ ]
removal of the bridging oxygen atom and replaceg “F ]
ment with two fluorine atoms, is the subject of € .aa6 b E
another study [27]. Here we compare the energy ar T F 1
M . ” X o)) L
structure for a “lattice fragment” of the SiQglass £ .48 [
£ :
B- Si3Ng m -45 |
I —Re—la;ad-Si;J_:ijsj;F—lnterface ITT Y FUUTE DUUIN DU DU P PO
Nsi isv > A -01 0 01 02 03 04 05
Nsi Nsi
SiO2-x Nx Glass Crack-Like F-F Bond Length Change, nm

Defect
elee Fig. 4. The binding energy curve for th&,q symmetry SiQ—

Fig. 3. Inserting a pair of fluorine ions in the position formerlyF—F—SiQ cluster as a function of separation of the tetrahedral

taken by the oxygen linking the SjQetrahedra in the inter- units along the F—F axis. (The symmetry constraint raises the

granular film results in the loss of the very strong oxygen linlenergy by~2.3 eV relative to symmetry-relaxed values given

between tetrahedra. The very weak bond between the two fl-text). The zero of energy is for free atom constituents, and

orines is comparable to introducing a defect in the glass nehe separation is relative to equilibrium (F-F boad
work. 0.1193 nm).
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tetrahedra of the oxygen-bridged reference cluster aae epitaxialp - Sis_,Al ,O,Ng_, layer between th-
bound so strongly to the joining oxygen atom thaSi;N, grain and the amorphous IGF, Table 1.
very large restoring forces-41 eV/nm) act to return ~ Comparison of the critical debond angle with
any displaced unit to equilibrium. In this analysisanalysis of the radial compressive stresses imposed
IGF crack formation is a result of the fluorine pairon the prismatic interfaces indicates that the radial
substitution creating an extremely weak F—F bond argiress is not a major factor when an epitaxial SIAION
not a missing or dangling bond (plus a chargéyer is present, as mentioned earlier. This is clearly
imbalance) that enhances crack growth in the amorpshown for the 55Si10AI35Y20N800 glass system by
ous phase. This enhanced crack formation and growtbmparing the critical debond with and without an
due to the fluorine reaction with the network is similaepitaxial SIAION layer present, Table 1. In addition,
to that occurring when a water molecule interacteeductions in the nitrogen content of the glasses,
with the SiQ bonds at a crack tip in glasses [24]. while having only a minor effect on the radial stress
In the difluorine structure, there is a strong repullevels, exclude the formation of an epitaxial layer and
sion when the F—F separation decreases below 0.1i@%erfacial debonding occurs quite readily then.
nm and the fluorine densities overlap significantly The observations summarized in Table 1 reveal
(penetration beyond30% of the nominal ion radius). that the introduction of aluminum and oxygen into
This repulsive force resists compression of the F—his epitaxial layer increases the strength of the inter-
bonds between the tetrahedra due to the van dice [17, 18]. At the same time, the fracture toughness
Waals dispersion forces attempting to pull adjacemf self-reinforced SN, ceramics with identical
grains together [29]. The fact that the IGF is amorphmicrostructures is found to decrease with increases in
ous poses some problem for directly applying the cakluminum and oxygen level in the epitaxial SIAION
culated change in structure of the linked tetrahedra tayers [30]. As a result, the potential for differences
the experimentally reported dilation of the IGF of 0.1in the types of bond that formed across the interface,
nm (e.g., see [19]). The increase in dimension iseen schematically in Fig. 5, was examined as a
almost entirely in the F—F spacing, which becomesource of the interface strength. In the presence of an
0.243 nm. At first sight this seems too large, but iBIAION layer, both Si—O and Al-O bonds, as well as
one incorporates the interactive forces between adja8i—N bonds, could form, and thus silicon, aluminum,
ent grains that define the IGF, film thicknesses amxygen and nitrogen atoms would participate in the
accurately given to within experimental precisiorbonding from both sides of the interface with the Si—
(0.1 nm) for both the Si©glass and the fluorine- AI-RE-O-N amorphous intergranular films. This
doped film (e.g., [19]). Taken together, the studies ofiould increase the density of bonding sites along the
anion dopant effects in IGFs show that weakening afterface and suggests a mechanism for the rise in
the amorphous network by anion additions resultstrength of the interface. While Al-N bonds are
from interactions at the atomic level in the strictesinvolved in the SIAION crystal structure, there is little
sense: the interaction range involved in the replacevidence for them in the oxynitride glasses [31, 32],
ment of oxygen by difluorine is distinctly localizedand thus they were not included in the interface bond-
to the region of the former oxygen-bridge bond. Thigng considerations. On the other hand, the formation
suggests the possibility of debonding control with selef Si—O, Al-O and Si—N bonds is well documented
ectivity at the atomic level, since the effect of dopant® the oxynitride glasses.
is specific to a particular type of site in the IGF and Earlier electronic structure calculations showed
the results of the doping are known. that the substitution of aluminum and oxygen into the
lattice of 3-Si;N, reduces the total overlap population
2.2. Interfacial strengthening due to epitaxial SiA{a measure of electron bond density) to which the
ION substituted atoms contribute, in keeping with a
reduction of the mechanical propertiess86i;N, ver-
The second process that controls debonding &is B - Sis_,AlLONg , [33, 34]. However, more
associated with the strength of bonding across threcent studies that include charge redistribution indi-
glass/crystalline interface. In the experimentatate that while the substitution of aluminum for a sili-
approach used here, an increase in the interfacen in an SiN, unit results in a weaker AI-N bond,
strength is reflected by a decrease in the critical angllee strengths of other aluminum- and silicon-contain-
between the plane of the propagating crack and tleg bonds in the structure actually increase [35]. In
prism plane at which the crack starts to deflect up theddition, crystal-orbital-based calculations have
interface [17, 18]. High-resolution, high-magnifi-assessed the bonding of aluminum and oxygen to the
cation scanning electron microscopy images of thg-Si;N, surfaces and suggested stronger bonding of
whiskers embedded in the various glasses indicatieese elements to the prism faces, but only as com-
that the debond crack does run along theared with the basal surface [36].
crystalline/glass interface. Studies of bofhRSizN, The observed influence of the SIAION composition
whiskers embedded in oxynitride glasses and selbn the interface strength motivated the current studies
reinforced silicon nitride ceramics reveal that theising first-principles atomic cluster calculations to
critical debond angle is modified by the formation ofaddress the following. (1) Why is the oxynitride
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Table 1. Summary of the critical interfacial debond angles forf#&i;N,/oxynitride glass

Sample Critical debond Cqmpressive stress ) prg;jiségt?'f\:om
angle () on interface (MP&) Sis_,Al,LONg_, phase equilibria
B-SisN, whiskers in oxynitride glass matrix
Composition (eq%)
55Si25A120Y10N900 ~70 ~350 0 No
55Si25A120Y20N800 ~55 ~320 1.0 Yes
55Si10AI35Y10N900 ~70 ~515 0 No
55Si10AI35Y20N800
without SIAION layer ~72 ~530 0 Yes
with SiAION layeP ~50 ~530 0.15
57Si43La20N800 ~68 ~590 0 No
46Si27A127La27N730 ~50 ~555 1.6-2.0 Yes
41Si30AI29Yb23N770 ~55 ~455 1.6-2.0 Yes
Self-reinforced B-Si;N, with amorphous intergranular film
Additives (wt%) yttria/alumina
6.25/1.0 ~75 0.01 Yes
5.0/2.0 ~70 0.03 Yes
4.0/2.8 ~60 0.06 Yes

a Calculated stress based on measured values of thermal expansion coefficients, softening temperatures and Young’'s modulus of the glasses and
silicon nitride (e.g., [18]).
b Sample after additional nitrogen (5 MPa) anneal at 268fdr 30 min to develop epitaxial layer.

B- SigNg such tetrahedral cluster models. This allows one to
- SigNg Interface — — — — — = determine the energy and force field changes that
o B-Sie-zA1z0zN8-z  yould occur by a variety of atomic substitutions to
N Si Si N Si O Si O Al gain a first approximation of the influence of compo-
+ # ._‘_ interface _1_] _%_*_*_J - sition on the interface cohesion. To achieve an
) 4 4 atomic-level understanding of compositional effects,
Si N O Si NSiOAl O the electronic structures, total energies and atomic
Si-Al-RE-N-O Glass force fields were calculated to high accuracy using
RE =Y, Lu, Yb, Gd, La, etc. only the atomic numbers and parameters describing

Fig. 5. As shown schematically here, only Si-N bonds ar(t-zhe local exchange correlation approximation (plus

established in both directions across the interface in the cagéadient corrections) as inputs. _ _
of the SiN,/glass interface. When an epitaxial SIAION layer Then the source was sought for the increase in

forms, Si-O and Al-O bonds, as well as Si-N bonds, form iinterface strength with the formation of an epitaxial
both directions across the glass/crystalline interface. Sis_,ALONg_, layer at the interface and the rapid
rise in strength over a compositional range o
glassB-SisN, interface weak compared with theO to~0.2 (i.e., increasing substitution of aluminum
B - Sis_,Al,O,Ng_,j/glass interface? (2) What is thefor silicon and oxygen for nitrogen). The influence of
strengthening mechanism wheny SAIL,O,Ng_, forms ~ aluminum and oxygen can be addressed by determin-
at the interface? (3) What is the influence of compdng how the binding energy of the basic body-cent-
sition on the interfacial strength in terms of atomicered silicon (and aluminum) tetrahedra are affected
level interactions? by variations in the nitrogen-to-oxygen ratio. As seen
The model structure used for this study was th# Fig. 7, the trend is for the binding energy to
basic tetrahedron, which is a common structural unificrease with substitution of oxygen for nitrogen in
of both the crystalline phases (i.e3-Si;N, and both the silicon- and aluminum-based tetrahedra. At
B - Sis_,AlLO,Ng_,) and the oxynitride glasses. Thethe same N/O ratio, the silicon-based tetrahedra do
interfacial debonding of most interest here involvegxhibit higher binding energies than the aluminum-
that parallel to the prism planes of the elongated reifpased tetrahedra. However, the AN and AIQ,
forcing grains. A slice normal to these planes, showigtrahedra exhibit greater binding energies than do the
schematically in Fig. 6, reveals that the atoms in th8iN, and SiON tetrahedra. In fact, the binding
grain and the glass involved in bonding across thenergy of the AIQ unit closely rivals that of the SiD
prism interfaces can also, indeed, be defined in tetranit. On the other hand, the AINind SiN, tetrahedra
hedral units. Thus, one can use the simple tetrahedeske the most weakly bound units.
unit building blocks to begin to describe the interfa- The above trends of increasing binding energies
cial bonding and the effects of composition by alterwithin both silicon- and aluminum-based tetrahedra
ing the atomic species within the body-centered siliwith increasing substitution of oxygen for nitrogen
con- and aluminum-based tetrahedral clusters. are confirmed by additional calculations based on two
The partial-wave self-consistent cluster methodnd three corner-connected tetrahedra with oxygen
[25] was used to solve local density equations fosubstituted for nitrogen and aluminum for silicon.
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Fig. 6. The atomic structure involved in bonding across the prism planes is shown in the cross-section parallel

to the basal plane of §\, that cuts across the §8I,/SIAION and SiAION/glass interfaces. Basic to all three

components are the simple silicon-based and aluminum-based body-centered tetrahedral unit cells, which are
used in the atomic cluster calculations to describe bonding at the interface.

25 e 3. SUMMARY
C Al
20 - B3 Si) o Interfacial debonding, which is a key step in crack-

bridging mechanisms, appears to involve at least two
processes. When fluorine is incorporated into the
amorphous intergranular film, the glass network is
weakened, which allows a propagating crack to
bypass the reinforcing grains without cutting through
them. In the presence of SiYAI oxynitride intergranu-
lar glass films, reductions in the Al/Y ratio decrease
the aluminum and oxygen content of the epitaxial
- Sis_AlLONg_, layer on the SN, grains and debond-
MN4 MN3O0 MN,O, MNO3 MO4 ing is enhanced.
Increasing O/N Ratio Atomic cluster calculations show that the substi-
) ) o ) o tution of two fluorine atoms in the place of the oxy-
Fig. 7. First-principles calculations of the binding energy reve en linking two SiQ tetrahedra results in (1) fluorines

a continuous increase with substitution of oxygen for nitroge o
in both the silicon- and aluminum-based tetrahedra. While tH&'at are strongly bonded within each tetrahedra and

silicon-based tetrahedra exhibit greater binding energies théd) weak bonding between the two fluorine atoms,
do their aluminum-based counterparts, the oxygen-rich;NIO which are energetically favored to rest on the axis

and AlQ, tetrahedra Qx_hibit greater k_)inding energies than dpetween the silicon atoms. As such, the calculated
the oxygen-deficient SiNand SION tetrahedra. structure for the oxygen-linked and the fluorine-pair-
linked tetrahedra yields intergranular film thicknesses
These, then, further support the strengthening of the agreement with observations. The (at best) weak
interface bonding by the addition of Si-O and Al-Cbond between the fluorine pair then acts like a defect
bonding across the interface as first suggested in Fig. the glass network. The calculations show that the
5. At the3-Si;NJ/glass interfaces, silicon on the;Ri,  restoring force resisting the separation of the fluorine
surface can bond to oxygen in the glass, while Si—gair is extremely low. As a result, increases in the
bonds can form in both directions across the interfackacal density of such defects with fluorine additions
With an epitaxial §j ,AI,ONg , layer at the inter- will substantially weaken the intergranular glass net-
face, Si-O bonds, the strongest bonds, can formork and, thus, allow cracks within the IGF to propa-
across the interface in both directions. In additiorgate around, rather than through, the reinforcing
these are supplemented by Al-O bonds, the secogdhins.
strongest bonds in the series, which can be formed inIn the case of SiYAI oxynitride glass intergranular
either direction across the interface. Both the greatéiims, an increase in resistance to interfacial debond-
strengths of these oxide bonds and the fact that th@yg occurs with the formation of the layer at the inter-
can involve silicon and aluminum atoms present oface. Atomic cluster studies reveal that the binding
both sides of the interface contribute to the increasnergies of the SiNtetrahedra increase as oxygen
in interfacial strength and resistance to debondingeplaces the nitrogen, with Sj@xhibiting very high
observed with the increasing substitution of alumibinding energies. The formation of SjAILONg_,
num and oxygen in the interfacial SLAILONg , requires the incorporation of alumninum in place of
layer. silicon, and the binding energies of the aluminum-
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based tetrahedra show the same increase with oxygen Instability Dynamics, Scaling and Ductile/Brittle Behavior

substitution for nitrogen. In fact, the AlQetrahedron
has only slightly lower binding energy than does the

SiO, tetrahedron. This increase in binding energies.

with oxygen substitution has an important impact on
the interface strength.

When the glass is in contact with the;Sj grain,
Si-N bonds can form in both directions across the
interface; however, Si-O bonds will only occur
between the silicon on the grain surface and oxygen
in the glass. Thus opportunity to form the stronge
bond (i.e., Si—O) is fairly limited. On the other hand,
the growth of an SiAl,ONg , layer on the SN,

grains allows Si-O, as well as Si-N, bonds to formé.

in both directions across the interface. The strong Si—

O bonding will also be supplemented by the additiod”

of nearly as strong Al-O bonding in both directions

across the interface. Thus, the atomic cluster studies.

have established a relationship between composition
and bond strength as a function of O/N ratio that pro-

debonding processes in the toughened silicon nitride
ceramics.

22.

AcknowledgementsThis research was sponsored by the US

Department of Energy, Division of Materials Sciences an@3.

Engineering, Office of Basic Energy Sciences, under contract
DE-AC05-000R22725 with UT-Battelle, LLC.

25.

REFERENCES

1. Himsolt, G., Knoch, H., Huebner, H. and Kleinlein, F. W.
J. Am. Ceram. Soc1979,62(1), 29.

2. Lange, F. FJ. Am. Ceram. Soc1979,62(7-8), 428.

3. Kawashima, T., Okamoto, H., Yamamoto, H. and Kita-
mura, A.J. Ceram. Soc. Jpn1991,99, 1.

26.

amics ed. S. Kimura and K. Niihara, Ceramic Society of
Japan, Tokyo, 1991, p. 101.

5. Hirao, K., Nagaoka, T., Brito, M. E. and Kanzaki, &.
Am. Ceram. Sog1994,77(7), 1857.

6. Hirao, K., Nagaoka, T., Brito, M. E. and Kanzaki, &.
Ceram. Soc. Jpn1996,104 55.

7. Emoto, H. and Mitomo, MJ. Eur. Ceram. So¢.1997,
17(4), 797.

8. Becher, P. F., Hsueh, C. H., Angelini, P. and Tiegs, T. N34.

J. Am. Ceram. Soc1988,71(12), 1050.
9. Becher, P. FJ. Am. Ceram. Soc1991,74(2), 255.
. Becher, P. F., Hsueh, C. H., Alexander, K. B. and Sun, E.
Y. J. Am. Ceram. Soc1996,792), 298.
. Sun, E. Y., Hsueh, C. H. and Becher, P. FFhacture-

14.

21.

27.
28.

29.
4. Mitomo, M. in Proceedings: Science of Engineering Cer-30.
31.
32.

33.

35.
36.

ed. R. B. Selinger, J. J. Mecholsky, A. E. Carlsson and E.
R. Fuller, MRS Proceedingsvol. 409 Materials Research
Society, Boston, MA, 1996, p. 223.

Evans, A. G. and McMeeking, R. Mcta metall, 1986,
34(12), 2435.

13. Li, C. W. and Yamanis, Xeram. Eng. Sci. Proc1989,

10(7-8), 632.

Becher, P. F., Sun, E. Y., Plucknett, K. P., Alexander, K.
B., Hsueh, C. -H., Lin, H. -T., Waters, S. B., Westmore-
land, C. G., Kang, E. -S., Hirao, K. and Brito, M. Am.
Ceram. S0¢.1998,81(11), 2821.

. Hirao, K., Imamura, H., Watari, K., Brito, M. E., Tori-

yama, M. and Kanzaki, S. iBcience of Engineering Cer-
amics Il ed. K. Niihara, T. Sekino, E. Yasuda and T. Sasa,
Ceramic Society of Japan, Tokyo, 1999, p. 469.
Pezzotti, G., Nishida, T., Kleebe, H. -J., Ota, K., Muraki,
N. and Sergo, VJ. Mater. Sci. 1999,34(7), 1667.

Becher, P. F., Sun, E. Y., Hsueh, C. H., Alexander, K. B.,
Hwang, S. L., Waters, S. B. and Westmoreland, CAGa
metall, 1996,44(10), 3881.

Sun, E. Y., Becher, P. F., Hsueh, C. H., Painter, G.
Waters, S. B., Hwang, S. L. and Hoffmann, M. Act.
mater, 1999,47(9), 2777.

S,

- L . L 19. Kleebe, H. -JJ. Ceram. Soc. Jpn1997,1056), 453.
vides insight into the role of composition on the,y on X

Ching, W. -Y., Xu, Y. -N., Gale, J. D. and"Rle, M. J.
Am. Ceram. Soc1998,81(12), 3189.

Kaneko, K., Yoshiya, M., Tanaka, I. and Tsurekawa, S.
Acta. mater 1999,47(4), 1281.

Blonski, S. and Garofalini, S. H. Am. Ceram. Soc1997,
80(8), 1997.

Litton, D. A. and Garofalini, S. HJ. Mater. Res.1999,
14(4), 1418.

24. Michalske, T. A. and Freiman, S. W. Am. Ceram. Sogc.

1983, 66(4), 284.

Averill, F. W. and Painter, G. SPhys. Rev. B1994,
50(11), 7262.

Jones, R. O. and Gunnarsson,R&v. Mod. Phys.1989,
61(3), 689.

Painter, G. S., unpublished.

Jin, J., Yoko, T., Miyaji, F., Sakka, S., Fukunaga, T. and
Misawa, M.Phil. Mag. B 1994,70(2), 191.

Clarke, D. RJ. Am. Ceram. Soc1987,70(1), 15.

Sun, E. Y., Becher, P. F., Hsueh, C. -H., Waters, S. B.,
Plucknett, K. P., Hirao, K. and Brito, MJ. Am. Ceram.
Soc, 1998,81(11), 2831.

Rouxel, T., Besson, J. L., Rzepka, E. and Goursag,. P.
Non-Cryst. Solids1990,122, 298.

McMillan, P. F., Sato, R. K. and Poe, B. J.Non-Cryst.
Solids 1998,224, 267.

Tanaka, I., Niihara, K., Nasu, S. and Adachi, H.Am.
Ceram. S0¢.1993,76(11), 2833.

Tanaka, I., Nasu, S., Adachi, H., Miyamoto, Y. and Niih-
ara, K.Acta metall. mater.1992,40(9), 1995.

Ching, W.-Y., Huang, M.-Z. and Mo, S.-01, Am. Ceram.
Soc, 2000,83(4), 780.

Dudesek, P. and Benco, U. Am. Ceram. Soc.1998,
81(5), 1248.



JOURNAL OF APPLIED PHYSICS VOLUME 87, NUMBER 9 1 MAY 2000

Solution to the Boltzmann equation for layered systems for current
perpendicular to the planes

W. H. Butler and X.-G. Zhang
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831

J. M. MacLaren
Tulane University, New Orleans, Louisiana 70018

Present theories of giant magnetoresista@¥R) for current perpendicular to the plan@PP are

based on an extremely restricted solution to the Boltzmann equation that assumes a single free
electron band structure for all layers and all spin channels. Within this model only the scattering rate
changes from one layer to the next. This model leads to the remarkable result that the resistance of
a layered material is simply the sum of the resistances of each layer. We present a solution to the
Boltzmann equation for CPP for the case in which the electronic structure can be different for
different layers. The problem of matching boundary conditions between layers is much more
complicated than in the current in the plaf€P) geometry because it is necessary to include the
scattering-in term of the Boltzmann equation even for the case of isotropic scattering. This term
couples different values of the momentum parallel to the planes. When the electronic structure is
different in different layers there is an interface resistance even in the absence of intermixing of the
layers. The size of this interface resistance is affected by the electronic structure, scattering rates,
and thicknesses of nearby layers. For Co—Cu, the calculated interface resistance and its spin
asymmetry is comparable to that measured at low temperature in sputtered sampl2800 ©
American Institute of Physic§S0021-897@0)71908-9

I. INTRODUCTION L094zK)  gs(zk) dus(2)
U3 + =v; ,
0z Ts 0z

1
Although most studies of GMR are for the case of ap- W

plied electric fields and hence net current in the plane of thevhere we have definegi((z)=u(z)—eV(z). The “stan-

film (CIP geometry, there has been considerable experimendard” treatment of CPP transp6ttis obtained by using this

tal and theoretical work on the current perpendicular to thesquation for all layers, thereby implicitly assuming that there

plane(CPP geometry. Gijs and Bauer have provided a use4is no change in electronic structure from layer to layer. The

ful review' of recent work on CPP GMR. Camblong, Zhang, reason for this assumption, of course, is the difficulty in solv-

and Levy presented a simple model for the CPP conducing the CPP Boltzmann equation for an inhomogeneous sys-

tance for a single spin channel in the case of identical fregem. This difficulty arises from the requirement tlgatz, k)

electron band structure in all layers, with the only differencebe anisotropic, i.e., that

between layers being possible differences in the scattering S

rates. Valet and Fert, in a classic papayeneralized this Mg (2,k)=0 )

model to include scattering processes that connect the two "k IER s '

spin channels. The Michigan State group and co-wofKers T

measured GMR for numerous systems for the CPP geometry,

and found that many of their results could be fit with the — gs(z,k) = us(z) —hs(z,k), ()

Camblong-Levy or Valet-Fert models. where the chemical potentia(z) is defined as the average
In_ this paper, We_presgnt a solution 'Fo the Boltzmannmc the distribution functionu(z) = (h<(z,k)), and the angu-
equation for the case in which the electronic structure can b%r brackets indicate a Fermi surface average. The require-

different for different layers and different spin channels. Wement thatgy(z,k) satisfy Eq.(2) is equivalent to including
compare our results to the “standard” thedry. the scattering-in term of the usual form of the Boltzmann
equation and is necessary for current conservation.

In Eqg. (1), the scattering rate, 4/, can be allowed to
vary with z without significantly complicating the solution.
Thus it is easy to show that for homogeneous electronic

Although it is not necessary in our approach, in order tostructure but varying scattering rate, the CPP resistance de-
make contact with the standard approach, we shall assuni¥nds only on the averaged scattering rate,

his requirement arises from the definition@f z,k),

Il. BOLTZMANN EQUATION FOR CPP TRANSPORT

that the scattering probability is isotropic. Then, within a 1

single layer in which we can assume thg(k) is indepen- Jdz @

dent ofz, the Boltzmann equation can be writtén terms of RA= Y dzp«(2) (4)
. . . S 2 N2 Ps\ ),

the anisotropic functiongy(z,k), eng((vy)%)

0021-8979/2000/87(9)/5173/3/$17.00 5173 © 2000 American Institute of Physics
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whereA is the area of the film perpendicular to the direction

—~ Electrochemical Potentials for Cu - Majority Co Interface
of the current,ng is the Fermi energy density of electronic E j ' C;,P_BTE N
states,p(z) is a local resistivity of free electrons and the § o1 Standard Theory = 1
angular brackets denote an average over the Fermi surface. = Std. + IF Res. ~—— |
The second expression in E@) is often assumed to be the £ e
proper generalization of the free electron formulas to general § 5t \‘%\
electron dispersion. In the following we shall refer to this € - copper
result as the “standard” expression for CPP resistance. 5 20
In order to treat a system in which the electronic struc- 2 )
ture is different in successive layers, it is necessary to match &
the solutions to the Boltzmann equation obtained for each S 25
layer across the interfaces between the layers. The procedure §’ . )
for performing this matching is relatively straightforward, s _:1 2 0 2 4

but involves the full distribution functiorh¢(z,k), not just _ z (nm)

the anisotropic part,
picp FIG. 1. Chemical potential divided by current density for copper—cobalt

Ng majority interface.

hi++'11(2i+,ku):.2, T (ki kDY (7 k)
Ik anda;s andF¢;(k) are parameters determined by the match-

N , ing conditions at the boundaries, E§).
+ 2 T (ki kDR (7 k() If the distribution function, Eq(6), is used to calculate
i’k the current density, the first term yields and the contribu-

tions of the other two terms cancel. The second term would

have been expected from the general solution to the CIP
case. The third term is made necessary by the requirement
thatg(z,k) be purely anisotropic.

N
hi iz k)= 2 T (ki kDh T (z k)
ik

Nr
+ > T (k. i'kDhi2h (z7 k). (3 111 TRANSPORT FOR CURRENT PERPENDICULAR
ik TO THE PLANES

HereN, andNg denote the number of states on the left or ~ The layer Korringa—Kohn—Rostoker approachas

right of the interface, respectively, for a given valuekpf used to calculate the self-consistent electronic structures of
In order to properly match the distribution functions at cobalt, copper, and cobalt—copper interfaces. These were

the boundaries of the layers, it is necessary to utilize theised to evaluate the transmissioh’(", T~ ") and reflection

general solution to Eq1) and to admit exponentially vary- probabilities(T*~ andT~*) for Bloch electrons impinging

ing solutions that could be omitted for the homogeneou®n the interfaces. The Boltzmann equation, including the

case. Thus, it can be verified that the anisotropic distributiodpoundary matching equations, was then solved using an it-

function for spinsin layeri can be written as erative procedure. In the calculations presented here, it was
assumed that the interfaces were epitaxial and that there was
9s(z,k) no additional disorder in the vicinity of the interface.
3 Figures 1 and 2 show the calculated electrochemical po-
= U_Sevii(k)Tsi— Fsi(k)e(—zlvil(k)q'si) tential, u, for the majority and minority channels in the vi-
Si
Fsi(k')eﬂ/vii(k’)fsi) vSi(k) —~  Electrochemical Potential for Cu - Minority Co Interface
(TS O R SRR == a—
HOETHUOIN S |
£
(6) 2 copper \ cobalt
£ )
A o o0
Sl =
— Js Fsi(k,)e(_Z/vz(k 7S 5 PP-BTE—
m(z)=aigds— Fez_'— v3(K) : () (_5, At Standarg TI;eBory —
Si < z > 3 Std. Theory + IF Res. =
I I
o3k —o3(k) ], g Ll
S
Here, Js is the current density for spin-chanrebnd o; is % 3 o LN
the bulk conductivity for spirs of the material in layer, > 2.0 -1.0 0 1.0 20
z (nm)
2
e .
o= — vz (U?(k))sziis(Ek_ Er), (8) FI_G. 2 _Chemical potential divided by current density for copper—cobalt
K minority interface.
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_Electrochemical Potential for A Co-Cu-Co Spin Valve (Majority) Electrochemical Potential for Minority-Co | Cu | Majority Co
5. - . ! . - : el , . ‘
t tCu= 1Inm — | t Cu=inm —
E tCu=3nm -~ E tCu=3nm - 1
O 55 tCu=5nm e ) o] 1Cu=5nm =
T ™ Co-Cu interface — L Co-Cu if ~—— 1
g - copper 1 £
c : [ =4
Q 60} | . 3
§ F cobalt | N E
3 65¢ 3
g. LN = \S. -10
Q
o 70f % 1
g . . . . . £ L . . .
> -4 -2 0 2 4 6 > -2 0 2 4 6
z (nm) z (nm)

FIG. 3. Chemical potential divided by current density for the majority chan-FIG. 4. Chemical potential divided by current density for a cobalt—copper
nel of a cobalt—copper—cobalt spin valve for various thicknesses of thespin valve with cobalt moments aligned antiparallel.
copper layer.
of antiparallel alignment shown in Fig. 4, however, the dis-
continuous contribution increases slightly with spacer layer
cinity of a copper—cobalt interface. The electrochemical pothickness on the minority side bdecreasesvith thickness
tential has been divided by the current density so that then the majority side.
plots yield [ dzps(z). For the standard theory this is simply Recently, Chieret al® used a tight-binding based quan-
a straight line for each layer. The actual solution to the Bolt-tum model to calculate CPP transport through Co—Cu mul-
zmann equation differs in two wayét) There is a disconti- tilayers. They pointed out the necessity of including vertex
nuity in the chemical potential at the interface which iscorrections which are equivalent to the scattering-in term of
equivalent to an interfacial resistance. This interfacial resisthe Boltzmann equation in the semiclassical limit. Very re-
tance is not due to intermixing or additional scattering at thecently, Penn and Stildseported calculations of the interface
interface(although this effect can be included in the model if resistance for free electrons incident on a model interface.
desired but to the mismatch of the bands across the interfac
which causes some of the electrons incident on the interfaceCKNOWLEDGMENTS
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ABSTRACT
Taking Mo—Si compounds as model systems, we show that the coefficients of
thermal expansion (CTEs) of complex structures can be calculated precisely from
first principles by incorporating the Debye model for acoustic response.
Specifically, we obtain a nearly isotropic CTE in MoSi, but a highly
anisotropic CTE in MosSi;. The CTE anisotropy in MosSi; is due to an
elastically more rigid basal plane and a higher anharmonicity along the ¢ axis.
As the structure of 5-3 compounds is modified from D8, to D8, by boron
substitutions (MosSiB;), we predict a significant decrease in the CTE

anisotropy, which is confirmed by experiments.

§ 1. INTRODUCTION

In the synthesis and processing of non-cubic high-temperature materials, micro-
cracks are often induced owing to the anisotropy in the coefficients of thermal
expansion (CTEs). To minimize the thermal stresses in polycrystalline materials, a
more isotropic CTE is desirable. The degree of the anisotropy, however, is not
predictable by any empirical rules and can vary substantially within any specific
material type. For example, among the transition-metal silicides, the CTEs are
highly anisotropic for 5-3 silicides, but become nearly isotropic for disilicides
(Shah et al. 1992). No ab initio theory has been developed to correlate the degree
of the anisotropy with the nature of crystal and electronic structures. In this paper,
taking the tetragonal Mo—Si alloys (MoSi,, MosSi; and MosSiB,) as model systems,
we show that ab initio theory can precisely predict and elucidate the theromoelastic
properties of these alloys.

That the CTEs are highly anisotropic in 5-3 transition-metal silicides is well
documented. There is no exception for MosSi;. Measurements by Chu et al.
(1999) show that the CTE in the [001] direction is more than twice the CTE in the
[100] direction. We shall calculate the CTEs and address the origin of anisotropy in
this class of compounds. One prominent feature of 5-3 Mo—Si is that the substitution
by boron (MosSiB,) substantially improves the oxidation resistance (Meyer et al.
1996) but, at the same time, changes the crystal structure from DS, (T1 phase) to

1 Email: fucl@ornl.gov
I Present address: New Century Applied Science, Inc., 7501 Forbes Boulevard, Suite 104,
Seabrook, Maryland 20706, USA.
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(b)

Figure 1. The crystal structures of the (a) D8,, and (b) D8, structures.

D8, (T2 phase). An important basic question is whether or not the CTE anisotropy
of the T1 phase is retained in the T2 phase. The answer provided by our investigation
is that the CTEs of the T2 phase become nearly isotropic. This prediction is further
confirmed by experiments. The structures of D8, and D8, are depicted in figure 1.
Note the existence of prominent chain structures along the ¢ axis shown at the cell
boundaries in figure 1 (a).

§ 2. THE THEORETICAL MODEL

Although thermal expansion is a classic subject, the calculation of CTEs by first
principles is still largely limited to simple cubic elements (for example Fleszar and
Gonze (1990) and Quong and Liu (1997)). This is the situation because rigorous
calculations of the entire phonon spectra become lengthy and difficult for complex
multicomponent systems. The problem can be simplified by approximating the pho-
non contribution through the elastic acoustic response (i.e. the Debye model). The
semiempirical approach based on this model has had quantitative success in describ-
ing the CTEs of monatomic cubic metals (Moruzzi et al. 1988). Generally, the use of
a Debye model for thermal expansion tends to overestimate the hydrostatic pressure
for multicomponent systems. For the present systems, however, we find that the use
of a Debye model for the lattice anharmonicity in our formalism (see below) is
adequate enough to give CTE values to within about 10% of the available measured
values in most cases. On physical grounds, this is not surprising. The materials
investigated here display strong covalent bonding characteristics (Fu et al. 1999),
which imply high optical phonon energies. Because of their higher activation ener-
gies, optical phonons are not expected to modify significantly the results presented
here. The good agreement between our results and the measurements on the proto-
type system MoSi, (see below) further confirms that optical phonons do not play
significant roles.
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To calculate the CTE of a tetragonal structure, we consider the free energy F(T)
in the presence of elastic strain components (uniform expansions or contractions) u;
as

F(T) = EO + C;wu u, + Cm/auuuuug +thonon(T)7 (1)

where the Greek subscripts take values from 1 to 3 and the Einstein summation
convention is implied. Fyponon 18 the phonon free energy (including zero-point
motion), and E, is the total energy at 0K. C; and Cj are second-order and
third-order elastic constants respectively. The sound velocities are determined
from the Christoffel equation (Ashcroft and Mermin 1976). A minimization of the
free energy with respect to the strains (8a/a and 8¢/c in [100] and [001] directions
respectively) yields the following equations for the change in lattice parameters at
temperature T':

Sa _ 20T (1) = Culy(T
1

)
L (2)
a  2(Cyy +Cpp)Csy — 4C( >Cg>

e _ 20T, (1) =2(Cy + C)ru(T)
c 2(611 + 612)633 — 4@5?@5?

3)

Here, I'(T) and I'.(T) are the derivatives of Fyponon With respect to 8a/a and 8c¢/c,
and the C values are given by

oc Sa
Cii+Cpp=Cy +Cp +(Cip3 +C123) -+ (Cm +3C112) 4)
oc da

Gy = Cy3 + C333— +2C133— (5)

- da

Cl =cn +—(C113 +C123)7, (6)

() 56
Cy = Cps + C133 (7)

The algebraic equations (2)—(7) are solved iteratively once I',(T) and I'.(T) are
obtained from first principles. Clearly, thermal expansion depends on both crystal
elasticity and lattice anharmonicity. If the system is isotropic in lattice anharmonicity
(i.e. I', = 2r.), the ratio of thermal expansions becomes inversely proportional to
the ratio of elastic tensile stiffness in the basal plane and along the ¢ axis.

The calculation of the CTEs for these complex structures imposes a tremendous
challenge, since the CTE depends not only on the second-order elastic constants but
also on higher-order elastic constants (dominated by third-order terms). For a tetra-
gonal structure, there are six independent second-order elastic constants and ten
independent third-order elastic constants. While the calculation of second-order
elastic constants has become more common recently, the calculation of higher-
order elastic constants remains challenging. This is because that the calculation of
higher-order terms involves the difference in the elastic strain energies at a small
change in lattice parameter. The higher-order elastic constants contribute to both
crystal anharmonicity (through the dependence of the Debye temperature on the
lattice parameter in our model) and the temperature dependence of elastic constants.
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The elastic constants were calculated by the full-potential linearized augmented
plane-wave (FLAPW) method (Wimmer et al. 1981) within the local-density-func-
tional approach. The calculational details of the second-order elastic constants of a
tetragonal structure have been described by Fu ef al. (1999). The third-order elastic
constants were determined through the derivative of second-order elastic constants
with respect to lattice strains (i.e. 8a/a and &¢/c). Within a range of 3-4% change in
the lattice parameters, the dependence of the second-order elastic constants on lattice
parameters is found to be linear, indicating that the third-order terms are dominant
in the higher-order elastic constants. In calculations of the strained structure sys-
tems, the internal coordinates of the atoms within the unit cell were relaxed using the
calculated FLAPW atomic forces.

§ 3. RESULTS AND DISCUSSION

The calculated second- and third-order elastic constants are listed in table 1 and
table 2 respectively. We find excellent agreement between theory and experiments
(Nakamura et al. 1990; Chu et al. 1999) in the second-order elastic constants for
MoSi, and MosSi;. The measured second-order elastic constants are C;; = 446 GPa,
Ci, = 174 GPa, C33 = 390 GPa, C|; = 140 GPa, Cy = 110 GPa and Cy = 140 GPa
for  MosSi;, and C;y =417GPa, Cj, =1042GPa, (33 =514.5GPa,
Ci3 = 83.8GPa, Cy =204.2GPa and Cg = 193.6 GPa for MoSi,. However, we
are not aware of any measurement of higher-order terms. For MosSiB,, there is
no experimental measurement to compare with, since single-crystal T2 phase is not
currently available.

To examine the validity of our theory, we first consider MoSi,. It has the simplest
structure studied here. There are two interesting features in the elastic properties of
MOSiz.

(1) Cy; 4+ Cj; = Cs; (i.e. the same degree of elastic rigidity in the basal plane and
along the c-axis).

Table 1. Theoretical second-order elastic constants of MoSi,, MosSij
and MosSiB,.

Ci Cpa Cs3 Ci3 Cy Ces

(GPa) (GPa) (GPa) (GPa) (GPa) (GPa)
MoSi,* 404 109 508 87 198 195
MosSiz” 438 162 371 136 106 143
MosSiB, 483 154 419 188 179 127

“ At experimental lattice parameters.

Table 2. Theoretical third-order elastic constants of MoSi,, MosSi; and MosSiB,. Here
Cy11 +3Cy1p and Cj13 + Cp3 measure the ‘softening rate’ of the tensile modulus
C11 + Cy, with [100] and [001] expansions respectively.

Ciip +3Cin Ciiz +Cis Csz3 Ci33 Cus  Cay Ciss  Cass

(GPa) (GPa)  (GPa) (GPa) (GPa) (GPa) (GPa) (GPa)
MoSi, —4700 —1450  —4560  —950 —700 —600 —900 —750
MosSi; —6520 1540  -2830 —780 —370 —665 —820 —370

MosSiB, —5700 —600 -2600 —200 —600 —770 —650 —200
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Cles ~ Cs6 and Ciy ~ Cyyy (i.e. the response of shear elastic constants with
respect to lattice expansions in different directions are approximately equal),
indicating a small difference between the lattice anharmonicities in the [100]
and [001] directions.

Indeed, the calculated CTEs of MoSi, shown in figure 2 (a) are nearly isotropic
with magnitudes of about 8-10 ppm K at high temperatures. The calculated CTEs
are in good agreement with experiment (Thomas et al. 1985). The measured CTEs

Figure 2.
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are 8.2 and 9.4 ppm K~ in the [100] and [001] directions respectively. This good
agreement confirms that our model is valid for these strong covalent Mo—Si systems.
In the following, we report our theoretical predictions for the 5-3 Mo-Si com-
pounds.

The calculation for the CTE of MosSi; becomes far more demanding owing to
the complexity of its structure. The bonding in MosSi; is shown to have pronounced
multicentred covalent components (Fu et al. 1999), characterized by the planar Mo—
Si—-Mo bonding units in the basal plane and by the unusually short Mo—Mo bonds
along the ¢ axis (shorter by about 10% relative to the Mo—Mo distance in the basal
plane). While the basal plane is found to be elastically more rigid than the ¢ axis
(C11 + Cq > C33), the Mo—Mo bonds along the ¢ axis will be shown to play a more
important role in determining the anisotropy of lattice anharmonicity. Anisotropy is
found in the elastic response to lattice expansions, which is evidenced in the marked
difference in the magnitudes of calculated third-order terms: Cjy > Cjy and
Cie6 < Cigs for [100](001) and [100](010) shears respectively.

The anharmonicity can be described by examining the volume dependence of
Debye temperature fp, that is the Grineisen constant (y = —9(In 0p)/d(In V). We
find that  is higher for the lattice expanded in the [001] direction (y[go;] = 2.55) than
in the [100] direction (y[90) = 2.17). In other words, the lattice vibration energy
decreases more rapidly by [001] expansions than by [100] expansions. The calculated
CTEs of MosSi; shown in figure 2 (b) are consistent with the experimental measure-
ment by Chu et al. (1999). The CTE along the [001] direction is about twice that in
the [100] direction. The measurements were made in the range from 300 to 700 K
with fitted CTEs of 5.2 and 11.5 ppm K~ in the [100] and [001] directions respec-
tively. It should be noted, however, that the calculated CTEs still increase linearly
with increasing temperature at higher temperatures (in particular, in the [001] direc-
tion).

An examination of the third-order elastic constants of MoSi, and MosSi; shows
the difference between their elastic responses to lattice expansions. In MoSi,, the
response of either Cyy or Cg to lattice expansions is nearly isotropic. By contrast, the
corresponding shear elastic response in MosSi; is anisotropic. Because of a planar
covalent bonding in the basal plane in MosSi3, the finding that Cyss < Cig¢ for (001)
intralayer shear is not entirely surprising (i.e. Cg decreases more rapidly by [100]
expansions than by [001] expansions). The large difference (by a factor of two)
between Ciyy and Ciyy for (001) interlayer shear, however, is unexpected, since an
increase in lattice spacing in either the [001] or the [100] direction has the same effect
to decrease the [100](001) shear elastic strength.

Analysis shows that, as the lattice spacing is varied, the change in Debye tem-
perature (i.e. lattice anharmonicity) is particularly sensitive to the variation in shear
elastic constants. In the case of MosSi;, the major contribution to the anisotropy in
anharmonicity comes from the anisotropy in Csy and Cjy (i.e. Cyy decreases more
rapidly by [001] expansions than by [100] expansions). (Note that the response of
[100](001) shear (i.e. Cy44) is about twice as important as the response of [100](010)
shear (i.e. Cgg), since Cy and Css are degenerate for tetragonal systems.) The
physical origin for this anisotropy lies in the dominant role of the unusually short
Mo—Mo [001] covalent bonds in coupling the (001) layers. These covalent Mo—Mo
bonds, which characterize the [100]J(001) shear, are weakened more by [001]
expansions than by [100] expansions. Increasing the [001] spacing reduces the
Mo—-Mo [001] bond strength and decreases the lattice vibrational energy (giving
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higher lattice anharmonicity) more rapidly than in-plane expansions. This direc-
tional dependence of the Mo—Mo bond strength (in coupling the (001) layers) con-
tributes significantly to the difference in the softening behaviour of the [100](001)
shear characteristics.

Thus, for MosSis, there are two physical sources contributing to a higher CTE
along the [001] direction than along the [100] direction: a stronger bonding in the
basal plane (Cy; + Cj, > C33) and a higher lattice anharmonicity along the ¢ axis
(dominated by Csyy > Cj44). Both of these physical mechanisms can be understood
in terms of electronic structure: the existence of planar multicentred Mo—-Si—-Mo
covalent bonds in the basal plane, and the dominant role of directional Mo—Mo
bonds along the ¢ axis in the (001) interlayer coupling. In fact, we believe that the
same mechanisms are also responsible for the observed CTE anisotropy in other 5-3
transition-metal silicides. For example, although TisSi; has a different crystal struc-
ture (hexagonal D8y structure) from the tetragonal D8, structure discussed above,
the interlayer coupling between basal planes is still dominated by atomic chains
along the ¢ axis with unusually short interatomic distance. As a result, the calculated
CTEs of TisSi; are also highly anisotropic. It follows that it is possible to reduce the
CTE anisotropy if the interlayer coupling between basal planes is no longer domi-
nated solely by the [001] bonding component. This can probably be achieved either
by interstitial alloying additions (to modify bonding direction) or by alloying sub-
stitutions (to increase the interatomic distance along the chains). These suggestions
are currently examined by experiments.

The substitution of boron in Mo—Si changes the crystal structure from D8, (T1
phase) to D8, (T2 phase). One notable feature of the T2 phase is the absence of
transition-metal atomic chains along the ¢ axis in this structure. The calculated
lattice parameters are 6.027 and 10.97 A for a and ¢ respectively.

For MosSiB,, the averaged elastic moduli are higher than those of MosSi;. This
increase is partly attributed to the formation of Mo-B covalent bonds. While the
calculated second-order elastic constants for the T2 phase still indicate that the basal
plane is elastically more rigid than the ¢ axis (Cy; + Cj, > Cs3), the effect of this
difference on the CTE is balanced by a substantial increase in the elastic coupling
(C13) between the basal plane and c¢ axis, presumably owing to the effect of boron at
interstitial sites (cf. figure 1). Most significantly, the lattice anharmonicity for the T2
phase is found to be nearly isotropic in the [100] and [001] directions (with Griineisen
constants of 2.05 and 1.98 respectively). We identify this near isotropy in lattice anhar-
monicity as being due to the absence of a directionally bonded [001] chain structure
characteristic of the T1 phase. Indeed, in this case, the difference between Cs44 and Cjyy
becomes smaller and is balanced by a relatively larger difference between Cjg and Cagg.

As a result of decreased anisotropy in both the elastic (static) contribution
and the lattice anharmonicity compared with the T1 phase, the CTEs for the T2
phase become nearly isotropic in [100] and [001] directions with the CTE in the
[100] direction being slightly higher. The calculated CTEs for the T2 phase are
presented in figure 2 (¢). Experimentally, it was observed that, in the processing of
these alloys, grain-boundary cracking problems (characteristic of the T1 phase)
are virtually eliminated in the T2 phase, indicating that the CTE anisotropy in
the T2 phase is much less than that of the Tl phase, in agreement with theo-
retical prediction.

More recently, the CTEs of MosSiB, were measured by neutron powder diffrac-
tion (Rawn et al. 2000) and by synchrotron X-ray diffraction (Kramer 2000) from
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room temperature to 1400°C. The experiments confirm the theoretical prediction not
only of the CTE values but also of a nearly isotropic CTE for MosSiB,.

In summary, we have shown that the CTEs of complex systems can be predicted
by first-principles calculation. The high CTE anisotropy in 5-3 silicides is under-
stood in terms of the anisotropy in lattice anharmonicity. The removal of atom
chains (characteristic of the T1 phase) along the ¢ axis by boron substitutions sub-
stantially decreases the CTE anisotropy in the T2 phase.
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ABSTRACT

The stacking fault and twin boundary energies of C15 Cr,Nb are calculated
by the first-principles local-density-functional approach. It is found that the
intrinsic and extrinsic stacking fault energies are 116 and 94mJm >,
respectively, and the twin boundary energy is 39mJm > The lower extrinsic
stacking fault energy is consistent with the fact that the C36 structure has a
lower energy than the C14 structure. The calculated stacking fault energies at
0K are larger than the experimental values available in the literature. The
equilibrium separations between Shockley partials based on the calculated
elastic constants and stacking fault energies are also calculated.

§ 1. INTRODUCTION

For a wide variety of structural applications, Laves phases have some unique
properties such as high melting temperature, low density, and high oxidation resis-
tance. Unfortunately, this potential has not been well exploited, largely because of
low temperature brittleness due to the lack of plastic deformation. Cr,Nb, one of the
most studied Laves phase compounds, has either the cubic C15 or hexagonal C14 (or
C36) structure, which is topologically akin to the face-centred cubic (fcc) (A1) or the
hexagonal close-packed (hcp) (A3) structure, or any one of the polytypic phases. The
topologically close-packed (TCP) plane of the C15 structure is of the {111} type, and
the potential modes of plastic deformation in Cr,Nb are twelve {111}(110) slip
systems and twelve {111}(112) twin systems. Since each of the TCP units consists
of the quadruple atomic layers, the slip, twinning, or stress-induced polytypic trans-
formation will require a coordinated process of atomic motions, such as
synchroshear, in order to effect the motion of Shockley partial dislocations.

Among other quantities, the knowledge of stacking fault energy (SFE), vsF, is
necessary to understand the deformation mechanism, since SFE will play an impor-
tant role in processes such as dislocation dissociation, cross-slip and twinning. First-
principles calculations are useful to estimate the energetics of stacking faults (SFs)
and understand the interaction between Shockley partials.

Using the linear muffin-tin orbital (LMTO) method, Chu ez al. (1995a) estimated
the intrinsic stacking fault energy of Cr,Nb from the structural energy difference
between the C15 and C14 structures, and obtained Ygr = 90mJm~2 On the other

1 Present address: Department of Physics, Sejong University, Seoul 143-747, Korea.
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hand, Yoshida e al. (1995) obtained a value of §mJm~ for SFE from transmission
electron microscopy (TEM) observations of extended dislocation nodes at 1623°C.
More recently, Kazantzis et al. (1996) obtained a value of 25mJm~> from TEM
observations of extended nodes in Cr,Nb at 1400 and 1500°C.

In a previous paper (Hong and Fu 1999), we investigated the phase stability of
three Laves phases (C15, C14 and C36) of Cr,Nb. It was found that the C15 phase is
the ground-state structure with the lowest energy and the C36 phase is an inter-
mediate state between C15 and C14. These three phases, however, are very close in
energy, i.e. within a range of about 60 meV/formula unit (Hong and Fu 1999) indi-
cating the possibility of low stacking fault energies in this system. In this paper, we
report the calculation of SFE using supercell geometry, and an evaluation of
the equilibrium separation between Shockley partials using the anisotropic elastic
theory.

§2. LAVES STRUCTURES

In describing the structures of Laves phases and their stacking faults and twin
boundary, we follow the notations of Hazzledine (1994).

Laves phases have ideal chemical compositions S,L; they contain smaller atoms
S and larger atoms L in alternate sheets parallel to the TCP planes (i.e. (111) plane
for the C15 structure and (0001) plane for the C14 and C36 structures). The main
geometric characteristic of Laves phases S,L is that they consist of two types of
atomic stacking sequence, aAa (BBB and yCy) and acf (Bay and yba). Here, the
Greek letters (o, B, v) denote the L atoms, while lower case Latin letters (a,b,c) and
capital letters (A, B, C) denote the type-1 and type-2 S atoms, respectively. Note that
the acp-type stackings are more closely spaced (in terms of the interlayer spacings).
For Cr,Nb, Latin and Greek letters represent Cr and Nb, respectively.

Figure 1 represents an atomic layer of A atoms based on the hexagonal unit cell
on the TCP plane (a Kagome net) which is determined by two lattice vectors

Figure 1. The hexagonal unit cell on the basal planes which is determined by two lattice
vectors a; and a,. See the text for details.
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a; = $[011] and a, = 1[110]. The vectors by, b, and b; are Shockley partial Burgers
vectors of the type £ (112)(b; + b, + by = 0). The dotted circles in figure 1 denote A
atoms, one of the type-2 S atoms, projected on the (111) plane. Let the centres of
hexagonal rings consisting of A atoms be denoted by A*, and thus the A atoms are
placed midway between the lattice points A*. Similarly, the lattice points B* and C*,
which determine B and C atoms respectively, can be obtained by the displacement of
A* by b; and —by, respectively, on higher or lower planes. Also, we denote the
projected points of B* and C*onto the plane given in figure 1 as B and C", respec-
tively, which are the saddle points for larger o atoms. Then, the projected atomic
positions of o (or a) onto the given plane are at the sites of A* in figure 1, and the
projected positions of B (or b) and vy (or c) are at those of B and C*, respectively.
Consequently, the TCP C15 structure is defined by repeated XYZ stacking:

X Y Z

P e v e
Cl5: ---AccpBpayCyba--- | (1)

where the TCP plane unit X (Y or Z) consists of one single layer of A (B or C) atoms
and one triple layer of acf (Bay or yba). A synchroshear mechanism was first
introduced by Kronberg (1957), and was used to explain the deformation twinning
process by several groups (Livingston and Hall 1990, Chu and Pope 1993,
Hazzledine 1994). Synchroshearing of the X unit (AacB) creates the X' unit
(Aaby), and similarly for the Y' (BBca) and Z' (Cyap) units. The Cl4 and C36
Laves phases have repeated X'Z and XYZ'Y' stackings, respectively, as follows:

X Z

Cl4: .. AabyCyba---, (2)
X Y 7z Y
W
C36: ---AccpBpayCyap Bfca---. (3)

It can be seen that the primed X', Y’, Z' units are introduced by synchroshear in
order to make sure that TCP structure is maintained in C14 and C36. For example, ¢
and B of the X unit in C15 are synchrosheared by —b, and —b,, respectively, to
become b and y of X' unit. This displacement preserves a close packing between X
and Z units in C14.

The stacking sequences for an intrinsic stacking fault (ISF) and an extrinsic
stacking fault (ESF) and a twin boundary are given in table 1 in terms of X, Y, Z
units. Note that the ISF contains a local Cl4-like structure in C15, while the ESF
contains a local C36-like structure in C15. Figure 2 shows schematic illustrations of
an ISF and an ESF obtained from CI15 through the synchroshear mechanism: ()
C15 — ISF, and (b) C15 — ESF. The C15 stacking has a repeated XY Z sequence (no
stacking fault). For the ISF, one unit, namely Y, is missing from the C15 XYZ
sequence, and X becomes X' by synchroshear (shifts by —b, and —b; shown in
figure 2 (a)), while for an ESF a unit Y’ is added into the original C15 sequence.
For the ESF, two successive synchroshears (two synchro-shifts shown in figure 2 (b))
are operative in the acp type to maintain a TCP structure by introducing two primed
units, Z' and Y'. Twinned structure is equivalent to a mirror reflection about the X’
unit (see table 1).
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Figure 2. Schematic illustrations of an ISF and an ESF obtained from C15 through the
synchroshear mechanism: («) C15 — ISF, and (b) C15 — ESF.

Table 1. Stacking sequences of the C15 structure (no stacking fault),
intrinsic  stacking fault, extrinsic stacking fault, and twin
(Cl15 + C15T) structure.

Sequence of faults

C15 - XYZXYZXYZ. --
Intrinsic stacking fault - XYZX'ZXYZ- -
Extrinsic stacking fault < XYZXYZ'Y'XYZ. -
Twin (C15 + C15T) S XYZX'Z'Y'X'Z'Y'- -

§ 3. STACKING FAULT AND TWIN BOUNDARY ENERGIES

Total-energy calculations for the stacking fault energies of C15 Cr,Nb are per-
formed using the full-potential linearized augmented plane-wave (FLAPW) method
(Wimmer et al. 1981) within the local-density approximation. The FLAPW method
solves the local-density-functional equations without any shape approximation to
the potential or charge density. The atomic positions are relaxed by calculating
Hellmann—Feynman forces acting on the atoms.

The supercell geometry is used to obtain the energies of ISF, ESF and twin
boundary. In the supercell calculation, we use the experimental lattice constant
(6.991 A) of C15 Cr,Nb and spacings along a; axis corresponding to the ideal hcp
¢/a ratio, which gives ~4. 04 A for the thickness of each X, Y, Z unit. We consider a
supercell containing XYZX'Z for an ISF and XYZXYZ'Y’' for an ESF. In these
supercells, the separations between ISF and ESF planes are about 20 A and 28 A,
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respectively. Also, a supercell containing XYZX'Z'Y' (~24 A) is considered for twin
boundary. The supercell for twinning contains two twin boundaries in it, thus the
separation between twin boundaries is about 12 A.

The internal coordinates of each structure are fully relaxed from the ideal posi-
tions (defined by the atomic positions of the C15 lattice) by calculating Hellmann—
Feynman forces acting on the atoms. The relaxation energies of ISF, ESF, and twin
boundary are 41, 20, and 17mJm~2, respectively.

The results for the stacking fault and twin boundary energies are given in table 2.
It is found that the fault energies are vgr= 116 and vpgr= 94mJm~2 for ISF and
ESF, respectively, and the twin boundary energy is 7= 39 mJ m~2. Since ESFs and
ISFs contain local C36-like and Cl4-like structures, respectively, a lower ESF energy
(vgsp) compared to the ISF energy (visp) is consistent with the fact that the C36
structure has a lower energy than the C14 structure (Hong and Fu 1999).

For comparison, we also calculated the stacking fault and twin boundary
energies using the theoretical lattice constant (6.822 A). The relaxation energies of
ISF, ESF, and twin boundary are 48, 40, and 21 mJ m2, respectively. It is also found
that the fault energies are 140 and 108 mJ m~> for ISF and ESF, respectively, and the
twin boundary energy is 52 mJm™2. The results using the theoretical lattice constant
are slightly larger than those using the experimental one.

Although the intrinsic faults are expected to prevail in fcc crystals rather than the
extrinsic faults (Hirth and Lothe 1982), extrinsic stacking faults were observed to be
dominant in Laves phase Co,Ti (Allen et al. 1972), and Nb-doped HfV, (Chu ez al.
1998). Since the calculated vggp is smaller than g, it is likely that the observed SFs
in CryNb are also of extrinsic type.

We compare our results with others. Chu ez al. (1995a) obtained v;gz= 90 mJ m~>
by an estimation from the structural energy difference between the bulk C14 and C15
structures. This value is close to our value of 116 mJm™2. On the other hand,
Yoshida er al. (1995) observed extended dislocation nodes in C15 Cr,Nb deformed
at 1623 K, in which the SFs are bounded by three Shockley partials (of the type
1(112)) with a radius of curvature of R. They obtained a smaller value of 8 mJ m 2.
Note that Chu et al. (1995a) re-estimated SFE from the data of Yoshida ez al. (1995)
to obtain ysp = 15-60mJm~2. More recently, Kazantzis e al. (1996) obtained a
value of 25mJm~> from TEM observations of extended triple-junction nodes in
Cr,Nb at 1400 and 1500°C. These results are tabulated in table 2.

Our results for SFEs are higher than the experimental results. Certainly, SFE
obtained at high temperatures can be expected to be lower than the calculated value
at 0 K, which has also been suggested by Kazantzis et al. (1996). The unknown image

Table 2. Stacking fault and twin boundary energies for C15 Cr,Nb, using the experimental
lattice constant.

Method sk (mJ mfz) Yt (mJ mfz)
This work 116 (intrinsic) 94 (extrinsic) 39
LMTO 90 (intrinsic) —
Exp” 25 —
Exp* >8 —

“Chu et al. (1995a): estimated from energy difference between C14 and C15.
b Kazantzis et al. (1996): estimated from dislocation triple-junction.
“Yoshida et al. (1995): estimated from dislocation triple-junction.
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shift of Shockley partial dislocations can also give an uncertainty in the SFE deter-
mination; for example, for SFE in silicon, ysp = 30 ergem ™ has an uncertainty in
the range 15 < vgr < 75ergem 2, after taking into account the image shift (Aerts e
al. 1962). From these points of view, the temperature and image shift effects may
be responsible for the difference between our calculated value and experimental
results.

Our theoretical calculations on Cr,Nb were performed for the stoichiometric
composition. In experiments, however, some localized variations in chemical com-
position are possible in polycrystalline compounds. For instance, the two Cr,Nb
alloys investigated by Yoshida ez al. (1995) were Cr—32. 2% Nb and Cr-34. 0% Nb,
in which the second phase particles observed are Cr solid solution in the former and
Nb solid solution in the latter. Also, polycrystals used in experiments may have
compositions that deviate from the ideal stoichiometry ratio, since the phase
region of the C15 Cr,Nb is relatively large. For example, as mentioned by Hong
and Fu (1999), the calculated elastic moduli for the stoichiometry alloy at
the experimental lattice constant are very different from the experimental values
(Chu et al. 1995b) obtained from polycrystals. Therefore, this composition
effect can also be partially responsible for the discrepancy between theory and
experiment.

The calculated twin boundary energy, vy = 39mJIm™2, at the experimental
lattice constant for Cr,Nb is relatively low, for instance, in comparison to
1= 60mJm~? for TiAl of the Ll, structure (Fu and Yoo 1990). In view of the
energetics of twin nucleation, such a low twin boundary energy suggests a high
propensity of twinning in Cr,Nb. This is consistent with the experimental observa-
tions of twinned microstructures in Cr,Nb, formed due to plastic deformation at
elevated temperatures (Y oshida ef al. 1995) and to the internal stresses resulting from
the C14—C15 transformation as well as the thermal contraction differences between
Cr solid solution and Cr,Nb in the two-phase alloy (Kumar and Liu 1997).
However, the absence of deformation twinning in Cr,Nb at low temperatures is
not understood. Kinetic aspects of the motion of synchro-Shockley partials need
to be elucidated in order to better understand twin formation in the C15 Laves
phase.

§4. INTERACTION BETWEEN SHOCKLEY PARTIALS
From the anisotropic elasticity theory (Stroh 1958, Hirth and Lothe 1982) we
calculate the equilibrium separation between Shockley partials, using the calculated
elastic constants (Hong and Fu 1999) and stacking fault energies.
First, we consider the following case for the ISF:

1 1 1
5 [110] — = [121] + ISF + 2 211], (4)

where B = £(110], b =1[121] and b = 3211] correspond to —ay, bs, and —b; in
figure 1, respectively. This expression for the formation of an ISF is approximate
since the Shockley partial by = £[121] is the sum of two synchro-Shockley partial
vectors —b, and —by, lying in the two successive atomic planes, shown in figure 2 («).
The equilibrium separation between Shockley partials can be obtained through the
balance of the attractive force (the surface tension due to the ISF) and the repulsive
force (due to elastic interaction between the partials).
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The radial and tangential components of the interaction force (per unit length)
between two parallel dislocations can be calculated by

F, = f,/(27r), (5)
Fy = fy/(27r). (6)

Here, r is the separation between the two partials of Burgers vectors b and b®,
and f, and f, are the radial (in the {111} plane) and tangential (out-of-the plane)
components of the interaction force constants, which are determined from the
anisotropic elasticity theory of dislocations (Stroh 1958). For the dissociation of
equation (4), the interaction force constants f. and f, are obtained numerically
(Yoo 1987), by (i) letting b"") = 1[121] and b® = L[211], (ii) using the experimental
lattice constant ay = 6.991 A for C15, and (iii) the calculated elastic constants and
vsp at experimental lattice constant.

As shown in figure 3, the radial component f, increases monotonically from
¢ =0 (screw) to ¢=90° (edge), where ¢ is the angle between a dislocation line
and the Burgers vector B. The tangential component f, is maximum in magnitude
at ¢= 31°and zero at the edge orientation. At ¢ ~ 30°, the two parallel Shockley
partials are inclined at about 60°and 0° to their respective Burgers vectors. This
implies that while the repulsive F, balances the surface tension g (see
equation (7) below), the out-of-plane force (F, = 0.5F, at ¢ = 30°) promotes
cross-slip of the screw Shockley partial and climb of the 60° Shockley partial,
most likely onto the (101) plane. This Shockley partial dissociation configuration
of the cross-slip and climb combination may lead to a possible mechanism for the
thickening process of a twin embryo originating from a mixed (¢ = 30°) 4[110]
dislocation.
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Figure 3. Orientation dependence of the interaction force constants in Cr,Nb for the ISF-
type dissociation, using the results obtained at the experimental lattice constant. ¢ is
an angle between a dislocation line and the Burgers vector 3 [110].
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The width of the equilibrium separation, w, can be obtained from
sk = F, = [,/ (2mw), (7)
W=,/ (2mrse). (8)

The separation is w, = 17.6 A for the B = 5[110] screw dislocation, and w, = 54.7 A
for the edge dislocation. These results are shown in table 3, together with those in the
isotropic case (discussed below). Also, the results using vggr and the experimental
result are tabulated.

For the isotropic case, the equilibrium separation w is given by a simple formula
(Hirth and Lothe 1982):

G 2—1/( 2ycos2¢)
W_Sﬂ’YSFI—V 1- > ) 9
Here, b = |b)| = |b®| = 4,/6'/>. The Hill’s average values of shear modulus and

the Poisson’s ratio are G = 50.0 GPa and v = 0.383, respectively. Using vgsF, it is
found that w,=193A and w,=539A. As given in table 3, the results in
anisotropic and isotropic cases are rather close, because the shear anisotropy of
C15 CryNb is moderate, 4 = 1.45 (Hong and Fu 1999), compared to the isotropic
case (4 =1).

The radial component f, of the isotropic case is very close to that of the aniso-
tropic one, whereas its tangential component f, is exactly zero (figure 3). While the
anisotropic corrections to f, and hence to w in equation (9) are very small, the
anisotropic tangential component of the elastic interaction force is quite large; for
instance, f,/f, ~ 0.7 at ¢ = 0. This indicates that cross-slip of %[110] dislocation 1is
difficult in Cr,Nb because of a large constriction energy for the Shockley partials
that include the non-radial component of the interaction energy.

Next, let us consider the ESF case:

1 1 1 1 1
31110] — 2 [121] + 2 [112] + ESF + 2 [211] + £ [112] (10)

mé[211]+ESF +é[121]. (11)

To calculate the width of the ESF, we approximate two Shockley partials on two
successive TCP units on either side of the ESF by a single Shockley partial (as in the
ISF case), and use the same formulas for the ISF. In other words, the only difference

Table 3. Equilibrium separation between Shockley particles bounding an ISF and an ESF,
using the results obtained at experimental lattice constant. wg and w, are the width for
screw and edge dislocations, respectively. The numbers are in angstroms.

ws (screw) we (edge)
ISF ESF ISF ESF
Theory (T = 0K) Anisotropic 18 22 55 68
Isotropic 19 24 54 67
Exp” (T = 1400°C) 99 —

“ Kazantzis et al. (1996): measured from the ribbon after the correction for image shift and
projection effects.
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between ISF and ESF in the calculation of separation w is that the stacking fault
energy used in the formulas is of intrinsic or extrinsic type. Using VgsF, it is found
that wy = 21.7 A and w, = 67.5 A for the anisotropic case (table 3). For the isotro-
pic case, they are wy = 24.4 and w, = 66.5A. As mentioned, the results of both
anisotropic and isotropic cases are very close. Since vggr is not much different
from visp, the force constants f, and f, using vgsr are expected to be similar to
those in figure 3 using 7vsg.

On the other hand, we consider the separation between partials by using the
theoretical lattice constant. For the ISF, the separation is w,=17.1A and
we = 53.5 A for the anisotropic case, while w, = 18.7A and w, = 52.8 A for the
isotropic case. For the ESF, the separation is wy = 22.2 A and w, = 69.4 A for the
anisotropic case, while ws = 24.2A and w, = 68.4 A for the isotropic case. It can be
seen that the separations are very close when using both experimental and theoretical
lattice constants.

Kazantzis et al. (1996) measured, at T = 1400°C, the width of the ribbon
(separation between two parallel partial dislocations) as 99 A after correction for
image shift and projection effects. Note that they also obtained a different value of
ws=82A for the width using equation (9) with vgr =25mJm™>, which was
estimated from the measured curvature of R in extended dislocation nodes and
the temperature-corrected shear modulus. Compared with the experimental result
at high temperatures, our results for the separation between partials are very small.

§5. SUMMARY

We performed first-principles total-energy calculations to obtain stacking fault
and twin boundary energies. The intrinsic and extrinsic stacking fault energies were
calculated to be 116 and 94 mJ m~2, respectively, and the twin boundary energy was
39mIm™2. The calculated stacking fault energies are larger than the available
experimental data, measured at high temperatures. We also calculated the
equilibrium separations between Shockley partials using the calculated elastic
constants and stacking fault energies. Our results of the equilibrium separations
are very small compared with the experimental results reported at high temperatures.
This discrepancy may be due to temperature and/or composition and image shift
effects.
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The effect of Ta on the magnetic thickness of permalloy (NigFeqg) films
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The effect of Ta and Ta/Cu seed layers, and Ta and Cu cap layers on the effective magnetic
thickness of ultrathin permalloy (MiFe;g) was investigated for MRAM applications. The films
were deposited by lon Beam Deposition. The magnetic moment of each as-deposited permalloy film
was measured using a B-H looper and a SQUID magnetometer. The films were further annealed at
either 525 K for 1/2 h or 600 K fiol h tostudy the effect of thermally driven interdiffusion on the
magnetic moment of the permalloy film. Our theoretical calculations showed that the presence of
12% intermixing at the interface reduces the Ni moments to zero. Experimentally, it was shown that
the tantalum rather than the copper interfaces are primarily responsible for the magnetically dead
layers. The Ta seed layer interface produces a loss of moment equivalent to a magnetically dead
layer of thickness 0.60.2 nm. The Ta metal in the cap layer results in a loss of moment equivalent
to a dead layer of thickness .2 nm. Upon annealing, thermally driven interdiffusion is
concluded to have a strong effect on the(Seed/ Nig;Fe g as-deposited interface, based on the
doubling of the magnetically dead layer to 2.2.2 nm. The Ni;Fe ¢/ Ta(cap as-deposited interface
slightly increases its equivalent magnetically dead layer upon annealing to0R22nm.
As-deposited interfaces of T&eed/permalloy and permalloy/Teap are not chemically equivalent

and result in different magnetically dead layers, whereas after annealing to 600 K both interfaces
attain comparable intermixing and magnetically dead layers. It was also shown that a half-hour
anneal at the lower 525 K annealing temperature, which is closer to the actual processing
temperature, results in only slight increase of the magnetically dead layer at both
interfaces. ©2000 American Institute of Physids$§0021-897@0)73808-4

In this work, the effect of tantalum seed and cap layers (i) 5 nm Tdseed/d nm Nig;Fe;¢/10 nm Tdcap and
on the magnetic thickness of permalloy is investigated in (i) 5 nm Ta/5 nm Cu nm Nig;Fe /10 nm Cu to sepa-
detail for MRAM (Magnetic Random Access Memorgp-  rate the influence of Ta and Cu layers on the permalloy and
plications. The MRAMs employ a PSiPseudo-Spin-Valye to exclude any possible effects of the permalloy/Cu and Cu/
structure which consists of two magnetic layers of unequapermalloy interfaces, and both
thickness separated by a nonmagnetic spacer. PSVs exhibit (iii) 10 nm Tdseed/d nm Nig;Fe,/10 nm Cu, to study
the well known GMR (Giant Magneto-Resistanceffect:  the influence of the Ta seed layer;
The resistance across the trilayer film depends on the relative (iv) 10 nm Tdseed/5 nm Cu/d nm Ni;Fe /10 nm
orientation of the top and bottom magnetic films. The effec-Ta(cap to study the influence of the Ta cap layer.
tive magnetic thickness of the bottoistorage and top Physical thicknesses were calibrated based on deposition
(read magnetic layers determines the switching fields of therates. The magnetic moment of each permalloy film was
read and write events. Thinner permalloy layers are desirablmeasured using SHB109 B-H looper on a whole 6 in. wafer.
to lower switching fields and therefore currents needed td’he magnetic moments for films in seri@) and(iv) were
address a particular bit for reading or writing. Both the stor-also measured on a Quantum Design SQUID magnetometer
age and the read layers typically have permalloyg{fR8;q) for 5 mm by 6 mm pieces cut from the same wafers. These
in direct contact with tantalum. Therefore, it is of technologi- films were further annealed at 600 Krfd h to study the
cal interest to study the effects of Ta seed layers and Ta cagffect of thermally driven interdiffusion on the magnetic mo-
layers on the effective magnetic thickness of ultrathin periment of the permalloy film.
malloy (Nig;Fe,o). As shown in Fig. 2, our theoretical studies of the mag-

Experiments were designed to study the effect of the Tanetic structure of Ni-rich Ni-Ta alloys using the KKR-CPA
seed and cap layers separately, as shown in Fig. 1. The filnmethod? show that, in the ideal random alloy limit, the av-
were deposited using a Commonwealth Scientific lon Beanerage magnetic moment vanishes at 12% Ta concentration.
Deposition system, and the following structures, with per-Experimentally, as shown in Fig(& and 3b), by compar-
malloy thickness ranging frord=2 to 10 nm, were grown: ing series(i) and (ii), it is evident that the Ta interfaces are

0021-8979/2000/87(9)/5732/3/$17.00 5732 © 2000 American Institute of Physics
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FIG. 1. Design of experiments to investigate separate effects of tantalum =
seed and cap layers on the magnetic moment of permalloy films used in the = 0.8 | 7]
PSV. There are two types of Ta/permalloy interfaces: the bottom permalloy ¢E’
layer is deposited on top of a Ta seed laydenoted as Ta/lyjFe,q), g 06 7]
whereas the top permalloy layer is covered by a deposited Ta cap layer =
(denoted as NjiFe,/Ta). 2 04 | .
Q .
5 As-deposited films
g 0.2 | dead layer/shift, -
along x-axis = 2
primarily responsible for the magnetically dead layers. The 0.0 L . . . .
amount of missing moment in terms of equivalent magneti- 0 20 40 60 80 100 120

cally dead layer was obtained from the horizontal axis inter- Thickness (A)

cept of the straight line dependence of magnetization as . 3. (a) Total magnetic moment of MjFe, films surrounded by 5 nm Ta
function of the permalloy thickness. Permalloy layers sur-seed and 10 nm Ta cap layddenoted as Ta/NjFe/Ta) as a function of
rounded by copper films exhibit virtually no loss of magneticthe permalloy thickness. Measurements were performed on a whole 6 in.

moment within the experimental error of 0.2 nm Whereaswafer using a B-H looper fofl) as-deposited films andl) the same films

) o annealed at 525 K for 1/2 h. 525 K temperature for this set of films was
permalloy layers surrounded by tantalum films exhibit a 1.5hosen to investigate the annealing temperatures close to actual processing

+0.2 nm magnetically dead layer. Seri@g clearly shows temperatures. The data were fitted with a linear dependence. If there were no

that the moment of NiFelg is minimally reduced due to the losses .Of momgnt at the interfaces, the I|ne_ar dependence of the moment as
a function of thickness would start at the origih0) of the graph. From an
intercept of the straight line with the thickness axis, the loss of moment can
be expressed in terms of an equivalent magnetic dead layer of thickkhess

0.8 1.5+0.2 nm for as-deposited arid) 1.7+ 0.2 nm for annealed films. Notice
' T ' ! ! T NiTa ! that upon annealing at 525 K the moment decreases by approximately 20
fec: a (Expt.) Wb which corresponds to a 0.2 nm increase in terms of a magnetic dead
0.6 KKR-CPA (ASA) _ layer. Both Ta interfaces contribute to the magnetic dead layer, sedkext.
Scalar Relativistic The total magnetic moment of )Fe,q film surrounded by 5 nm Ta/5 nm
— Cu seed and 10 nm Cu cap laygdenoted as Ta/Cu/piFe /Cu) as a
5'? 0.4 h function of the permalloy thickness measured on whole 6 in. wafers using a
= B-H looper. Ta is still used as a seed layer, but the permalloy is surrounded
E 0.2l | by Cu only. The 0.2 nm shift of the linear dependence measured along the
H ) thickness axis is within the measurement error. Error bars in magnetic mo-
E ment are smaller than symbols.
g. 0.0 ———————
e -
-0.2} . e Ta-site | . ) ) L
: L interfaces with Cu and therefore there is no significant para-
magnetic alloy at those interfaces.
O e oor  oos o1z o.is Further, as shown in Fig. (4, by studying the as-

deposited films in serie€), it was found that the Ta seed
layer interface with the NiFe g produces a 060.2 nm
FIG. 2. Spin moment versus tantalum concentration in Ni-Ta alloy. Calcu-thick magnetic dead layer. The Ta metal in the cap séiiigs

lations were done akn.,=3 using scalar relativistic KKR-CPA and the on the other hand, intermixes more readily in the as-
atomic sphere approximatioASA) method. Solid line represents alloy’s

: . eposited films, producing a ®.2 nm thick magnetic
average moment. The dashed and dotted lines show magnetic moment of Ni . .
and Ta sites, respectively. The average moment in the alloy vanishes at 1264¢ad !aye_r, see Fig.(H). Since Ta Surfacg_fr_ee energy]_-S
Ta concentration. J/n?) is higher than that of Ni2.45 J/ni),? it is not surpris-

fraction of Ta

Downloaded 09 Feb 2001 to 128.219.47.178. Redistribution subject to AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.



5734 J. Appl. Phys., Vol. 87, No. 9, 1 May 2000 Kowalewski et al.

Ta/Ni; Fe J/Cu films as readily with Ta atoms of higher surface free energy.
250 . : - T T Therefore the two interfaces, Ta/permalloy, with 0.6 nm
= (I) As-deposited films @ dead Ia_yer, anq permalloy{Ta, yvith 1.0 nm dead layer, are
E 200 |- "dead" layer = 6 . not equivalent in as-deposited films. Note that, as expected,
3 the 1.6-0.2 nm total sum of thickness from seriés) and
£ 150 . (iv) agrees well within experimental error with the magnetic
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Abstract. In the familiar Korringa—Kohn—Rostoker (KKR) or Green function method, wave
propagation between scattering sites is described by the so-called structure constants of the lattice
(KKR structure constants), where these quantities are treated as having infinite spatial extent. In
a recent development, it has been shown that the KKR method can be formulated in terms of
screened structure constants that are of finite range (the screened KKR method). Here, we present
an alternative formulation of the screened KKR method that is derived from simple manipulations
of the multiple-scattering equations. We carry out density-of-states and total-energy calculations
for spin-polarized and non-spin-polarized materials using the method. We point out possible
unphysical features of the method.

1. Introduction

The Korringa—Kohn—Rostoker (KKR) or, as it is alternatively referred to, the Green function
method has been used extensively in the study of materials properties connected to the electronic
structure. Among its most notable successes, the calculation of the electronic structure
of ordered elemental solids (the standard KKR method) [1, 2], substitutionally disordered
alloys, the KKR coherent potential approximation (KKR-CPA) [3, 4], and impurities [5]
can be mentioned. Based on the multiple-scattering theory (MST) [6], the KKR method
calculates the system Green function which leads directly to the calculation of observable
quantities such as the electron density and the ground-state energy of the system. Application
of MST relies heavily on the construction of the structure constants which describe free-particle
propagation between scattering sites. Even though these structure constants can be calculated
straightforwardly using Ewald’s method [7], they remain computationally cumbersome.

Therefore, it is sensible to search for the development of MST within a framework
that would keep intact its advantages while also reducing the difficulties associated with
the infinite extent of the structure constants of the lattice. Such a framework has been
proposed recently based on ideas originally put forth by Braspenning and Lodder [8, 9] for
developing multiple-scattering theory in the presence of a reference medium rather than free
space (see [10,11] and references therein). The formalism leads to the construction of screened
structure constants whose extent often does not reach beyond a few nearest neighbours (nn)
in a lattice. This formalism has been successfully applied not only to bulk materials but to
surfaces as well [10, 12].

In this paper, we present an alternative formulation of the screened KKR method that is
more transparent than previous ones. We use the method to calculate self-consistently the
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electronic structure and the density of states (DOS) for the ordered paramagnetic materials,
fcc copper and bcc molybdenum, and the ferromagnetic bece iron and fce nickel. We compare
results with those obtained from the standakdspace) Green function method and with
calculations from reference [12]. We also point out unphysical behaviour that may arise in
such calculations. The remainder of the paper takes the following form. In section 2, we
present the derivation of the screened KKR equations. In section 3, we illustrate the formal
expressions derived in section 2 by means of numerical examples. Spin-polarized calculations
are presented in section 4. A final discussion containing our conclusions is given in section 5.

2. Formulation of the screened KKR method

The formal equations leading to effective, short-ranged structure constants for use within the
Green function method can be derived from simple manipulations of the multiple-scattering
equations.

The site-diagonal elements of the Green function can be written as [13]

G(r.r) =) Z} (M2 () = Z1 () I 1)
L,L'

where the function&Z’ (r) and J; (r) are solutions of the Schdinger equation in theth
Wigner—Seitz cell. The points and+’ are in that cell. The superscripts on the elements of
the scattering path operator [14};, , refer to the cells centred at the lattice sifésandR;,

and the subscripts are the angular momentum indices:cZT'Lhdepend on the energy, and are
obtained from the inverse of the matrix

M=m—g. (2)

The non-zero elements af are blocksm’ corresponding té = j. The matrixm'’ is the
inverse of the scatteringmatrix for the atom on site, and, for the special case of muffin-tin
potentials, is given by

mi,, = (ti, )"t = (=K cotn} +ix)Lp (3)

wherex = /€ and they! are the scattering phase shifts. The elemengsaoé the propagators
for electrons in free space, which are

gy = —4mkil Y Ol (k| Ryj ) Yo (Ryj) 4)

whereR;; = R; — R;, and theCL;, are Gaunt factors. Note that the matrix elemefis are
definedto be zerofor= j. Itis standard to truncate the angular momentum expansions at some
Lnax- If there areN atoms in the crystal, the dimensions\areN (Lyax + 1)? X N (Lyax + 1)2.
The matrix elements,’;, are theij, LL' elements oM~2, i.e.,7 = M~1. Since the number
of atoms in the crystal is infinitey is an infinite matrix and taking the inverse is not a well-
defined operation.

For the special case in which all of the atoms are the sambas a set of identical
(Inax + 1% x (Iuax + 1)? scattering matrices on the diagonal. Using the matriwith elements

U/, = (/N)exp(—iR; - k). (5)

g can be transformed into block-diagonal form:

N

[UTQU]Y, = g1 (k)8i; =Y explik - Roj)gy), (6)
j=1
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which defines theél,,... + 1)? x (I..x + 1)?> matricesy(k). It is easy to take the inverse of the
transformed matrix one block at a time, and the result, after allowing approach infinity,
is the standard one [13]:

. Q
= _——— [ exp(—ik - Rij)[m — g(k)] "1 dk 7
o = s [ e Rym — g ™
where is the volume of the unit cell.

When the atoms in the crystal are not all the same, the block matrices on the diagonal of
m, m’, are different and findiny1—* is not as straightforward. A method for dealing with this
problem is to write

m =m® +(m — m¥). (8)

The matrixm® is chosen to have identical blocks on the diagonal, as was the case with the
ordered crystal. It follows that

r=7 —7mM-m)r =[1+7(m—m")] 1+ 9
with
5= [Mx]fl — (ms _ g)fl- (10)

One way to calculate*/ is to use (7) withm*® replacingm.

This method for calculating the scattering path operator has been used frequently in
multiple-scattering theory. For one impurity atom embedded in a perfect lattice, the blocks
m* describe the scattering from the host atoms; m* has only one non-zero block, and (9)
leads to a simple formula fat’/. For a cluster of: impurities,n of the blocks irm — m* are
non-zero, and it is only slightly more complicated to calcutsie[15].

For an arbitrary collection of atoms in the crystal, it is useful to define the scattering
matricesm® such that the scattering path operatot§ are essentially zerowhéR; — R;| >
R..ax. Forinstance, calculating the” needed for the evaluation of the Green’s function in
(1), truncated matrices®*, m, andm?* are obtained from the ones defined above by setting the
blocks corresponding to sites for whigR; — R;| > R,... equal to zero. Them™ is the nn
block of the finite matrix

T=[1+7"(m-m)] 7 (11)

Note that the advantage in transforming the scattering path operator matrix instead of the
structure constants, as stated in equation (9) in reference [11], is that the present derivation leads
directly to the scattering path operator of the real system from which the physical properties
are calculated as will be shown in the next section. Furthermore, it is easy‘tadit function

of energy as opposed to the screened structure constants in reference [11].

The experience gained in the research on the screened structure constants described in
references [10-12] suggests a convenient scattering potential to use in the calculation of the
m*. The potential is a positive constant within the muffin-tin sphere of each cell in the
crystal, and zero in the interstitial region. The phase shifts can be calculated quite easily
for this potential, andn® is obtained from (3). The matrix® is calculated from a truncated
version of the matrix defined in (10), rather than usingkkspace formula in (7). A complete
real-space calculation of the total energy can be carried out using"thigom (11). The
ramifications of this approach will be considered elsewhere. In the present paper, we calculate
the scattering path operatet in real space and then use it to obtain the total energy and DOS
from k-space integration. The details of these calculations are given in the next section.



5508 N Y Moghadam et al
3. Calculations

We perform total-energy and DOS calculations for real materials employing the screened KKR
method. We compare results of these calculations with those that are obtained using the usual
KKR method in which the KKR structure constants are obtained using the Ewald procedure [7].
For the screened KKR method we calculate the screened scattering path m3tiiix real
space, whilst calculation of the scattering path matrix for the system is carried isjace.

The screening medium is constructed by placing the same constant repulsive muffin-tin
potential of height* on all of the sites of the underlying lattice. Asite cluster, comprised
of the central site (denoted by 0) and Ns— 1 neighbouring sites, is used to approximate
scattering processes within this medium. The calculatior’a$ performed by inverting the
matrix M* for the cluster using (10), where® is the inverse of the-matrix corresponding to
the screening potential.

The % block of the scattering path matrix for the system is obtained using

%% = (1/Qp2) / [1+7°(k)(m —m*)] 17 (k) dk (12)
QBZ

and the Green function is obtained using (1).
In (12), 7% (k) is the lattice Fourier transform ef// and is given by

N
(k) = explik - Roj)™"%. (13)
j=0
It should be noted that, unlike the corresponding equations for the free-particle propagator (6),
this lattice Fourier transform contains a contribution from the origin siric® =+ 0.

Because we have obtained the elemerité using a finite cluster in real space, we must
choose the ones to use in the lattice Fourier transform (13). The point is that the use of a finite
cluster breaks the translational invariance that exists between elemiéhtnd 5" when
the pair of sites, j andm, n have the same positional relationship to one another. We use
the matrix elements*?% (j = 1, N) connecting the central site to its neighbours on the basis
that they are better approximation to those of the infinite array ®than are general matrix
elements*¥ (i # 0) connecting sites on the periphery of the cluster.

Once the Green function is determined, the charge density, and the DOS(r), are
calculated using

p(r)=—(1/m)Im /GF G(r,r,€) de (14)
and
n(e) = —(1/7) Im/ G(r,r,e) dr (15)
Qus

respectively. In the abovey is the Fermi energy.

It should be apparent that the parameters controlling the convergence of the screened KKR
method are the usual truncation of the angular momentup), atised to calculate the Green
function from (1), the number of sites in the clustér the angular momentum cut-off,.,

(Imax < lyer), retained in the cluster used to calculafé/, and the height of the screening
potential,v®.

In carrying out calculations, we make extensive use of the complex-energy plane. When
performing total-energy calculations, integrations over energy are carried out in the complex-
energy plane using a semi-circular contour. In calculations of the density of states, used for
display purposes, the energy contour is parallel to the real-energy axis with a small imaginary
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part (typically Ime ~ 0.001 Ryd). The self-consistent-field (SCF) total-energy calculations
use the local density approximation for the exchange—correlation potential and are carried out at
zero temperature. We use the muffin-tin approximation for magnetic Fe and Ni, and the atomic
sphere approximation for Cu and Mo. This is to test the method for the most commonly used
approximations for the atomic potentials. The BZ integration required in (12) is performed
using the direction (prism) method [16].

In figure 1 we show the DOS obtained with the screened KKR for fcc Cu with lattice
parameter = 6.83 Bohr radii. The dashed curve corresponds to SCF potentials obtained
using the screened KKR, and the solid curve to the standard KKR method. Figure 1 also
shows the error in the DOS (in Ryd) that is obtained by taking the difference between the DOS
calculated at each energy point using the two methods. Figure 2 shows similar results obtained
for becc Mo with lattice constant = 5.80 Bohr radii.

40.00

KKR F
35.00 | ----" 6 nn-shells

i
30.00 | I,
25.00 -

20.00 -

15.00

DOS (state/atom-Ry)

10.00
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0.00 *

0.06 |

— Y

error

-0.06 L | ‘
-0.6 -0.5

E-E, (Ry)

Figure 1. Comparison of KKR (solid curve) and screened KKR (dashed curve) DOS for fcc Cu.
The error in the DOS with respect to the standard KKR is also shown.

It can be seen from figures 1 and 2 that for both Cu and Mo the densities of states obtained
using the different techniques are essentially identical. The corresponding total energies differ
by 0.03 and 0006 mRyd respectively. In the calculation of the screened structure constants,
we used,.. = 3 andv® = 4.0 Ryd for both structures. For the fcc structure we useg 87
(six nn shells), while for bcc we uséd = 89 (seven nn shells). In both casks, = 3 was
used in the KKR calculations. Clearly, for these parameters the screened structure constants
are converged.
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Figure 2. A comparison of the DOS of bcc Mo. The KKR DOS is represented by the solid curve
and the screened KKR DOS is shown by the dashed curve. The error in the DOS with respect to
the standard KKR is also shown.

In table 1 we show the effect of truncation of the cluster size on the total energy. The
screened structure constants were calculated with fixed valugs ef 3 andv® = 4.0 Ryd.
Again, 1,,,, = 3 was used in the KKR calculations. Columns 2 and 3 show the errors in
the total energy using the screened KKR method with clusters containing various numbers of

Table 1. Calculated errors in total energy at different numbers of nn shells used in the calculation
of the screened structure constants. The table is for fcc Cu and bcc Mo at the respective lattice
parameterg = 6.83,a = 5.80 Bohr radiily. = Lyax = 3, andv® = 4.0 Ryd.

Cu Mo
error in error in
energy (mRyd) energy (mRyd)

1nnshell —2.95 *
2nnshells 0.75 *
3nnshells 0.26 —0.400
4 nn shells —0.02 *
5nnshells 0.03 —0.100
6 nnshells 0.03 —0.002

7 nn shells —0.006
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nearest-neighbour shells. The errors are measured with respect to total energies obtained using
the standard KKR method. For Cu, an accuracy06f03 mRyd is obtained for five nn shells.

For bce Mo, an accuracy of 0.002 is attained for six nn shells. An asterisk in the table indicates
that no SCF solution was obtained using the above parameters. Adjusting the height of the
screened potential to* = 1.0 Ryd, we were able to obtain a SCF total energy for Mo with
one nn shell that differs from the KKR result by 8 mRyd. For two nn shells, adjustment of the
screening potential to* = 8.0 Ryd resulted in a SCF total energy with an error of 0.5 mRyd.
Adjustment of thev* did not yield a SCF total energy in the case of four nn shells. It is not
clear why, in some instances, adjustment of the height t&fd to self-consistency and in other
instances it did not. It is not surprising that an approximation to the Green function using
screened structure constants that are not fully converged may result in a non-analytic Green
function.

There are differences between the calculations in this paper and those reported by Zeller
in reference [12]. For example, he uses direct sampling for the BZ integrations, the exchange—
correlation potential of Alder and Ceperley, and the full-potential MST. The calculated errors
in the total energy for fcc Cu listed in table 1 above show the same trend as those listed in
table | of reference [12]. The reason is that the differences in the total energies cancel out.
The primary difference between the calculations described here and those in reference [12] is
that Zeller calculates the total energy and the DOS at finite electron temperature. This enables
him to avoid problems that arise in zero-temperature calculations, which will be discussed.

Next, we show the effect that the height of the screened poterities on the total energy
as a function of the number of shells used in the calculation of the screened structure constants.
In figure 3, we plot the error in total energy of fcc Cu with lattice parameter6.83 versus
the number of nearest-neighbour shells. The screened KKR calculations were done at two
different screening potential$ = 4 and 8 Ryd, with,., = [,,.. = 3.

1.0 -
= i
& 0.0
E
P
(@]
] -1.0
c L
()
g ; fcc Cu
= 50 // a=6.83 Bohr
c B | =l =3
£ , max scr
’é L
& .30 ° ——Vv°=4.0Ry|
“"-\v°=8.0 Ry
n
| L L L L L L 1 L L L L L L L L L
1 2 3 4 5 6

number of nn shells

Figure 3. The errors in total energy calculated at two valuesofare plotted as functions of
the number of nearest-neighbour shells used to calculate the screened structure constants. The
calculations were done &at, = ., = 3.
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From figure 3, it is evident that for four and more nn shells, the strength of the screened
potential has essentially no effect on the total energy. Empty-lattice DOS calculations using
the screened KKR method are reported in reference [12]. These, however, do not address the
problems that arise in DOS calculations for real materials.

In figure 4 we show the calculated DOS of Cu,gt = /,,,, = 2 andv® = 2.0 Ryd where
only one nn shell has been used in the calculation of the screened structure constants.

40—+ PYSPN
[ fcc Cu
[|——1Ime=0.001 Ry 1 nn-shell
- Ime=0.005 Ry a=6.83 Bohr |
| =1 =2 -
max scr i
v®=2.0 Ry

DOS (state/atom-Ry)

O o 5 T T T S B S B E S RS
-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 0.1

E-E. (RY)

Figure 4. The screened KKR DOS for fcc Cu for one nn shell. The calculations were done at
lyer = Lnax = 2, andv® = 2.0 Ryd. The solid curve is the DOS calculated along a contour parallel

to the real axis that is 0.001 Ryd off in the complex plane. The dashed curve represents the DOS
calculated along a similar contour 0.005 Ryd off in the complex plane.

It can be seen that, for the above parameters, the DOS (solid curve) is negative in the

middle of the d bands. This is indicative of a non-analytic Green function. Recall that when
we perform SCF calculations we determineand calculate the charge density by integrating
over a contour in the complex-energy plane. Thus, any non-analytic behaviour in the Green
function will give rise to spurious results. The solid curve represents the DOS calculated along
a contour parallel to the real axis that i801 Ryd off in the complex plane (len= 0.001 Ryd).
The negative DOS are indicative of a spurious pole (or cut) in the Green function that is further
off in the complex plane than this. The density of states calculated along a contour for which
Ime = 0.005 Ryd (dashed curve) does not exhibit unphysical behaviour. Thus the effect of
this non-analytic behaviour will not be seen if calculations are performed at finite electron
temperatureT > 700 K.

Fromthe above studiesitis clear thatthe screened KKR produces results that are essentially
identical to the standard KKR ones if six (seven) nn shells are used for fcc (bcc) structures, but
truncation of the inversion to includ€4 nn shells may lead to unreliable DOS, and, in some
instances, can lead to non-analytic behaviour.
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4. Spin-polarized calculations

It is interesting to apply the screened KKR method to magnetic materials and investigate the
validity of the method in such calculations. We present total-energy calculations for bcc Fe
and fcc Ni in the ferromagnetic state using the screened KKR method. In the standard KKR
calculations used as areference, the structure constants are obtained from a polynomial fit rather
than the Ewald method. In these calculations, we obtain the screened structure constants at
le» = 3andv® = 4.0 Ryd. As before, the KKR calculations were done vijith. = 3. Figures

5 and 6 show total energies as functions of lattice parameters. The screened KKR calculations
for Ni were done withV = 13 (one nn shell), and those for Fe with= 27 (three nn shells).

-0.641 S : -
S
[ SO ——KKR ]
-0.642 [ ~ o —=-1 nn-shell ]
L Soe /—:7
ey [ =~ - il
@ -0.643 - R ]
< B ]
o 0644 ]
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(2]
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C  -0.646 - ]
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|
-0.648
'v®=4.0 Ry
-0.649 L S ‘ R : 1]
6.45 6.5 6.55 6.6 6.65

lattice constant (Bohr)

Figure 5. The total energy of fcc Ni as a function of the lattice parameter is shown. The solid
curve represents the standard KKR and the dashed curve the screened KKR total energies. The
calculations were done &t, = l,,.x = 3, andv® = 4.0 Ryd. Only one nn shell was included in

the cluster to calculate the screened structure constants.

The total energies were fitted to a third-degree polynomial to obtain the equilibrium lattice
constanti, total energyEp, and bulk moduluy. Table 2 shows the results.

Table 2. The equilibrium lattice constamb, total energyEy, and bulk modulus3y were obtained
for nickel and iron afy., = [,yqx = 3 andv® = 4.0 Ryd. N = 13 for nickel and 27 for iron. The
corresponding standard KKR values are also listed. The zero of energy for-80i$1 and that
of Fe is—2522 Ryd.

fcc Ni bcc Fe
Standard Screened Standard Screened
KKR KKR KKR KKR
(N =13 (N =27

ap (Bohrradii) 6.572 6.573 5.281 5.280
Eo (Ryd) —0.64803 —0.64307 —0.82884 —0.82924
Bg (Mbar) 2.20 2.29 2.21 2.16
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Figure 6. The total energy of bcc Fe is shown for five lattice parameters. The screened KKR
calculations were done at = 27,ley = lyqy = 3, andv® = 4.0 Ryd.

From table 2, the equilibrium lattice constants and bulk moduli agree well with the
corresponding KKR values. The equilibrium total energies differ from the standard KKR
values by about-5.0 mRyd for Ni and 0.4 mRyd for Fe. Also, magnetic moments calculated
for the two systems using the screened KKR method yield values that are different from those
obtained from the standard KKR calculations $9.002 Bohr magnetornug) for Ni and
0.005ug for Fe. Errors in the total energy and magnetic moment reduce considerably when
the number of sited/ used in the calculation of the screened structure constants is increased.
For nickel atz = 6.65 Bohr radii,N = 55 (four nn shells for fcc structure) and irorat 5.27
Bohr radii, N = 65 (six nn shells for bcc structure), the errors in the total energy are about
0.004 and 0.03 mRyd respectively. The corresponding errors in the magnetic moment are
—0.0003 and 0.000 Ot .

5. Conclusions

We have presented an alternative formulation of the screened KKR method that is derived
from simple manipulations of the multiple-scattering equations. The derivation focuses
on transformation of the scatteringmatrix rather than the Green function, and leads to

an expression for the-matrix for the system that is more transparent than previous ones.
To illustrate how the formalism works in practice, we performed total-energy and DOS
calculations for copper and nickel in fcc phases and molybdenum and iron in bcc phases.
It was found that the method yields total energies that are within tepRgé of the standard

KKR results. The high degree of accuracy is obtained only when the screened structure
constants are calculated witkb nearest-neighbour shells of repulsive scatterers. The effect
of the height of the repulsive potentials on the total energy was shown to be minimal using
converged screened structure constants. However, when the screened structure constants are
not converged, the total energy is more sensitive to variations in the strength of the screening
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potential. We have demonstrated unphysical features (negative DOS) that may arise in the
calculations when the maximum angular momentum, the number of neighbouring shells, and
the height of repulsive potentials are not chosen properly. The negative DOS, we believe, are
mainly due to spurious poles in the Green function. The poles appear at energies close to the
real axis (Ime ~ 0.001 Ryd), when the system’s Green function is obtained from the screened
structure constants that are not converged. We also pointed out that non-analytic behaviour is
not seen when calculations are done at finite electron temperature;00 K.

The equilibrium total energies calculated for Fe and Ni withnn shells were shown to
be in reasonable agreement with their standard KKR counterparts (a few mRyd). For these
systems the magnetic moments differ by only a few thousandthg tfbm the standard KKR
results. We pointed out that the total energy and the magnetic moment improve considerably as
more sites are used in the calculation of the screened structure constants. The method may be
used for tight-binding and near-tight-binding purposes to obtain accurate magnetic moments,
and good equilibrium lattice constants and bulk moduli.
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Abstract. We performed local density calculations of the electronic and positron states for a
300-atom model of bulk amorphous Nip 4Pdo 4P¢ 2. The procedure for constructing the model and
the resulting distribution of bond angles and free volume are described. Comparisons are made to
experiment and to models of amorphous Nig gPo .

0. Introduction

Bulk amorphous metals are an interesting class of new materials possessing unique properties
that offer exciting possibilities for applications to a broad range of technologies. In contrast
to the previous generation of amorphous metals, bulk amorphous metals can be produced
in bulk form at cooling rates as low as ~1 K s~!. The understanding of their structure, is
important to the explanation of their low cooling rate. One of the simplest and most studied
bulk amorphous metal is Nig 4Pdg 4Pg > [1]. We can benefit from the earlier work of Weber and
Stillinger [2] who developed interatomic potentials for the conventional metallic glass Nig gPg »
that were constructed specifically to reproduce the measured partial pair distribution functions
(PDFs) [3]. Structures generated using these potentials have been used as the basis for density
functional calculations of the electronic conductivity, density of electronic states, atomic
density, and optical reflectivity [4]. The agreement of these calculations with experiment
validates the atomic models and the interatomic potentials used in their construction. Recent
measurements of the PDF and the Pd distribution function of Nig4Pdg4Pg» [S] provide a
very useful guide for extending the potentials of Weber and Stillinger [2] to the ternary alloy
Nig4Pdg 4Pp . We describe the use of these potentials to generate a 300-atom unit cell model
of amorphous Nig4Pdy4Pp>. We have confidence in our model because it reproduces the
measured partial distribution functions, and electronic and positron states calculated with this
model agree with photo-emission and positron lifetime measurements. The calculations of the
electron and positron states were performed using the first-principles, order-N, locally self-
consistent multiple scattering (LSMS) method [6]. We analysed the structure to determine the
distribution of bonds, free volume, electronic states, and positron states. Comparisons were
made to models of the conventional amorphous metal, NiggPg,. The most striking contrast
is in the amount and distribution of free volume. Because free volume is so closely related to
diffusion and the kinetics of glass stability it may be the key to the glass forming ability of
Nig 4Pdg 4P 2.

0965-0393/00/030261+08$30.00 © 2000 IOP Publishing Ltd 261
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1. Computational technique: the LSMS method

The electronic structure of systems with a number of atoms, N in the unit cell as large as 300
cannot be obtained by conventional band structure methods. The LSMS method is an O(N)
multiple scattering method that is specifically designed for massive parallel processors [6].
It relies on several stationary properties of density functional theory to ensure accurate free
energy determination based on an electron density that is determined self-consistently at each
site [7]. The LSMS method makes the simplifying assumption that, for the purpose of solving
the Schrodinger equation, the effective potential beyond a cluster of neighbouring atoms (the
local interaction zone (LIZ)) surrounding each atom can be approximated by a constant. Each
atom is then taken to be at the centre of its own LIZ. In the calculations presented here the
atomic potentials are taken to be spherical and are obtained self-consistently within the atomic-
sphere-muffin-tin approximation [8]. The LIZ is taken to be a sphere of radius 10 Bohr radii.

2. Atomic model

The calculations were performed for a periodically reproduced cubic box containing an
amorphous network consisting of 300 atoms for which the atomic positions had first been
relaxed to a local energy minimum via two-body interactions [4].

The starting point for generating the amorphous configurations was a previously published
[4] structure for amorphous NiggPg,. This configuration was generated by random packing,
followed by interchanges to eliminate P—P neighbours, and finally relaxation via the pair
potentials of Weber and Stillinger. The Nig gPy, model structure has PDFs that agree well
with experiment. We have considerable confidence in this structure because it has been used
as the basis for many calculations that agree with experiment. However the algorithm that
eliminated P-P nearest neighbours only frees the sample of PP pairs that are closer than the
smallest Ni-Ni distance. To remedy this weakness, without completely abandoning this model
that has served us well, we scaled ‘r’ by a factor of 0.5 in the P—P potential in order to force
greater P-P separation. We also made a very small adjustment to the Ni—P potential. This
left the model substantially intact, but pushed those few closely-spaced phosphorus pairs to
positions clearly identifiable as second nearest neighbours. The Pd-containing structure was
then generated by randomly replacing half of the Ni by Pd. We then relaxed the structure using
Ni—Pd, Pd-Pd, and Pd-P potentials introduced to augment the already defined Ni—Ni, Ni—P,
and P-P potentials. The newly-introduced potentials were adjusted to optimize agreement
with the measured partial distribution functions. The potentials are of the form

Vii(R) = C;; g ey R=1.652194)"" [(;;R)™'? — 1)©(1.652 194 — a;; R) 60

with the parameters as given in table 1. ®(x) is the heaviside function. The PDFs from the
model are compared to the measured values [5] in figure 1.

Table 1. Parameters for potentials. Units: « is in units of inverse fcc Ni-Ni distance of 2.49 A and
Cisin 1072 ergs.

Ni-Ni Ni-Pd Ni-P  Pd-Pd  Pd-P P-P

Cij 1134 1.172 1.701  1.211 1.7011  0.567
ajj 1.000  0.900 1.080  0.850 0.950 0.755
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Figure 1. Comparison of model (full curves) amorphous pair distribution functions to
measurements by Egami er al [5] (broken curves).

3. Stability and diffusion

Like many metallic glasses (Ni,Pd;_,)¢sPo> alloys are associated with a deep eutectic. A
reasonable assumption is that at compositions where the liquid state is stable at unusually
low temperatures the amorphous phase, which is essentially a frozen liquid, has a free energy
competitive with alternative crystalline phases. If long diffusion paths are required to reach
energetically-favoured crystalline structures, or if diffusion barriers are high, the conditions
for glass formation are enhanced.

In crystals, the diffusion rate is controlled by the density of vacancies and the hopping
time. The hopping time depends on the height of the barrier to vacancy hopping. In glasses
the definition of a vacancy is not clear cut. Sietsma and Thijsse [9] have made progress
toward a workable definition of a vacancy in glass. They characterize the unoccupied regions
in the glass system according to their volumes and number of surrounding atoms. They
observe that annealing eliminates large, local, free-volume elements that have greater than
nine surrounding atoms. These large volumes, which tend to anneal out, are considered to
play the role of vacancies, while those that remain are thought to be similar to interstitial sites
or constitutional vacancies in crystals. The large and small volumes are referred to as holes and
voids, respectively. The distribution of free volume, because it dominates diffusion is likely
to play an important role in the kinetic stability of the glass.

We attempt to extend the understanding of the free volume in two ways. First, because
our model is based on matching the measured PDFs, there is the hope that it also reproduces
characteristics of the distribution of free volume found in the experimental sample. Hence,
we study the distribution of free volume in our model. Although the PDFs do not uniquely
determine the atomic arrangement, they do constrain it considerably and the distribution of
free volume in our model may be indicative of its distribution in a real sample. Second,
we study positron wavefunctions. Because positrons are repelled by the nuclei, injected
positrons spend most of their time meandering through the interstitial regions and vacancies
until they annihilate. If defects that trap the positrons are plentiful, the majority of positrons
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will diffuse through the system for only a short time before being trapped. Once trapped they
find themselves in a region of low electron density and have an extended lifetime characteristic
of the type of defect (i.e. in a crystal typical traps would be monovacancies and divacancies).
We take the initial steps necessary for interpreting the information available in the annihilation
photons; we calculate the positron density and lifetime.

4. Atomic structure

We can further analyse the structure by tabulating distributions of bond angles. We find that the
distribution of angles (figure 2) in Nig 4Pdg 4Py > is very similar to the distribution in NiggPy».
They both peak near &6 = 60° and 108° characteristic of icosahedral packing and differ only
in small details. Fcc packing would have had peaks at 60°, 90°, and 120°. The population of
bond angle can be subdivided according to whether the vertex atom is phosphorus or transition
metal and the number of phosphorus atoms among the remaining two atoms that form the
angle. The angle populations involving only transition metal atoms at the two compositions
are very similar and are very icosahedral in nature. The angles with a P vertex have very similar
distributions at the two compositions; the angles are predominately around 70°, consistent with
alower coordination around P. The case of a transition metal vertex and a P and transition metal
atom completing the angle shows the greatest change with composition. This change is because
Pd and Ni sit at different distances from the phosphorus due to their different sizes. The angles
formed by a transition metal atom at the vertex and two phosphorus atoms are distributed in a
broad peak (not shown) centred at 100° with no angles below about 80° because there are no
P-P nearest neighbours.

Another way of describing the bonds is to look at the atoms surrounding each bond. In a
perfectly icosahedral system each bond would have five surrounding atoms that are common

0.03
P-TT
0.02} TP . |
TTT o
o
0.01} 1
*f P Egﬂ';ﬁ" x *i***%
0 *_&_X}‘x T REE L ot
40 60 80 100 120 140 160 180

Bond Angle

Figure 2. The distribution of bond angles: the curves denote results for Nig gPo 2; the solid curve
is for all bond angles, the long-dash curve is for the P-vertex bonding to two Ni, the short-dash
curve is for the Ni-vertex bonding to a P and a Ni, the dotted curve is for all Ni. The symbols apply
to Nig 4Pdg 4P and are labelled in the key, T stands for Ni or Pd. For example, P-TT stands for
a phosphorus-vertex bonding with two transition metal atoms.
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Figure 3. The integrated distribution of free volumes: NiggPp> is denoted by a full curve and
Nig.4Pdo 4Py 2 is denoted by a broken curve.

nearest neighbours to the two atoms that form the bond. Fcc would have four bond neighbours.
In our models we find that the most commonly occurring number of bond neighbours is five.
About half the bonds have five bond neighbours, with the remaining bonds having numbers of
neighbours predominately in the ranging from four to seven. For transition metal bonds about
four of the surrounding atoms are transition metal atoms and one is P. The bonds with more than
five neighbours usually have an additional P. Again, there is no clear-cut distinction between
the two systems. From the point of view of bonds the structure behaves substitutionally, with
local dilation to account for the larger size of Pd, but on average preserving the bond angles.
This is consistent with the observation made by Egami ef al [5]: that the PDFs are roughly
concentration independent; and the observation of Alamgir et al [10]: that the core levels are
roughly concentration independent. It is doubtful that these small differences in bond statistics
can be held accountable for the much greater glass forming ability of Nig 4Pdg 4P -

Another way to characterize the atomic structure is to look where the atoms are not. We
construct Voronoi polyhedra [11] according to the radical plane construction [12] using the
radii 2.293, 2.66, and 1.963 au for Ni, Pd and P, respectively. We then shift our attention to
the points farthest from the atoms, the vertices of the Voronoi polyhedra. These are the points
associated with the free volume [9]. For each vertex we find the largest sphere that does not
overlap any atomic sphere. We then group those vertex-centred spheres that overlap each other.
The space defined by the overlapping, vertex-centred spheres defines a cell of free volume. The
distribution of the volumes of these cells is shown in figure 3. The figure shows the integrated
free volume (i.e. the sum of all free volume below a limiting void or hole size). There are
two major differences between the two compositions. The Pd-containing composition has less
free volume and less of the free volume is associated with large-volume cells. This could be
a manifestation of the higher packing fraction possible with a distribution of atomic sizes.

In bulk amorphous alloys, as proposed by Sietsma and Thijsse, diffusion is probably
controlled by the large free volumes, holes, that are smaller than vacancies but larger than the
interstitial volumes in ordered materials. Reduction of the number of these holes may be the
mechanism by which bulk amorphous alloys are prohibited from diffusive transformation to
the crystalline ground state even when cooled slowly. It would be valuable to have measured
values for the positron lifetimes at these two compositions. The validity of our model free-
volume distributions would be supported if the lifetime was longer for NiggP», indicating
that the more plentiful holes trapped the positrons.
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5. Positron states

Positrons are trapped by defects, particularly vacancies. When they annihilate they provide
information about the electron density at the defect as well as the atomic species of surrounding
atoms. In a simple system, such as well annealed Cu with a few well dispersed monovacancies,
two lifetimes are observed. One is a short lifetime associated with itinerant positrons in the
bulk, and the other is a longer lifetime associated with positrons trapped at the vacancies. The
density of vacancies and the electron density at the vacancy site can be determined. In more
complex systems there may be one lifetime, or several lifetimes. For example, amorphous
metals typically have one broadened lifetime, the interpretation of which is not clear. It is still
debatable whether all annihilation is of the bulk type or from defects. In these more complex
systems models are needed to extract useful information from the positron experiments.

The two photons created when a positron annihilates with an electron carry away the
momentum and energy of the pair. Because the positrons have (shortly after injection) only
thermal energies, a high-momentum photon pair indicates annihilation with a high-momentum
core electron, rather than a low-momentum valence electron. The high momentum part of the
core annihilation profile as a function of momentum is characteristic of the element and can
be obtained by experiments on the pure element and by calculation [13]. In multicomponent
systems, the high momentum profile of positrons trapped in vacancies can be compared to
profiles from the pure elements to indicate the atomic number of the atom whose core electron
participated in the annihilation [13]. The simplest assumption is that the atoms participating
in the annihilation are nearest neighbours of the trapping defect.

At this stage we can calculate the positron wavefunctions and determine which nuclei
have the greatest overlap with the positron density. We did this by calculating the
electrostatic potential of our self-consistent electron density. The local approximation to the
electron—positron correlation potential [ 14] was added to the electrostatic part to provide a one-
particle Schrodinger equation for the positrons. We used the LSMS to solve for the positron
wavefunctions. The site decomposed density of states shows that the low-energy positrons
are predominately on P sites. The product of the electron and positron densities adjusted for
correlation and multiplied by the annihilation cross section gives the positron annihilation rate
[14]. We have not yet incorporated the matrix elements that couple the positron wavefunctions
to the electronic core levels. Therefore, we cannot predict the characteristic patterns that will
be seen in high-momentum positron annihilation experiments on Nig 4Pdg 4Py > when they are
carried out. We have observed that the positrons have their greatest overlap with the phosphorus
core so we can anticipate that the high-momentum annihilation will indicate annihilation at
phosphorus cores.

We can compare our calculated positron lifetime to some interesting preliminary
measurements by Somieski [15] of the positron lifetime in Nig 4Pdg 4P ». Their measurements
give lifetimes in an as-quenched specimen distributed in the range 140-180 ps [15]. After
annealing for 24 h at 200 °C a second group of lifetimes appears in the range 100—120 ps.
Our calculated average lifetime for the lowest eight positron states is 114 ps. One possible
explanation of these results is that the as-quenched sample has large defects similar to quenched-
in thermal vacancies in rapidly-cooled crystals. These defects in the amorphous structure may
have long lifetimes in the 140-180 ps range. These defects could have large trapping cross
sections that could account for nearly all annihilation events. In the computer-generated model
these large vacancies are probably precluded by the model construction procedure. When the
experimental sample is annealed, the number of large vacancies is reduced and eventually
the smaller-free-volume cells similar to those seen in the model begin to trap positrons with
sufficient probability to be observed in the experiments in the range 100—120 ps.
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6. Electronic states

The electronic density of states is modified considerably by the addition of Pd (figure 4).
Substitution of Pd for Ni greatly increases the overall d-band width of Nig 4Pdg 4Py relative
to Nig gPg > [4]. This occurs because of the broader d-band width of elemental Pd and because
the centres of the Ni and Pd d-bands are displaced from each other. The Ni states occupy
the upper part of the band and the Pd states dominate in the lower part of the band. This
separation is seen in the behaviour of the x-ray photo-emission spectrum (XPS) as a function
of Pd concentration [10].

N w B 8]
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Figure 4. Density of states as function of electron energy for amorphous Nig 4Pd 4P 2; the zero
of the energy scale is the Fermi energy. The dash—dot curve is the XPS calculated using a rough
approximation to the inclusion of matrix elements (arbitrary units).

There is a long tail of states below the d-band that are contributed equally from Ni, Pd,
and P states. From our experience with Ni—-P we speculate that these tail states are somewhat
localized due to the disorder. The fact that all species contribute equally to these tails would
tend to make them independent of composition. This can be seen in the lack of composition
dependence of the XPS data between 5 and 8 eV.

We find low-lying phosphorus states split-off from the d-bands. These states may be
responsible for the barely perceptible bulge in the XPS data at a binding energy of 12.5 eV.

Our calculated density of states at the Fermi energy is higher than that seen in the XPS.
Furthermore, we did not see a minimum in the density of states near the Fermi energy that,
if present, would have indicated the effects of the stabilizing mechanism suggested by Nagel
and Tauc [16]. Our density of states has a dip at 4.5 eV that is not seen in the XPS. A
further difference between the density of states and the XPS is that the XPS d-band is almost
symmetric about the band centre, while the calculation shows a strong Ni peak at the upper
d-band edge. In order to show how inclusion of matrix elements affect the agreement, we
plotted the weighted sum of the Ni and Pd densities of states. We weighted the Pd states by a
factor of four relative to the Ni states. This is based on the statement of Almagir ez al [10] that
the P matrix element is very small and the matrix element for Pd is four times as large as for
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Ni. This rough approximation to a true calculation [17] of the XPS gives excellent agreement
with the measured spectrum.

7. Conclusions

We have used the PDFs recently measured by Egami et al [5] to develop interatomic potentials
suitable for Ni-Pd-P amorphous alloys. We do not make any claim for the usefulness of the
energy comparisons based on these potentials. Combined with the procedure of randomly
packing hard spheres they should be viewed as part of an interpolation or extrapolation
procedure that can use the PDFs of Nig gPy, and Nig4Pdo 4P to construct models at other
compositions. The geometric properties of the model are discussed along with the resulting
electron and positron states. The comparisons of the electronic density of states and positron
lifetimes with measurements are promising. These comparisons are not straight forward and
there are additional questions to be addressed; still, it is fair to say at this stage that there are
no contradictions that discredit the validity of our model structure.
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Using half-metallic ferromagnets in spin-dependent devices, like spin valves and ferromagnetic
tunnel junctions, is expected to increase the device performance. However, using the half-metallic
ferromagnet NiMnSbh in such devices led to much less than ideal results. One of the possible sources
for this behavior is atomic disorder. First-principles calculations of the influence of atomic disorder
on the electronic structure of NiMnSb underline the sensitivity of half-metallic properties in
NiMnSb to atomic disorder. In this article, we report on the disorder dependence of the total
magnetic moment calculated by applying the layer Korringa—Kohn—Rostoker method in
conjunction with the coherent potential approximation. We consider the following types of disorder:
(1) intermixing of Ni and Mn,(2) partial occupancy of a normally vacant lattice site by Ni and Mn,

and (3) partial occupancy of this site by Mn and Sb. In all cases the composition is kept
stoichiometric. All three types of disorder decrease the moment monotonically with increasing
disorder levels. For the experimentally seen disorder of 5% Mn and 5% Sb on the normally vacant
lattice site, the total moment is decreased by 4.1%. The results suggest that precise measurement of
the saturation magnetization of NiMnSb thin films can give information on the disorde20@®
American Institute of Physic§S0021-897@0)50008-5

INTRODUCTION CALCULATION

. . : : o ) NiMnShb crystallizes in the Glstructure. It consists of
Spin-dependent devices increasingly gain importance ”é

o . : . ._four interpenetrating fcc lattices labeled A, B, C, and D.
many applications. Spin valves are being used in hard-dis ites A, B, and D are occupied by Ni, Mn, and Sb, respec-

read he_ads and i_n many sensors. B_oth spin val\/_e§ and fe”ﬂ\'/ely, while site C is unoccupied. We apply the layer
magnetic tunnel junctions are considered as building b'°Ck?<orringa—Kohn—Rostoker method in conjunction with the
for nonvolatile memory devices. Spin-dependent devicegoherent potential approximatidh KKR—CPA)X to calcu-
gain efficiency if the spin polarization in their ferromagnetic |ate the total magnetic moment of NiMnSb with atomic dis-
thin films is increased. An ideal 100% spin polarization atorder. The types of disorder we consider are summarized in
the Fermi energy is found in half-metallic ferromagnets. TheTable |. Type A-B has intermixing of Ni and Mn. In the
semi-Heusler alloy NiMnSb is such a ferromagdrfeand it case of disorder type C (T the normally empty site C is
has been attempted to use NiMnSb in spin-dependemccupied by Ni and Mr(Mn and Sb. In all cases the com-
devices’® However, the results are not consistent with aposition is kept stoichiometric. X-ray diffraction measure-
high spin polarization. It has been pointed out that atomiaments by Kautzkyet al!! are consistent with disorder type
disorder in the related half-metallic ferromagnet PtMnSb carC’ and a disorder level of 5%. The experimental lattice
significantly influence the half-metallic property of this constant? of 5.927 A is used throughout. We use the atomic
material! First-principles electronic structure calculations sphere approximation with an empty sphere for unoccupied
for NiMnSb show indeed that a disorder level of only a fewsites. In our calculations we use the layer doubling
percent is sufficient to create minority-spin states at thealgorithm2® repeating111) layers with four sites in the layer
Fermi energy and significantly reduce the spin polarization.
Such disorder levels are realistic in thin filfrsnd thus in-  TABLE 1. Types of disorder considered in this article. The second column
deed could be the explanations for the present failure to pro's_hows the sit_es with interchange of ato(nsvacancie)s_ Occupancies of the

. . . . . . four lattice sites are shown for the three types of disorder.
duce half-metallic NiMnSb films in spin-dependent devices

In this article we will show that a second consequence of  Disorder Occupancies
atomic disorder is the reduction of the magnetic moment in" 1y scheme Site A Site B Site C__ Site D
NiMnSh. , ,

A-B A<B Ni;_ Mn, Ni,Mn; Sb

C AB—C  Nij_y Mn; NiMn,  Sb

c BD—~C  Ni Mn;_, MnSh  Sb_,
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L B L L B LAY + 0.02 ug in a polycrystalline sample. Kabaat al? report

a moment of 3.97= 0.08 ug for single-crystal material. The
same group reports a moment of 3:90.2 ug for thin-film
samples obtained by coevaporation of Ni, Mn, and Sb. In this
case, the samples were annealed at 500 °C for 2 h. The ap-
parent reduction of the moment should be more pronounced
for NiMnSb thin films used in spin valves and tunnel junc-
tions which require lower annealing temperatures and thus
higher levels of disorder can be expected.

In order to better understand the effect of disorder on the
half-metallic property of NiMnSb and the implication for
spin-dependent devices it will be helpful to obtain precise
as | i structural and magnetic measurements on thin-film samples.
A precise measurement of the magnetization in thin films for
which both the atomic disorder and the spin-polarizations are

50 o known would in our opinion lead to an independent check of

"0.01 0.1 1 10 predicted changes of the electronic structure due to atomic
. disorder and thus help validate the argument that failure to
Disorder x (%) Lo . . L
FIG. 1. Calculated total magnetic moment as a function of the disorder IevePrOduce half'm_etalllc NiMnSb films is due to atomic disorder.
for A—B-type disordeksquare} C-type disordefup triangles, andC’-type In conclusion, we reported on the dependence of the
disorder(down triangles The dotted line shows the moment calculated for total magnetic moment of NiMnSb on atomic disorder. The
ordered NiMnSb. Open symbols indicate a spin polarization below 100%moment decreases with increasing disorder. A calculated
The lines between the data points are to guide the eyes. moment below 3.8z was seen in those cases with minority-
spin states at the Fermi energy. While more data on atomic
disorder in NiMnSb thin films is needed it will also be inter-

unit cell. All numerical results are based on fully self- ~". : .
: . . . . esting to precisely measure the low-temperature saturation
consistent calculations performed with a basis set that in-

. . magnetization.
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Abstract. The use of the relativistic and spin-polarized real-space Korringa—Kohn—Rostoker
(KKR) method is limited to small systems (less than 100 atoms). This is due to the prohibitively
large CPU times needed for the inversion of the KKR matrix. To study systems of more than a
thousand atoms, we have implemented the concept of a screened reference medium, within the
fully relativistic spin-polarized version of the real-space locally self-consistent multiple-scattering
method (LSMS). The LSMS method makes use of a local interaction zone (LIZ) for solving the
quantum mechanical problem, while the Poisson equation is solved in the whole space. The
screened reference medium gives rise to sparse KKR matrices and using state-of-the-art sparse
matrix technology a substantial reduction in the CPU times is obtained, enabling applications
of the method to systems whose LIZ consists of more than a thousand atoms. The method is
benchmarked by application to the elemental transition metals, the fcc (face-centred-cubic) Co
and Ni, and the bee (body-centred cubic) Fe, and compared to the results of the conventional k-
space methods. The convergence in real space of the magnetic moments, the magnetocrystalline
anisotropy energy and the orbital moment anisotropy is discussed in detail.

1. Introduction

First-principles quantum mechanical calculations of the magnetic properties of periodic solids
are usually performed by means of k-space methods. However, not for all problems of interest
can one exploit translational invariance. These include compositional inhomogeneities and
strains at surfaces, interfaces and grain boundaries, nanostructures such as nanowires and
nanoclusters with potential applications as giant-magnetoresistance (GMR) systems [1, 2].
Very often, the lowering or loss of symmetry determines the technological importance of
materials. The magnetocrystalline anisotropy energy (MAE), for example, tends to be much
larger at the surface than in the bulk, and its direction in thin films is determined by the deposited
material and the layer thickness [3,4].

In k-space, surfaces can be treated as layered structures with the two-dimensional
periodicity in the plane, and one real-space dimension in the perpendicular direction. If
planar disorder occurs, one uses large two-dimensional unit cells, which are periodically
repeated. Inside these cells, the real-space problem has to be addressed. At interfaces and
grain boundaries, the periodicity is eventually completely lost and the problem needs to be
treated entirely in real space.

0953-8984/00/398439+16$30.00  © 2000 IOP Publishing Ltd 8439
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In this paper, we present the screened real-space fully relativistic spin-polarized Korringa—
Kohn-Rostoker (KKR) method. Here real space is implemented along the lines of the locally
self-consistent multiple-scattering (LSMS) formalism [5, 6], where it is assumed, for each site
of the solid, that the quantum mechanics is determined by the surrounding atoms, while the
Poisson equation is solved in the whole space. Thus, each site is considered as the centre of a
local interaction zone (LIZ), and the electron density on this site is calculated by considering
only the multiple-scattering processes from the neighbouring sites in the LIZ.

Incorporating relativistic effects in the unscreened version of the LSMS method, Beiden
et al [7, 8] have explored the convergence, as a function of the LIZ’s size, of the spin and
orbital magnetic moments and the magnetocrystalline anisotropy energy of elemental transition
metals. Fast convergence in real space has been observed for the bec Fe and the fcc Co. For the
fcc Ni, for less than four shells of atoms in the LIZ, no magnetic moment has been obtained.
Moreover, no convergence for the magnetic moment and the MAE has been observed within
the LIZs of up to 135 atoms (seven shells).

In the unscreened formalism, it is very difficult to deal with the LIZs of more than a hundred
atoms, because the inversion of the KKR matrices scales as O((2 X (Iax + 1)2 x M)?) with the
number M of atoms in the LIZ. Here [,,,,, defines the angular momentum cut-off, and the over-
all multiplication by 2 is due to the relativistic quantum mechanics. The required CPU times
become quickly prohibitive. However, on introducing the screened reference medium [9], a
concept originating from Andersen’s tight-binding formalism [10, 11], and implemented in the
KKR method by Zeller et al [12], the structure constant matrices become sparse and, as has
been previously shown [13], the matrix inversion times can be substantially reduced by using
state-of-the-art sparse matrix technology. Consequently, as will be demonstrated in the present
paper, much larger LIZs become accessible to numerical investigation.

The screening technique has so far been applied to situations where real space enters
either as zero or one dimension. It is either used as a means to generate k-dependent structure
constants by a lattice Fourier transform, without the need to use the Ewald summation [14],
or in applications to layered systems where a two-dimensional Fourier transform over the
layer is performed whilst the remaining dimension is dealt with in real space [16]. Here we
present a study with screening without any lattice Fourier transform. Such a study has not
been done before and the motivation was to determine the convergence of the method and
the usefulness of this approach for calculating the magnetocrystalline anisotropy energy for
complex systems. An important aspect of our approach is the use of state-of-the-art sparse
matrix technology [17] to push our method to the largest possible system sizes with the present
generation of workstations. The physics being targeted by this methodology is the study of
the MAE and the orbital moment anisotropy in circumstances of low symmetry which occur
at relaxed surfaces and interfaces, steps at surfaces, impurities and surface alloying. These are
situations that cannot easily be studied by k-space methods.

The remainder of the paper is organized as follows. In the next section, we present the
formalism of the screened real-space KKR method, and discuss difficulties associated with
the non-periodic reference medium. In section 3, we describe how to construct the screened
structure constant matrix, and introduce the approximations enabling us to study systems with
significantly more than a thousand atoms. Here, to benchmark the present method against the
existing k-space methods, all calculations have been performed for the elemental fcc Co and
Ni, and the elemental bcc Fe. In section 4, we concentrate on the convergence of the magnetic
moments, and discuss the validity and accuracy of the approximations employed. We compare
the present results for the spin and orbital moments, and the MAE and the orbital moment
anisotropy (OMA), for Fe, Co and Ni, to those obtained with the standard k-space methods.
Finally, in section 5, we draw our conclusions.
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2. Theory

For the sake of clarity and comparison with the k-space methods, in this paper we concentrate
on bulk materials, with all atoms equivalent. In the LSMS formalism such systems are
approximated by a single LIZ consisting of M atoms of the material: LIZ = {p} where
the sites p are such that [R, — Ry| < Ry,z, i.e. the atoms are contained within a sphere
of radius R, around the central site Ry. Beyond the R;,, the boundary of the LIZ, the
potential is set to zero, i.e. the muffin-tin zero. The Poisson equation is solved for the infinite
real system, whereas for the quantum mechanical problem the LIZ is used. The scattering-path
matrix for the cluster of M atoms is obtained as

T (E) = [y (E) = Gy1™". M
The LIZ t-matrix, 7, has M non-zero sub-blocks on the diagonal, each corresponding
to a specific single-site scattering matrix f;, where j is one of the M atoms in the local

interaction zone. The free-space structure constant matrix, G, consists of the site- and angular-
momentum-decomposed matrix elements of the free-space propagator:

Gy ={G""((E)}  GU(E) ={G}["(E)) 2)
where p and n run over all the sites in the LIZ.
The electronic and magnetic properties are derived from the multiple-scattering Green’s

function, G(r, r'; E), of the system. In the vicinity of the central site Ry, it can be written
as [18,19]

G(r.v E) =Y Za(rO)Tin (E)Z3 () = > Za(r) IS (rs). 3)
AN A

Here, 7o = 7 — Ry and rj = ' — Ry, and 7 (r..) means the smaller (bigger) of (r, r'). The
relativistic Green’s function, G(r, r'; E), is a 4 x 4 matrix, A stands for the pair of relativistic
quantum numbers (k, i), and Z, and J, represent respectively the normalized regular and
irregular scattering solutions to the single-site Dirac equation. x refers to taking the complex
conjugate of only the spherical harmonic, and not the radial part of these solutions. The site-
diagonal matrix elements of the scattering-path operator, 12(? > give the scattered wave at site
0, due to an incident wave at 0, taking into account all possible scattering processes in between.
It is obtained as the 00 site-diagonal sub-block of 7, of equation (1) and is actually the only
part of 7, which is needed for the Green’s function of equation (3).

In the KKR method, knowledge of the Green’s function, G (r, r’; E), allows one to calc-
ulate such quantities as the charge density p(r), spin magnetic moment my;, and orbital
magnetic moment 1m,,p.

The force theorem [20], which follows from the variational character of the total energy,
defines the change in the total energy between two states with similar charge densities to
be equal to the change in the sum of the one-electron energies E,,,. Consequently, the
magnetocrystalline anisotropy energy, being the difference in the total energies corresponding
to two different magnetization directions, is defined as

occ Er,

N occ N EF1 >
Eyca= Yy EMI 3" g1 = f dE nyy (E)E — / dE njy, (E)E )

where nxr, (E) and N5, (E) are the single-particle densities of states when the magnetization

is in the directions []\7[ 1] and [Mz], respectively. Here Ep, and Ep, are the Fermi energies
corresponding to the single-particle densities of states nyy ,(E) and ny; ,(E).

The major computational effort of the real-space method is associated with the
determination of 120  through the matrix inversion in equation (1). The free-space structure
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constants are long ranged, i.e., all the sites in the LIZ are connected to all the other sites in the
LIZ, and the matrix inversion times scale as O(N?) with the matrix dimension N. Following
Andersen et al [10, 11], Zeller et al [12] have proposed a new reference medium where the
structure constants decay exponentially in real space. This reference medium consists of
spherically symmetric constant repulsive potentials at the non-overlapping muffin-tin sites. In
the interstitial space, the potential remains zero. The exponential decay of the corresponding
so-called ‘screened’ structure constants is due to the fact that, in the energy range of the valence
bands, and with repulsive potentials in excess of 2 Ryd, there exist no eigensolutions for the
new reference system.

The scattering with respect to the new reference medium is described by the scattering
matrix

Aty =t; —1}° (5)
where #; and 7} are respectively the 7-matrices of the muffin-tin potential and the repulsive

potential. The structural Green’s function for the screened reference medium is obtained from
the Dyson equation

Gy = G =13 Go) " ©)
Similarly to equation (3), the Green’s function for the LIZ can be written in terms of the new
scattering-path operator:

Tam(E) = [(ADy (E) — Gy1™! )
and the single-site solutions are now defined with respect to the difference scattering potential.

The change of reference medium is a purely mathematical concept, and completely
identical Green’s functions are obtained when the matrices in equation (6) involve the entire
LIZ. However, it has been shown by Zeller [14] that, because of the exponential decay in
real space, the screened structure constants connecting sites at R, and R,, can be ignored
if |IR, — R,| > Ry, and that only those with |[R, — R,| < R,. need be considered.
Here R,. denotes a certain distance, called the screening radius, beyond which the screened
structure constants are essentially zero. Consequently, the screened structure constants are
still calculated through the Dyson equation (6), but by inverting clusters of much smaller size
than the LIZ.

In periodic systems, all the sites of the infinite reference medium are equivalent, and
the k-space screened structure constants, G, (k, E), can be calculated by lattice Fourier
transformation. Because of the exponential decay, the summation converges fast and does
not require the Ewald procedure [14]. When applied to layered systems, the screening leads
to band diagonal matrices [15, 16]. In real space, the important feature associated with the
new reference medium is the sparsity of the screened structure constants, which results from
the exponential decay of its matrix elements in real space. In fact, as has been shown in
reference [13], by applying a specific sparse matrix solver [17], and depending on the degree
of sparsity, the inversion scales essentially as O(/N) with matrix dimension N. This means
that we can expect considerable gains in the execution times of our code when exploiting the
freedom of choice of the reference medium.

There is however a drawback. The structure constants for the free-space reference
medium are known analytically, whereas the screened structure constants have to be calculated
numerically (equation (6)). As can be seen from figure 1, our reference system for the LIZ
is not translationally invariant. The repulsive potentials are placed only on those sites that
correspond to atoms in the LIZ. Outside this zone, the reference medium is the free space.
Therefore, every site is surrounded by a different scattering neighbourhood, and the screened
structure constant matrix for the LIZ cannot be reconstructed by translations of the screened
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Figure 1. The reference medium for the screened real-space method. In the area covered by the
LIZ, constant repulsive potentials at the muffin-tin sites are used (dark spheres). Outside this area
the reference medium is free space (white spheres).

structure constants, calculated for one limited small cluster contained within a screening radius.
To find the screened structure constant matrix we can either invert the matrix for the entire
LIZ, which is clearly not an economical solution, or we can calculate the screened structure
constants for each site of the LIZ by inverting a small matrix corresponding to the sites within
its screening radius. This means that some of the gain in CPU time that results from dealing
with sparse matrices will be lost in the construction of these matrices.

The speeding up in the matrix inversions, with respect to ordinary LU decomposition,
allows one to study much larger cluster sizes than was previously possible. In the next section
we will discuss how this gain in the CPU time can be maximized, and what approximations
can be used to further increase the size of the LIZs.

3. Matrix construction and approximations

The execution time of the sparse matrix inversion is to a large extent determined by the degree
of sparsity, i.e., the number of matrix elements that are zero. Therefore, the aim is to make the
screened structure constants as short ranged as possible. However, a cutting off of the screened
structure constants after only a few shells, for example a screening radius of one or two shells,
can only be justified if the height of the repulsive potentials causes the screened structure
constants to decay quickly enough that they can be neglected beyond that distance. Moreover,
the height of the repulsive potentials has to be chosen according to the energy window of
applicability. It has been previously noted [14] that the energy range of applicability of the
screened KKR method is larger for higher potentials, and that accurate densities of states
(DOS) for energies of up to 3 Ryd can be obtained with a repulsive potential of 8 Ryd. In the
present work we have used a screening potential of 4 Ryd to reproduce reliably the DOS at the
energies corresponding to the valence bands and the angular momenta up to /,,,, = 3.
Concerning the screening radius, we find that three shells of screening are sufficient to
reproduce the DOS of bce Fe. For Co and Ni, which crystallize in the more close packed fcc
structure, two shells of screening are sufficient. Compared to the unscreened results, for these
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respective screening radii, the total energies are reproduced with the precision of 1073 Ryd,
whereas the spin magnetic moments have been calculated with the accuracy of 107! up. A
larger screening radius implies more accurate computed values, meaning that for example
the spin magnetic moment of Fe can be determined with the accuracy of 107> g, when a
screening radius of five shells is used. However, in this case, the sparsity of the screened
structure constant matrix is considerably reduced, and the matrix inversion time increases
accordingly.

In the absence of structural disorder in the cluster, in the central region of the cluster
the translational invariance is fulfilled, and only the sites at the surface are surrounded by a
different number of sites within the screening radius. Moving to ever-increasing cluster sizes,
the relative importance of the surface with respect to the central area decreases. Therefore, one
might expect that for large LIZs, it would be a good approximation to assume translationally
invariant structure constants on all the sites. We have tested this assumption by calculating
the spin magnetic moment on the central site of the Co cluster as a function of the number of
shells in the LIZ. As can be seen in figure 2, even with 29 shells (1055 atoms) in the LIZ, the
magnetic moment shows no sign of convergence. Since, however, it has been shown in the
unscreened calculations [7] that the magnetic moment has been converged for smaller LIZs,
we have to conclude that the use of the translationally invariant screened structure constants is
not justified. Assuming translationally invariant screened structure constants is equivalent to
having a reference medium with the repulsive potentials both inside and outside the LIZ. The
physical picture that it corresponds to is that of a muffin-tin potential within the LIZ, embedded
in a repulsive potential, giving rise to a quantum well with standing waves inside the chosen
cluster [21]. In calculations for layered systems, with only one real-space dimension, this
problem, though noticeable, is less serious [16].
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Figure 2. The magnetic moment of Co as a function of the number of shells in the LIZ. The
reference medium is assumed to be translationally invariant.

The matrix dimension N is determined by the size of the LIZ, and the angular momentum
expansion of the structure constants, i.e., N = 2([yqx + 1)? x M, where l,,,, is a maximum
value of the on-site angular momentum cut-off. It has been suggested earlier [7] that it is
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sufficient to use large values for /,,,, only on the first few shells of the cluster, and to reduce
Inax on more distant shells of the LIZ cluster. This of course reduces the matrix dimension
considerably, as we now have

M
N =Y 2(max; +1)
i=1

with i the atom index for the M -atom LIZ. In a tight-binding picture of the electronic structure,
this approximation can be justified by noting the fact that for example the d electrons are more
localized than the s electrons, and therefore the d levels on a remote atom will only have a
negligible effect on the electronic properties of the central site. If this approximation were
justified, it would be sufficient to use only /,,,, = 0 on all the outer sites of the cluster. This
would imply further that one could consider extremely large LIZ sizes, and at the same time
reduce the time needed for the reconstruction of the screened structure constant matrix. We
shall explore this possibility further in the next section.

4. Results and discussion

In comparison with the standard KKR k-space calculations, the present method relies on three
major approximations: the size of the LIZ, the angular momentum cut-off and the screening
radius. In this section we shall discuss our results for the convergence of the magnetic properties
on the central site of the LIZ as a function of the number of shells in the LIZ. Furthermore, we
shall analyse the dependence of the results on the angular momentum cut-off, i.e., the second
approximation. The third approximation, associated with the value of the screening radius, is
considered when comparing our results to those of the equivalent k-space methods.

4.1. Convergence

In figure 3 we show the convergence of the spin and orbital magnetic moments in Co, as a
function of the number of shells in the LIZ. The angular momentum configuration in the LIZ
used in these calculations is referred to as ., = 332617, meaning that on the central site
and the nearest- and second-nearest-neighbour shells we have included angular momenta up
to Luar = 3, then on the atoms belonging to the six subsequent shells we have set /,,,,, = 2 and
for the rest of the sites we have used /,,,, = 1. For Fe, shown in figure 4, additionally to the
angular configuration used for Co, we have also performed calculations for the /,,,,, = 33m
configuration and the corresponding results are plotted in the relevant panel for comparison.
As can be seen in figure 5, the latter configuration has also been studied for Ni, but instead of
the /,,,, = 332°1” angular momentum configuration, we have performed calculations for the
Lnax = 3%2%0" configuration. Our test studies have shown that, although the converged value
depends on the choice of the screening radius, the convergence pattern is independent of it.
As a consequence, the observed convergence behaviour has been obtained by using screening
radii of respectively one shell for Co and Ni, and two shells for Fe.

As can be seen in figure 3, in the case of Co for LIZs larger than 17 shells, i.e., 459 atoms,
all the calculated properties for the central site are converged. The magnetic moments of Fe
are seen to converge at around 17 shells in the LIZ. The converged value is 2.05 pp. This
value differs by approximately 0.05 w p from the result obtained with three shells of screening,
i.e., a change of 2.5%. The results obtained with three shells of screening are generally in
better agreement with the results obtained with the free-space reference medium.

For Ni the situation is different. It has been noticed in the unscreened calculations that
one has to include at least five shells in the LIZ to obtain a magnetic moment at all [7], and that
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Figure 3. Convergence of the spin and orbital magnetic moments of fcc Co as a function of shells in
the LIZ. The angular momentum configuration used is [,qx = 3°201" (dotted line). The screening
radius consists of one shell. The dashed line corresponds to the KKR k-space result [24].

the moments showed no sign of convergence even for seven shells in the LIZ. Larger cluster
sizes could not be investigated with the unscreened real-space code, as the CPU times became
prohibitive. With the screened version of the method one can explore much larger cluster sizes,
and we find that the magnetic moments only start to converge for LIZs containing more than
1200 atoms, i.e., at least 32 shells. For the LIZ of 1253 atoms (33 shells, /,,ox = 3°200%),
we find the converged value of the spin magnetic moment to be 0.598 pz. Note that in our
calculations, /,,,,, = 3 has been implemented only on the central site and the two surrounding
shells. Including also the I = 3 contributions from further shells changes the moments on
the central site only marginally. Equivalently, the inclusion of the [ = 1 scattering channel
from all the sites in the LIZ leads only to minor changes in the moments, which is why the
| = 1 contributions beyond the eight shells are ignored in the case of Ni, where we have to
investigate very large cluster sizes. The fact that the [ = 3 and / = 1 contributions do not
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Figure 4. Convergence of the spin and orbital magnetic moments of bcc Fe as a function of
the number of shells in the LIZ. The angular momentum configurations used are /5, = 33201n
(dotted line) and lyqy = 332™ (solid line). A screening radius of two shells is used. The dashed
and dashed—dotted lines correspond to the KKR k-space results given by Strange et al [25] and
Ebert et al [24].

significantly influence the convergence of the magnetic moments might, in the tight-binding
picture, be understood as being related to the fact that f or p electrons of these constituent
atoms hardly contribute to the valence band on the central site.

The execution times of the self-consistency cycles increase significantly as a function of
the number of sites with /,,,,, = 2. Therefore in the case of Ni for example, when going beyond
the eighth shell, both the / = 2 and [ = 1 scattering channels are no longer included, which
means that in the present approximation (dotted line in figure 5), the p, d and f contributions
from sites beyond the central area have been removed. The substantial long-range effects that
we see in Ni, implying that the multiple scattering from sites situated on shells far away still
influences the electronic structure on the central site, seem to originate from the s scattering
channel. Similarly for Fe and Co, those sites situated beyond the eighth shell are assumed to
contribute only to the s and p scattering.
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Figure 5. Convergence of the spin and orbital magnetic moments of fcc Ni as a function of the
number of shells in the LIZ. The angular momentum configurations used are /5, = 33200 (dotted
line) and I, = 332 (solid line). A screening radius of one shell is used. The dashed and dashed—
dotted lines correspond to the KKR k-space results given by Strange et al [25] and Ebert et al [24].

In the tight-binding picture, the [ = 2 contributions are due to the overlap of the atomic
d levels. The solid line in figure 4 shows the convergence of the magnetic moment of Fe, and
for the angular momentum configurations /,,,, = 332" je.thel = 2 contribution from all the
sites in the LIZ are taken into account here. It can be seen that, although there are considerable
differences for small LIZs, the converged value seems less dependent on whether the [ = 2
scattering channel is included. This implies that it is mainly the itinerant s contribution,
through s—d hybridization, that determines the magnetic moment on the central site of the LIZ.
As expected, the orbital moment is more sensitive to the angular momentum convergence. In
particular, we note from figure 4 a 20% variation in the orbital moment between the angular
momentum configuration /., = 332" and [,,,4, = 3°2°1".

A similar picture emerges for Ni (figure 5), although we have not been able to investigate
the convergence for LIZs larger than 19 shells, i.e. [, = 33217, The results seem to
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indicate that the converged magnetic moment will not differ considerably from the value
obtained with the configuration I,,,, = 332°0%. The values for the spin and orbital magnetic
moments that are given in table 1 correspond to the largest possible LIZ that we were able to
investigate, i.e. 1253 atoms with the angular momentum configurations I,,,, = 33215016 and
Lnax = 33211016 for respectively one and two shells of screening. For small LIZs, as can be
seen from figure 5, the variation in the magnetic moment is much less pronounced. This might
be due to the fact that for close-packed fcc Ni the d contributions are screened out faster than
in the more open bcc structure (compare to the result for Fe). Thus, the angular momentum
cut-off, justified for p and f contributions, needs to be employed with care when dealing with
the d contributions.

Table 1. Screened real-space results for the spin and orbital moment of Fe, Co and Ni, compared
to corresponding results obtained by the k-space KKR method and the unscreened LSMS method.

Fe (bce) Co (fce) Ni (fce)

Method ms(up)  mo(up) ms(up) mo(up) mg(up) Mmy(up)

This work
Two-shell screened (LIZ = 609 atoms) 2.057 0.033
Three-shell screened (LIZ = 531 atoms)  2.109 0.035

One-shell screened (LIZ = 555 atoms) 1.58 0.074
One-shell screened (LIZ = 1253 atoms) 0.62 0.044
Two-shell screened (LIZ = 1253 atoms) 0.60 0.045

SPR-LSMS [7]

(LIZ = 65 atoms) 2.08 0.041

(LIZ = 87 atoms) 1.59 0.074

(LIZ = 135 atoms) 0.546 0.044
KKR [23] 2.15 1.56 0.59

SPRKKR [24] 2.08 0.056 1.51 0.069 0.60 0.046
SPRKKR [25] 2.13 0.06 0.60 0.05
Experiment [22] 2.13 0.09 0.57 0.05

4.2. Real space versus k-space

In the limit of the ‘exact’ real-space implementation, i.e. for large screening radii and large L1Zs,
our results should converge to the ‘exact’ k-space KKR results. In table 1, we compare our
results for the spin and orbital magnetic moments to the experiment [22] and results obtained
with the unscreened real-space method and the k-space techniques [23-25]. The results given
by Moruzzi et al [23] are non-relativistic, which explains why there is no value for the orbital
moment. The first fully relativistic KKR calculations, with spin polarization and spin—orbit
coupling being treated on an equal footing, are those given by Ebert er al [24] and Strange
et al [25], marked respectively by the dashed—dotted and dashed lines in figures 4 and 5.

For Fe, we see that we have very good agreement for the spin magnetic moment with both
the k-space KKR method and the experiment. For the orbital moment of Fe the agreement is not
as satisfactory as for the spin moment. However, the orbital moment is not well reproduced
by any band-structure method, except maybe for the calculation by Trygg et al [26], who
used the full-potential LMTO, both with and without orbital polarization (OP), finding a
much improved agreement with experiment when the orbital polarization has been taken into
account. The spin moments are insensitive to whether OP is included or not. This may
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indicate the importance of going beyond the local spin density (LSD) and considering the
effect of orbital currents.

The screened real-space results for Ni were obtained by using a LIZ of 1253 atoms
(33 shells) and the respective angular momentum configurations were [,,,, = 33211020 with
two shells of screening and /,,,, = 3°2'°0'® with one shell of screening. Again the agreement
with the k-space methods has been very good, in particular as regards the value for the orbital
moment. These results show that our real-space approach has converged for the magnetic
moment within the accuracy of the present state-of-the-art calculations. The spin magnetic
moment is in general a more robust quantity to converge whilst the orbital magnetic moment
is sensitive to the angular momentum cut-off in real space.

4.3. Magnetocrystalline anisotropy energy

Intable 2, we compare our results for the magnetocrystalline anisotropy energy for the transition
metals, as a function of the LIZ size and screening radius, to the results of the k-space
methods [27,28]. For the bulk, these energies are extremely small, i.e. of the order of ueV.
Therefore, to get meaningful results, the band energies had to be converged to the accuracy of at
least 1078 eV. To accomplish this, up to a hundred iterations in the self-consistency cycle have
been needed for the modest sizes of the LIZs and screening radii. Note that the k-space methods,
which we compare our results to, also suffer due to the latter and additionally have problems
with the Brillouin zone integrations, where huge numbers of k-points are needed to determine
the tiny MAEs. Here the MAE is calculated as the one-electron sum energy difference for the
magnetizations pointing along the [001] and [111] directions, i.e. MAE = EL%0I — g1,

sum
Table 2. Results for the magnetocrystalline anisotropy energy, E }?,(,J,}] — EA[-,],ImH, for fcc Co, fce Ni
and bee Fe. The screened real-space method results are compared to the unscreened real-space
method and the k-space method.

MAE MAE MAE
(ueV/atom)  (ueV/atom)  (ueV/atom)
Method fcc Co fce Ni bee Fe
This work
One-shell screened (LIZ = 555 atoms) 0.544
One-shell screened (LIZ = 135 atoms) 1.8
One-shell screened (LIZ = 1175 atoms) 2.2
Two-shell screened (LIZ = 135 atoms) —0.31
Two-shell screened (LIZ = 1175 atoms) —0.34
Two-shell screened (LIZ = 65 atoms) —-0.73
Two-shell screened (LIZ = 339 atoms) —0.66
SPR-LSMS [7]
(LIZ = 87 atoms) 1.050
(LIZ = 135 atoms) —0.434
(LIZ = 65 atoms) —0.78
SPRKKR [27] 10.5+7.0
SPRKKR [28] 0.86 0.11 —-0.95
Experiment [22] 1.52 2.7 —-1.3

For Co and Fe, the correct easy axis of the magnetization is found, i.e., the sign agrees
with the one observed experimentally. When compared to experiment, our values for the MAE
are too small by a factor of 3 for Co and a factor of 2 for Fe, but fit well within the rather broad
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range of values found by k-space KKR and LMTO [26] calculations. Our results are smaller
than the corresponding KKR k-space values and the unscreened real-space values. The reason
for this is most probably insufficient convergence with respect to the screening radius.

For Ni, we find the wrong easy axis of magnetization. This result is in agreement with
the LMTO calculations [26,29,30], whereas Razee et al [28], using the k-space KKR method,
have obtained a positive value. In Ni, d electrons are slightly more localized, which is indicated
by a narrower d band, and one may expect the orbital moment to play a more prominent role in
this system. Trygg et al [26] have taken this into account by including the orbital polarization
effects within the full-potential LMTO method (FP-LMTO-OP). Whereas this usually gives
a better agreement with experimental results as regards the magnitude, it does not have any
effect on the sign of the magnetic anisotropy, i.e., they also find the wrong easy axis for Ni. In
their calculations the MAE has been obtained from the total energies, i.e., the force theorem
has not been used. Since the LSD has been the only approximation used in their calculation,
one is inclined to conclude that the LSD cannot describe Ni, because the orbital motion of the
electrons cannot be well represented by the free-electron gas [31].

Further to our results, we should mention that although the MAE is rather insensitive to
the size of the LIZ, it is very dependent on the size of the screening radius, which needs to be
large enough for good convergence. Also, as can be seen in table 2, the sign of the magnetic
anisotropy energy of Ni can change when a screening radius of two shells is used instead of
the screening radius of only one shell.

What we have not been able to investigate in this paper with respect to the MAE, because
of the huge matrix sizes it gives rise to, is the influence of the angular momentum cut-off,
when going beyond the eighth shell in the LIZ. We have seen that the magnetic moment has
been very sensitive to this, and it would have been interesting to see the effect, if any, on the
MAE. Since it is possible to approximately determine the MAE using relatively small clusters,
it seems that one is dealing here with a phenomenon that is rather localized in space. Overall,
our results have been quite satisfactory, indicating that within the validity of the LSD, the MAE
can be calculated in real space to an acceptable degree of accuracy.

4.4. Orbital moment anisotropy

In transition metals, both the MAE and the orbital moment are due to the spin—orbit coupling
[32]. It has been shown by Bruno [33], when treating the spin—orbit interaction in first-order
perturbation theory and assuming the band splitting to be much larger than the crystal-field
splitting, that the magnetocrystalline anisotropy energy, with respect to the magnetization
directions M, and N, is related to the corresponding anisotropy in the orbital moment
through

E[Ml] E[Mz] § (m[Mz] [M1]) (8)

sum sum 4 orb Morp
“B

where £ is the spin—orbit coupling parameter. From this equation it follows that it should be
possible to identify the easy axis from the magnetization direction which has the largest orbital
moment [3,4]. If the magnetization lies along the hard axis, the spin—orbit coupling will force
the orbital moment away from its preferred direction, giving rise to a small component of the
orbital moment along the hard axis.

For all systems studied, we have calculated the components of the orbital moment for
the magnetization along both the [001] and the [111] directions. Defining the anisotropy in
the orbital moment as OMA = LU — LI "we have found for Co and Ni, respectively,
the values of —52 x 107 up and 78 x 10-° wp. Since for the fcc structure the easy axis is
along the [111] direction, one can see that our real-space calculations (based on formula (8))
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give the wrong easy axis of magnetization for Ni, but the correct easy axis is obtained for Co,
where the orbital moment is largest for the magnetization along [111].

The value of the orbital moment is very sensitive to the assumed angular momentum
configuration in the LIZ. It has been noticed in the case of the bcc Fe that the LIZs of the
same size, but with a different number of shells with the /,,,, = 2 configuration on the sites,
can actually lead to different signs for the OMA. Namely, for the LIZ of 339 atoms, and the
angular momentum configurations of respectively /... = 3*2°0% and /.., = 332707, we have
calculated the OMAs to be —2.98 x 107® 115 and 28 x 107 ;5 whilst the sign of the MAE
remains unaltered. The force theorem has been used to derive both the MAEs and the OMAs.
Although there is no proof for the variational nature of the OMA, it has been reassuring that
a fully self-consistent calculation for both magnetization directions for the I,,,, = 332608
configuration has also given OMA = —2.98 x 107% w3, thus justifying the use of the force
theorem.

The easy axis for bcc Fe is along [001], and our results show that to get the correct
easy axis, the [ = 2 contributions are of paramount importance. Thus, the MAE is less
sensitive to the / = 2 contributions than the OMA, which might be due to the fact that the
orbital moment points along a specific direction and its calculation requires a higher angular
momentum expansion. Note also that for 65 atoms in the LIZ, and with all the sites having
at least [, = 2, the OMA is 17.3 x 107° up, i.e. it has the correct sign. The actual
angular momentum configuration for this cluster is ., = 3323, i.e. there are fewer shells
with /,,,, = 2 than in either of the two configurations for the cluster of 339 atoms, discussed
above. What these results seem to imply is that as long as the convergence with respect to the
| = 2 contributions has not been reached, including as many outer shells as possible with the
lnax = 0 configuration gives worse accuracy than when simply restricting the size of the LIZ
cluster, but having the /,,,,, = 2 configuration on all the sites.

5. Conclusions

We have shown that the screened relativistic and spin-polarized real-space KKR band-structure
method can be useful for studying magnetic properties of solids. Owing to the exponentially
decaying screened structure constants and the use of the sparse matrix techniques, the inversion
of the corresponding KKR matrix scales nearly as O(N). The subsequent gains in the execution
times allow one to study systems with local interaction zones of more than a thousand atoms.
However, it is important to find the right balance between the size of the LIZ and the angular
momentum configuration. The magnetic moments on the central site can be obtained to a good
accuracy with restricted angular momentum configurations, but may need substantial LIZs as
we demonstrated for Ni. On the other hand, directional properties, such as the MAE and the
OMA, require the inclusion of the /,,,,, = 2 configuration on all the sites of the LIZ. In this case
the size of the LIZ is not so much the determining quantity. Of course, a drawback of the method
is that the screened structure constants need to be calculated numerically. Since the dimension
of the screened structure constant matrix and its sparsity are the determining factors in the
matrix inversion, approximations with respect to the screening radius and the on-site angular
momentum configuration have to be implemented. Their implications have been thoroughly
examined, and it has been found out that the d scattering channel has been most sensitive to
those approximations. The present application to the elemental transition metals, the fcc Co
and Ni, and the bce Fe, to study their magnetic properties, has been motivated by the need for
benchmarking the method. While the spin and orbital magnetic moments of Fe and Co have
turned out to converge fast in real space, the LIZs of about 1200 atoms have been necessary
to reach convergence for Ni. It has been encouraging, however, that the converged values for
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these quantities compare well with the results of the corresponding k-space methods. The
fact that we have succeeded in calculating the magnetic moments and the magnetocrystalline
anisotropy energies within a real-space approach proves that these properties are determined
by the local environment, and that the method can provide new insight into the physics at
the origin of magnetism in these materials. Unfortunately, the computational effort, for very
large LIZs, can be quite substantial. The specific two-shell screening result for Ni in table 1
took a week to complete on a 500 MHz DEC-Alpha workstation, whereas the same result
could be easily obtained in minutes with the k-space KKR. However, it is not the elemental
transition metals that the method is aimed at. For periodic systems, where k-space methods
can be applied, the present real-space method is uncompetitive, but not many real systems
are periodic. At interfaces and grain boundaries, for steps on surfaces and for nanowires, for
example, the k-space methods can no longer be applied, and it is here that the advantage of the
present method can be appreciated and moreover can be implemented with varying degrees of
accuracy depending on the amount of computational effort one wishes to use.

Acknowledgments

Useful discussions with Professor Peter H Dederichs and Dr Rudi Zeller are highly appreciated.
Moreover, one of us (LP) would like to acknowledge the financial support of the Psi-k European
Network, and the TMR ‘Interface Magnetism’ Network (contract FMRX-CT96-0089).

References

[1] Berkowitz A E, Mitchell J R, Carey M J, Young A P, Zhang S, Spada F E, Parker F T, Hutten A and Thomas G
1992 Phys. Rev. Lett. 68 3745
[2] XiaoJ Q,JiangJ S and Chien C L 1992 Phys. Rev. Lett. 68 3749
[3] Diirr H A, Guo G Y, van der Laan G, Lee J, Lauhoff ] A C and Bland J A C 1997 Science 277 213
[4] Hjortstam, O, Baberschke, K, Wills J M, Johansson B and Eriksson O 1997 Phys. Rev. B 55 15026
[5] Nicholson D M C, Stocks G M, Wang Y, Shelton W A, Szotek Z and Temmerman W M 1994 Phys. Rev. B 50
14 686
[6] Wang Y, Stocks G M, Shelton W A, Nicholson D M C, Szotek Z and Temmerman W M 1995 Phys. Rev. Lett.
75 2867
[7] Beiden S V, Temmerman W M, Szotek Z, Gehring G A, Stocks G M, Wang Yang, Nicholson D M C, Shelton
W A and Ebert H 1998 Phys. Rev. B 57 14247
[8] Beiden S V, Guo G Y, Temmerman W M, Szotek Z, Gehring G A, Wang Y, Stocks G M, Nicholson D M C,
Shelton W and Ebert H 1996 Materials Theory, Simulations and Parallel Algorithms (MRS Proc. No 408)
ed E Kaxiras, J Joannopoulos, P Vashishta and R K Kalia (Pittsburgh, PA: Materials Research Society)
[9] Braspenning B J and Lodder A 1994 Phys. Rev. B 49 10222
[10] Andersen O K and Jepsen O 1984 Phys. Rev. Lett. 53 2571
[11] Andersen O K, Postnikov A V and Savrasov S Y 1992 Application of Multiple Scattering Theory to Materials
Science (MRS Proc. No 253) ed W H Butler, P H Dederichs, A Gonis and R L Weaver (Pittsburgh, PA:
Materials Research Society)
[12] Zeller R, Dederichs P H, Ujfalussy B, Szunyogh L and Weinberger P 1995 Phys. Rev. B 52 8807
[13] Petit L, Beiden S V, Temmerman W M, Szotek Z, Stocks G M and Gehring G A 1998 Phil. Mag. B 78 449
[14] Zeller R 1997 Phys. Rev. B 55 9400
[15] Szunyogh L, Ujfalussy B, Weinberger P and Kollar J 1994 Phys. Rev. B 49 2721
[16] Wildberger K, Zeller R and Dederichs P H 1997 Phys. Rev. B 55 10074
[17] Duff IS 1996 Rutherford Appleton Laboratory Report No RAL-TR-047
[18] Strange P, Ebert H, Staunton J B and Gyorffy B L 1989 J. Phys.: Condens. Matter 1 2959
[19] Strange P, Staunton J and Gyorffy B L 1984 J. Phys. C: Solid State Phys. 17 3355
[20] Mackintosh A R and Andersen O K 1980 Electrons at the Fermi Surface ed M Springford (Cambridge:
Cambridge University Press)
[21] Zeller R, private communication
[22] Landolt-Bérnstein New Series 1988 Group 111, vol 19a, ed H P J Wein (Berlin: Springer)



8454 L Petit et al

[23]

[24]
[25]
[26]
[27]
[28]
[29]
[30]
[31]
[32]
[33]

Moruzzi V L, Janak J F and Williams A R 1978 Calculated Electronic Properties of Metals (New York:
Pergamon)

Ebert H, Strange P and Gyorffy B L 1988 J. Phys. F: Met. Phys. 18 L135

Strange P, Staunton J B, Gyorfty B L and Ebert H 1991 Physica B 172 51

Trygg J, Johansson B, Eriksson O and Wills J M 1995 Phys. Rev. Lett. 75 2871

Strange P, Ebert H, Staunton J B and Gyorfty B L 1989 J. Phys.: Condens. Matter 1 3947

Razee S S A, Staunton J B and Pinski F J 1997 Phys. Rev. B 56 8082

Daalderop G H O, Kelly P J and Schuurmans M F H 1990 Phys. Rev. B 41 11919

Guo G Y, Temmerman W M and Ebert H 1991 Physica B 172 61

Jansen HJ F 1995 Phys. Today (4) 50

Brooks H 1940 Phys. Rev. 58 909

Bruno P 1989 Phys. Rev. B 39 865



JOURNAL OF APPLIED PHYSICS VOLUME 87, NUMBER 9 1 MAY 2000

Magnetostatic coupling in spin valves: Revisiting Ne  “el's formula

T. C. Schulthess® and W. H. Butler
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831-6114

We use a numerical, atomistic approach to calculate the magnetostatic coupling in spin valves. In
addition to the numerical treatment, the coupling energy is evaluated analytically and it is shown
that Neel's formula is accurate to first order in the ratio of roughness amplitude to grain size. We
also generalize the formula so that it can be applied to systems such as Py/Co/Cu/Co/Py spin valves
that have complex ferromagnetic layers. 2000 American Institute of Physics.
[S0021-897@0)45208-4

I. INTRODUCTION tude as the thickness of the nonmagnetic spacétypical
values in spin valve applications=0.5—-1nm andd
=2 nm).

In the present work we take an atomistic approach to

The two ferromagneti¢FM) layers in spin valve type
trilayers (magnetic heterostructures consisting of two ferro-

magnetic films separated by a nonmagnetic spaeeid 10 gicyjate the OPC which does not make any assumption

couple ferromagnetically. In many cases this coupling is atyp gt the topology of the interfacial charge distribution. We

tributed to the roughness of the interfaces on both sides Qfgrive expressions for the magnetostatic energy that can be
the nonmagnetic spacer and the magnetic charges that forg

i LS : valuated numerically and we use an approximate analytic
as a consequence of this roughnssSince this roughness gy aluation of these expressions to deriveNeformula. The

is often correlated, especially when film growth is by colum- girect comparison of numerical and analytical results gives a
nar grain growth of the spin valve stadkig. 1), the magne-  qjear understanding of the range of validity of éle for-

tostatic interactions between the charges favor parallel aligny, ,1a and indicates how OPC can be included in micromag-
ment of the respective magnetizations of the two FM layerspetic models of spin valves. This last point is particularly
This coupling is known as orange peel couplif@PQ or  jmhortant because present micromagnetics models neglect

’ . s 4 .
Neel coupling. In the early 1960s Mg following a SUGYES-  jterfacial roughness even though the OPC related coupling
tion by Metfesse?, calculated the magnetostatic energy of field can be as large as 10 ®2which is comparable to

two semi-infinite ferromagnetic layess and A" that sepa-  giher characteristic fields that appear in spin vafves.
rated by a vacuum regidd such that the interfaces—B and

B-A’" are assumed to have a two dimensional waviness of NUMERICAL APPROACH

the form
For the numerical treatment we assume that the FM is

B _2mx 27y composed of localized atomic momemis that are situated
Z(x,y)= —h sin——sin—-. (1) S .
N N on atomic sites with position vectorsR;. Furthermore we
choose models for the interface roughness in such a way that
the film is two dimensional2D) periodic in thexy plane.
The magnetization can thus be written as

In his calculation, Nel projected the magnetic charge distri-
bution that results from the waviness onto theplane and
solved for the magnetostatic ener@yer unit area of two
FM layers with charged interface planes. For the case in m;

which the magnetization in both FM layers is ridithe so- M(r)—}i: VIER: Ar=(Ri—-R1, )

lution for parallel alignment of the FM layers is .
whereR are the 2D lattice vectory); represents the volume

w2 s 2 dVIN of theith atomic cell, and theé summation runs over all sites
ETT:5MsMshh e ' 2 in the unit cell. The magnetostatic energy per unit area is

then given by
whereMg andM  represent the saturation magnetizations of

. . 1
the FM layersA and A’, respectively. The magnetostatic E=——— m;D;;m; , (4)
energy for antiparallel alignment of the FM layersks, = 207
—E;.
17

The assumption that the FM magnetization is rigid is
justified since the grain sizes in typical spin valves are not
much larger than the exchange length of the FM materials
involved. However, it is not clear how valid the assumption
is of a flat distribution of charges for the case in which the
amplitude of the roughnegsis of the same order of magni-

dAuthor to whom correspondence should be addressed; electronic maiFIG. 1. Schematic of two FM layers with correlated wavy surfaces. Arrows
schulthesstc@ornl.gov indicate positions of atomic moments.
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where(} is the area of the unit cell, and the dipolar interac- 277
tion matrix is given by Hi=—qgM z EZ e Gl Rid co§ G(r—Ry)].
1
3(M0) u(A),— 6,y (11)

The first approximation we make is to retain only the
first shell in the reciprocal lattice sum and replace the sum-

with A;=R;/|R;| and labeling Cartesian coordinates. . . : .
=Ri/IRy P (v) 9 mation over sites by integrals. This converts Eifl) to

The OPC is usually extracted from a positive offdég,

in the magnetization loop of the free layérof the spin 8mle 2L L 2
valvel In our atomistic approach, when all moments in a HXZ_T f dxdyco{ ( _X))
layer are parallel,
\] XJZ(X’y>d 1 oz’ 270 12
Ho=7———, ©®) L 9EeT 12
mI
(g‘f V; )tf The z integral yields an exponential function which we

. } evaluate only to first order inh{L), i.e.,
wheret; is the thickness of the free layer and

\]:(E —E ) (7) jZ(X'y)dzreZ'an’/in(ez(x,y)Zﬂ'/L_ethﬂ'/L)
Tl I _h 2m
is the coupling energy between the layers. Since the sum in 5
Eq. (5) is conditionally convergent a few more transforma- =[z(x,y)+h]+o(h/L)". (13

tions are required before Eq@l), (5), and(7) can be evalu-  Note that this is the second approximation which we made.

ated numerically. The remaining integrals in E412) are now straightforward
In the present work we assume thdit-2h so that|R;  tg evaluated and we find

—R;|#0, when the sitesandj are not in the same FM layer.
Since, in the case for which the magnetization of an indi- H,=272M DCOSZWR e R2mIL. (14)
vidual layer FM is rigid, the only contributions to the mag- L L

netostatic energyEq. (4)] that do not cancel in Eq7) are A analogous expression can be obtained for the field at a

those for whichi andj are in different layers, we can calcu- gjte with R,<d—h due to moments situated on sites above
late the sums in Eq5) with Fourier transforms. Assuming 2(x,y) +d.

that the magnetization points along thexis we get Using this last result to calculate the magnetostatic self

1 energyE=—1/(2Q) [MHd® (where we again replace the
I=q E m;(Dij)xxm; , (8 summation over moment by an integrédr the parallel and
TeAjen! antiparallel states of the spin valve, we get, after exploiting
where all possible symmetries,
(Dij)xx:_ﬁz e ClRiz R4 5 CogG(R—Ry)]. =—|v|2 f dx dycos— dz e 27t
G+#0 d+z(x,y)
© +o(h/L)2. (15)

Evidently, this last expression converges whene\Rr, ) )
—R; ,|>0. For the case of a distribution of moments on aRepeating the steps which lead from EG2) to Eq. (14)
square lattice, the reader can verify that this expression rexields the final result for the coupling energy
duces to the result obtained by Tsymbal. h2
J=1/§772MgTe’z’T‘/Qd“wLo(h/)\)z, (16)

where we have replace by A=L/v2. This formula is
equivalent to the combination of Mks formula, Eq.(2), and

To derive Nel's OPC result from the expressions given EG- (4).°
in Sec. Il, we begin by calculating the field at some site
(with r,>h) due to magnetic moments which are situated
below the surface

IIl. APPROXIMATE ANALYTIC TREATMENT

IV. DISCUSSION

X 7y The results of Eqs(8) and(16) are compared in Fig. 2.
z(X,y) = S|n2—cos°-—— co§Tsin2T . (100  For the numerical treatment we have assumed two 8 nm
thick Permalloy films for which, for simplicity, we assume
Note that Eqs(1) and(10) are equivalent when=v2L. In  that atomic moments of [l occupy a simple cubic lattice
accordance with the assumptions that lead to(Bwe can  with lattice constana=2.25A and that interface planes are
assume here that all the moments vectors are identical anghrallel to(001). The interfaces with the spacer layer have a
point along thex axis, i.e.,m;=mX and Mg=m/V. Using sinusoidal waviness of the from discussed in Sec. Il and the
Eqg. (9) we have for thex component of the magnetostatic outer surfaces are flat. This is a very accurate model of two
field semi-infinite FM slabs, because the contributions of perfect

Downloaded 09 Feb 2001 to 128.219.47.178. Redistribution subject to AIP copyright, see http://ojps.aip.org/japo/japcpyrts.html.



J. Appl. Phys., Vol. 87, No. 9, 1 May 2000 T. C. Schulthess and W. H. Butler 5761
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spacer thickness (nm) FIG. 3. OPC offset field for a R$ nm)Co(t,)/Cu/Coltc,)/Py(3 nm) spin

FIG. 2. Numerical evaluation of coupling energgymbol$ compared with ~ value with a double sinusoidal waviness of amplituge 0.3 nm on all
results of Eq(16) as a function of spacer thickness for different roughnessinterfaces. Results are far=\/v2=10 nm.
amplitudes. Results are far=\/v2=7.875 nm.

| o th fall off with a factor 277|z|/a instead the Co/Cu interface on the other side of the spacer and thus
ayers to the energy tafl off with a factor 2mjz|/a nstea cancel the OPC. A similar result was found for the case of
of —2|z|/L in the exponential of Eq(9). The results in

. . i o . very thin homogeneous FM layers by Zhang and White
Fig. 2 confirm our expectations from the derivation ofele numerically and by Koolgt al ! in terms of Nel's model.

formula mtS_e% I“t: ;ndﬁ]pendeTlt OI thel sr;\agﬂej; inclfjnes_s, the In summary, we have investigated the magnetostatic
agreement IS best for In€ smaflest vaiue € devia- coupling due to correlated roughness in spin valves both nu-
tions are still small for valuee=1 nm since the error is of

2 merically and analytically. The derivation and the numeric
order (h/L)~. . . ) .
. . examples show that Né€s formula is correct to first order in
The formulas of Sec. Il are valid for any distribution of

. . . . IN. A generalization for Py/Co/Cu/Co/Py spin valves has
magnetlc momenFs n thg unit cell apd are thus apphcablg t(B)een given, which shows that in order to reduce the OPC
Inhomogeneous films. It is also straightforward to generallzeoffset field, the Co diffusion barrier should be kept a thin as
the analytic derivation of Sec. Il to the case of multiple FM '

layers. For the important case of spin-valve applicationsPOSSIble'

where Co is introduced as a diffusion barrier between Py and

the Cu on both sides of the spacer, one has to consider &CKNOWLEDGMENT
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The formulas for calculating properties of an alloy such as the density of states, the charge density, and the
Bloch spectral density function are derived from multiple-scattering theory for the polymorphous coherent-
potential approximatiofPCPA. The chemical shifts obtained for three alloy systems using the PCPA, the
Korringa-Kohn-Rostoker CPA, and the locally self-consistent multiple-scattering method are compared with
experiment. A significant improvement in the treatment of Coulomb effects is achieved using the PCPA with
only a little more computational effort than for the older isomorphous CPA's.

[. INTRODUCTION one-electron potentiaf®.Care was taken to insure that they
satisfy the requirement of the DFT-LDA that they are ob-
The one-electron method based on the density-functionaghined as functional derivatives of the potential energy with
theory and the local-density approximattofDFT-LDA) is  respect to the local charge densities. The addition of a self-
used routinely to calculate the energetics of ordered crystakonsistency step, however, brings in an aspect of the CPA
line solids. These band-theory methods cannot be used theory that had never been considered before.
treat disordered solids, even such conceptually simple ones In order to understand the difficulties involved with in-
as substitutional solid-solution alloys, because of the lack o€luding charge self-consistency in a CPA, it is necessary to
long-range order. Faced with this situation, many researchetse aware that all of the model calculations and mathematical
turn to completely different approaches in their quest to exstudies of the CPA made use of isomorphous models of al-
plain the properties of alloy systems. Some introduce heurisioys. An isomorphous model is one in which, for a binary
tic models with parameters that are obtained from fitting toalloy, the A atoms are all assumed to have identical charge
observationg. Others carry out DFT-LDA calculations on densitiesp(r) and hence potential functions(r), and the
intermetallic compounds having relatively small numbers ofB atoms all have identicghg(r) and vg(r). In the CPA, a
atoms in the unit'ce'lls Wit_h the purpose of interpolating thescattering matriﬁA(tC) is calculated for amA atom embed-
energetics of the infinite disordered system from those of thgeq in a lattice with the effectivematrix t. on all the other
o_rdered soI|d§_.Today, the electronic structure for models of gjtes. The scattering matrix for ah atom embedded in a
disordered solids can be calculated using supercells that €on- cuum. which appears i (t.), is calculated in the usual
tain thousands of atoms. This has been made possible by the ' pp' M(te), i - i
development of ordel methods based on plane-wave Wy from the potentiabs(r). The scattering matrig(tc) is
expansioror multiple-scattering theory Still, it is useful ~ calculated analogously. The desirehatrix, t., is obtained
for certain applications, and more satisfying philosophically,from the null scattering requirementata(tc) + cgtg(tc)
to have a simple approximate theory that will describe the=0. The assumption of isomorphous models was so ubiqui-
important features of the electronic structure of alloys. Exactous that theorists made it without thinking.
calculations on one-dimensional and three-dimensional mod- It is known from band-theory calculations on ordered in-
els of alloys, as well as more mathematical considerafionstermetallic compounds that there is a charge transfer between
convinced theorists that the  coherent-potentialthe different species of atoms, and this leads to a Madelung
approximatiof (CPA) provides such a simple approximate contribution to the self-consistent potentials. The net charges
theory. on the A and B sites areqa=[pa(r)dr—Z, and gg
The CPA calculations on solvable models of alloys give= [ pg(r)dr—Zg, where the integrals are over the unit cells
qualitative guidance for the interpretation of experiments orand the Z's are the atomic numbers. The charge self-
real alloys, but to make the predictions quantitative it wasconsistent KKR-CPA method also predicts nonzero net
necessary to merge the CPA with the charges, but it contains a curious inconsistency in that there
Korringa-Kohn-Rostokér(KKR) band theory methodThe is no Madelung potential in it. A careful analysis shows that
KKR-CPA was later extended to produce self-consistenthe derivation of self-consistent potentials in a disordered
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alloy subject to the condition that the resulting model mustearest-neighbor shell radius. Instead, the contributions to
be isomorphic leads inevitably to the conclusion that thethis potential from succeeding shells diminish very slowly. It
Madelung potentials must be zero. In addition to the arguis demonstrated in that same reference that a part of the
ments in the original derivatior!d,a way of understanding Coulomb energy has a contributiog, that depends only on
this paradoxical result is to note that any distribution ofthe average charge transfer, as would be anticipated from an
charged atoms will give a different Madelung potential atisomorphous CPA, but it is also demonstrated that there is a
each site, irrespective of the kind of atom at the site. Thecontributionuc, that is not determined by the average charge
only way for all theA atoms to have the same potential andtransfer but depends on the distribution of the charges about
all the B atoms to have another, as required by the isomorthe average.
phous model, is to approximate the Madelung contributions Isomorphous CPA models have been remarkably success-
with zero. It was understood at the time that the isomorphoutul in explaining many interesting properties of alldyand
picture was only an approximation. However, the technologysome of the reasons for that are given in Ref. 18. Even
to test such ideas had not yet been developed, and it wakough the Madelung potentials are set equal to zero in the
hoped that the fluctuations about the average charges wouKKR-CPA, that approximation gives surprisingly good val-
be small. ues for the free energy of mixing. Another curve in Fig. 2 of
The isomorphous KKR-CPA was criticized because theRef. 17 shows that the average of the Madelung potentials
Madelung potentials were set equal to zEr@nd efforts  for all the A sites orB sites in the alloy is short range as
were made to deal with this criticism. These led to two veryassumed in the SIM-CPA and S-CPA. The param&gr
similar methods, the screened-impurity mddelPA (SIM-  turns out to be approximately equal B, and this explains
CPA) and the screened CP@-CPA."® Both of these mod- the successes that these isomorphous CPA’s have had. On
els are isomorphous, and the Madelung potential is calcuthe other hand, locating the screening charge on a shell is
lated by placing a shell of charge around each atom at glearly an approximation, and definiiRyy to be R; makes
radius Resf. The total charge on the shell is equal to thethe SIM-CPA and S-CPA theories precise but removes the
charge on the atom. Using calculations on the screening gdossibility for improving them by treatinB.s as an adjust-
single impurities in an otherwise perfect crystal as a giffde, able parameter. In addition, it has been shown that the form
the effective radius is usually chosen to be equal to radius ofor the total Coulomb energy that arises naturally in the mod-
the nearest-neighbor shdé®;. The resulting self-consistent els is unsatisfactory. In the SIM-CPA, the expression is mul-
potentials contain a Madelung term, and there is a Coulomliplied by an adjustable parametgithat cannot be obtained
contribution to the total energy. The charge transtgrand  from within the theory*® It is even more disturbing that this
gg predicted by the SIM-CPA and S-CPA are different from parameter multiplies the Coulomb energy, but it does not
the ones obtained from the KKR-CPA, and they improve theoccur in the one-electron potential. This violates the require-
agreement with many experiments. If one accepts the argunent of the DFT-LDA that the one-electron potential is the
ment that the mathematically correct value for the Madelundunctional derivative of the energy with respect to the charge
potential in an isomorphous model of an alloy is zero, asdensity. The parametg8 can be understood as an effort to
derived in Ref. 10, the derivations of the isomorphous SIM-emulate the contribution¢, to the Coulomb energy within
CPA and S-CPA must contain inconsistencies. There is ¢e limitations of an isomorphous CFA.
sense in which the SIM-CPA and S-CPA can be justified, Because of the theoretical objections to isomorphous
and that will be explained below. models, it was suggested in Ref. 18 that Coulomb effects
The environment for developing theories of alloys could be included better at the level of the coherent-potential
changed dramatically with the advent of the ortlecalcu-  approximation with a polymorphous CRRCPA than with
lations mentioned abovk. Using a technique called the lo- any isomorphous CPA. The PCPA will generate charge den-
cally self-consistent multiple-scattering meth¢dSMS),>  sities pai(r) and pgi(r) and hence potential functions
first-principles DFT-LDA calculations on models of alloys v,;(r) andvg;(r) that are different for every site in the alloy,
using supercells that contain hundreds or even thousands af found from the first-principles LSMS calculations. The
atoms have been carried dit*®Figure 1 of Ref. 18 shows theory of the PCPA was deduced from a careful study of the
the distribution of atomic chargep for a 50% copper-zinc results of ordeiN calculations, so it is necessary to describe
alloy on a fcc Bravais lattice calculated with a supercell con-some of the inner workings of the ordiirmethods in more
taining 500 atoms. It is seen that there is quite a broad disdetail.
tribution of charges on the sites, and the numerical output The LSMS makes use of the principle of near-sightedness
shows that they' are different for every site. Of course,q  that has been espoused by Kéhinsofar as the continuity of
falls within one range of values if there is &natom on site  the wave functions is concerned. Infinitely many atoms are
i, and another range if there isBaatom there. It follows that included in the calculation, with supercells containiat-
an alloy is more properly described by a polymorphousoms being reproduced periodically to fill all space. The
model in which the charge densify(r) on every site is multiple-scattering equations are solved completely for all
unique. This result was anticipated to some extent in Ref. 11the atoms in a local interaction zor{elZ) surrounding a
although those authors deduced from their calculations ogiven atom. The matrices for the sites outside the LIZ are
supercells containing 4-12 atoms that the number of posset equal to zero. This process is repeated for LIZ’s centered
sible charges that a given kind of atom can have is small andn each atom in the supercell, which makes the calculation
depends only on the occupation of the sites in the nearestrderN. The principle of near-sightedness is not used in the
neighbor shell. It is shown in Fig. 2 of Ref. 17 that the Coulomb part of the calculation. The Madelung potential for
Madelung potential at any lattice site is not screened at theach site is calculated exactly with the contributions from the
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full infinity of atomic charges, not just the ones in the LIZ, alloy under the class of restrictions that define a CPA leads
being included. It could be said that the multiple-scatteringto the PCPA. If the additional restriction that the resulting
part of the calculation is orddy; but the Coulomb part is model must be isomorphous is invoked, the result is the
not. The Madelung potentials for solids with periodic bound-KKR-CPA. The S-CPA and SIM-CPA do not fit into this
ary conditions are easy to calculate with the Ewald mefiod, chain of approximations, although, as mentioned above, they
so that does not slow down the overall procedure. are useful approximations.

A locally self-consistent Greens functi¢bSGF) method Calculations of various alloy parameters have been car-

has been suggest&which was influenced by the success of ied out with the LSGF within the tight-binding linear
the LSMS. In the LSGF, the LIZ’s are made smaller bymuffm-tm orbital (TB-LMTO) method, and the LIZ was cho-

putting an effective scatterer on the sites outside the LzSen to contain one atom in some of these. Calculations based

rather than zero as in the LSMS. A reasonable choice, a@" the multiple-scattering theory, which is the natural lan-
though not the only choice, for this scattering matrix is adguage of_the CPA method, .W'” b? shown in this Paper. The
CPAt matrixt, .2 As is the case in the LSMS the Madelung use of this method makes it easier to compare with LSMS

potentials are calculated exactly, the sums including the in‘:’md KKR-CPA results. In Sec. Ill, some of the details of the

finity of atomic charges. Placing the effective scatterers Or?omputatlonal methods are described. In a previous p"&per,

the sites of a Bravais lattice outside the LIZ limits the LSGF 't vlvas shqgvn that the Ch?micilz Shlifts Ln ‘#IO{S aTrre] a Eartipu-l
to systems for which the atomic sites are periodic, while théary sensitive measure of the Loulomb Efiects. The chemica

LSMS can be applied to systems in which the atoms havéhlfts obtam(_ad from t_he KK.R'CPA’ PCPA, and ITSMS are
arbitrary atomic positions, such as bulk amorphous séfids. compared with experiment in Sec. IV. The atomic charges
The LSMS must also be used for systems for which a homopredlcted by. the three theories in real allqy systems are als_o
geneous alloy is a poor reference medium, such as magne -gmpared with each oth_er. In the last sectlon,_the argumgnt is
multilayers and interface®,and magnetic noncollinearify. made that the PCPA g|ves_useful results W'”} only a little
The LSGF is clearly the best method for the study of disorMOre effort than the older_|somorphous CPA's, and other
dered substitutional alloys, and it predicts the same elec@SPects of the theory are discussed.

tronic structure as the LSMS if both methods are converged.

In particular, the model of an alloy produced by a LSGF Il. CALCULATING PROPERTIES WITH THE PCPA
calculation is also polymorphous, and this holds for LSGF
calculations in which the LIZ is chosen to contain only one o ) )
atom. As pointed out in Ref. 18, it is the authors position that The DFT-LDA Schralinger equation for a collection of
the particular kind of LSGF calculation in which the effec- atoms can be written as

tive scatterer is determined by the CPA condition and the
LIZ contains one atom has the shape that is needed for a
PCPA. The originators of the LSGF did not have the con-

struction of a PCPA as one of their goals because, among . )
other things, they are also the originators of theWhere the one-electron potentials will be assumed to have

SIM-CPA 232412 the muffin-tin form. Multiple-scattering theory can deal with

It is reasonable for an expert in the CPA to worry that,Moré general potentials, such as atomic-sphere approxima-
while the PCPA should lead to an improved treatment ofiion (ASA) potentials or even fgll potentlfils, but the notation
Coulomb effects and give a physically more correct picturd?€comes complex. The atomic potentiai(r,), wherer,
of the alloy, all of the other desirable features of the CPA=T—Rn, is spherically symmetric whenis within a sphere
that have been so useful in applications over many years wiffentered on the lattice sif®,, and is zero otherwise. One
be lost. The main purpose of this paper is to develop a mathvay to write the corresponding Green’s function was shown
ematical formalism which leads to the PCPA and from whichin FS to be
the site-diagonal and non-site-diagonal average Green’s

A. The Green'’s function for alloys

(r)=Ey(r), €y

N
—V2+Zl vi(r)

functions are obtained. These Green’s functions are different G(E,r,r')= 2 ZNEr )7 Z" (B

from the ones derived for the isomorphous CPA because v ST e

charge correlations are built into them, but they can be used

equally well to calculate the properties of alloys. A rather _2 Z0(E,r)INE ). )
subtle point that comes from the formalism is that full po- C "

tentials (i.e., not muffin-tin can be used in PCPA calcula-

tions, while they cannot in isomorphous CPA calculations.
The formulas for calculating properties of an alloy such as 2 noo

the density of states, the charge density, and the Bloch spec- [=V"+wa(r)—E]Z((r) =0, C)

tral density function with an isomorphous CPA were derivedinat is regular at the origin and equals

from multiple-scattering theory in a paper that will be re-

ferred to as F&8 In the following section, the analogous ZME,N) =YL(Dj («0)ME) =i kY (Dh(xr), (4)

formulas will be derived for the PCPA. The differences be- _ _ o

tween the two sets of formulas for the non-site-diagonaWhenr is greater than the radius of théh muffin-tin sphere.

Green’s function and the Bloch spectral density functionltis assumed in Eq2) thatr/>r, . The matrixm"(E) is the

AB(E,k) are particularly interesting. It is demonstrated thatinverse of thet matrix t" that describes the scattering from

the manipulation of the DFT-LDA Green'’s function for an the potentialv,(r). Sincet" is diagonal for muffin-tin poten-

In this equationZ|'(E,r) is the solution of
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tials, its inverse is as well, angi is a diagonal element of scribed in the previous section. This point will be made even
that matrix. The functiong,(«r) and h,(xr) are Bessel more clearly in Sec. IID, where the calculation of the self-
functions, andk is the square root of the energy. Following consistent potential in the PCPA is discussed in more detail.
FS, the spherical harmonidg (r) are chosen to be real. The The difference between the varioAsand B atoms is due to
functionJ\(E,r) is the solution of Eq(1) that is not regular their spatial correlation with all of the other atoms, and in-
at the origin and approaché (r)j,(«r) whenr is greater formation about this spatial correlation is lost in the kind of
than the radius of thath muffin-tin sphere. The coefficients €nsemble-averaging process used in FS. The site-averaged
'™ are elements of the scattering-path matrix defined peSreen’s function will be seen to be periodic, as it should be.

low. This form of the Green’s function is valid whenand Since the prolperties Of. interest are self-averaging, the
r' are inside thenth muffin-tin sphere or in the interstitial ensemble- and site-averaging processes lead to the same re-

region between the muffin-tin spheres, where the potential igults w_hen_ applied to the same model. The co_ncept of se_lf-
7610 averaging is used frequently in modern discussions of statis-
) tical physics, but it first appeared in alloy theory in the

The same Green'’s function can be written in a different ~". 30 ;
way whenr is in the nth muffin-tin sphere and’ is in the writings of Lifshitz>" The argument was made in FS that the

mth sphere, or they are in the interstitial region. For thisensemble-averaged quantities should represent _the properties
case. the Green’s function is of a smg!e real crystal because of self-averaging. For the
’ PCPA, it is necessary to argue that average values for prop-
erties can be found from one large sample because of
G(E,rr')=2 ZNE )7 21 (E,r}). (5  self-averaging It will be shown in the following that for-
LL mulas derived with the site-averaging process become iden-
The expressions for the Green’s functions in E§sand(5) tical to those derived with ensemble averaging when the
have been used in a wide range of calculations, and are relinodel is taken to be isomorphous.
able. Clearly, the convergence of the sums becomes a prob-
lem if the magnitudes of the position vectors are too large. C. Averaging the Green’s function for the site-diagonal case

. .nm
The elements of the scattering-path matrig,’, (E), are Using the site-averaging process, the average of the
volumeV of the large sample is

MET/:mlnaLL’anm_gEE" . (6) N
[ 1 _ L
That'is to say, (GErIM)=5 2 LEL) ZU(EN) T L Z(Er)
=M (7) v
The functionsg]|’, are components of the free-electron —> ZHENI(Exr")]. (8)
Green'’s functions that describe propagation from lattice sites L

R, to Ry, and are zero v_vhenzmn. The elements of the |, gach term in the sum ovéy the origin of the coordinate
inverse of thet matrix on siteR,, my’, were defined above. gystem is moved to the lattice positi®. The limit of this
process is reached &kand hencé/ increase without bound.
B. The averaging process It should be clear that this averaged Green’s function is pe-

A theory of the electronic states in a disordered alloy musfiodic, (G(E,r,r'))=(G(E,r+Ry,r'+Ry)), because the
have a statistical as well as a quantum-mechanical aspe€t™ IS unchanged. , . .
because the knowledge about the structure of such a system APProximating this averaged Green's function using the
will, of necessity, be incomplete. In the ideal random alloy,Philosophy of the coherent-potential approximation entails
which is considered here, the atoms are distributed on th&MPplifying the scattering-path matrix elements in a specific
sites of a Bravais lattice. The probability of @nor B atom ~ Way- As was discussed in FS, the single-site approximation
occupying a site i, or cg. In more realistic models, the to the scattering-path matrix leads to a redefinition of the

Warren-Cowley short-range order coefficients measure thenatrix elementsy' , so that they are given by the inverse of

deviation from a random distribution. a matrixM; whose elements are given by
A major difference between the isomorphous CPA and . _
the PCPA is the nature of the averaging process used in the Mg"'=m' for n=i, m=i,
statistical stage. It was natural in FS to use an ensemble- .
averaging process, the ensemble being the set Ny ( M¢"M=m5,,—g"™ for n#i, or m#i, 9

+Ng)!/Na!'Ng! alloys that can be formed by distributing
NaA atoms andNgB atoms on the lattice sites, and then mentum indices. The matrix' is the inverse of the matrix
passing to the limit thall, andNg approach infinity. In the that defines scattering from the potentieqr), and the ma-
PCPA, the average is over the sites of one infinitely Iargetrix mC is the inverse of the effective scatt,ert@r Another

sample. The reason for this type of averaging is that the onl¥v : - : .
. 4 L ay to write this scattering-path operator is
reliable way to calculate the Madelung potential at a site is to y g-p P

include the contributions from the charges on all the other A _, £:00_ pi -00_ _O00Fi (10)
sites. This is the lesson that has been learned from the ¢ coem
LSMS, the LSGF, and other ordértechniques, as was de- where

in a block-matrix notation that eliminates the angular mo-
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Di=[1+ TOO(mn_ m°) ]~ L. (11)  thatthe potentials on all the or B sites areva(r) or vg(r),

and hence the matrices are” or t®. The resulting equation
As discussed in Sec. I, the CPA averaged Green’s functiog

describes a periodic system with the scattering magrian
every site. The matrixy " is the scattering-path matrix for sDb A A
this system, and is obtained from the inverse of the matrix Giso(Es,1")= E [CAZL(E,T) 7| OZL’(E r’)
M. with elements 5008
+cBZ (E,r)r 7 Z (E;r')]

M{M=m®8,,—g"™ for all n and m. (12
Since this system is periodie! = 7 = 720, — > [CaZMENINET)
The site-diagonal average Green'’s function in the single- -
site approximation is then +cgZB(E,NJIBE,r)] (19

N
GSY(E,r,r')=— ! Z

=}
icv

00 which is identical with Eq(2.33 of FS. The most obvious
E Z (E,r)7g, LL’ZL’(E r' difference between the Eq4.3) and(19) is that in the PCPA
all the atoms are assumed to be unique, and hence their con-
centrations are just W. The formulas that are the analog of
(13) Eqgs.(15) and(17) are

—2 ZH(E,nJL(E,r) .

n(E))=cAn”(E)+cgnB(E) (20)
The average density of states per site for the alloy is an < ) =Ca ®
example of a site-diagonal property, and it can be found fron@nd
this Green’s function b
/ (p(r))=CapA(r)+ Cap®(r). (20
(n(E))=— me GSP(E,r,r)dv, (14) The Green'’s functions defined in Eq4.3) and(19) are pe—
™ Q r|od|c as they should beGRX(E,r,r')=G(E,r+R,,r’

Ry).

where() is the volume of the central unit cell. Clearly, the
density of states associated with any site in the effective
crystal is the average of that quantity for the individual at-
oms inV To this point, the single-site approximation has been used,
but nothing has been said about the definition of the effective
i scattering matrix,. The relation that definels in the iso-
(n(B))= Nizl n'(E), (15 morphous CPA appears in E(.24) of FS as

D. The PCPA condition and self-consistency

N

where Ca TA 00, Ca 7_E; 00_ 7-80, 22)

: 00 where 72 is obtained from Eqs(9) by putting the inverse
n'(E)=— —Im{ 2, L(E!r)ZLf(EJ)d”LLr] of the scattering matrix for the potentiak(r) on the central
LL 1g Sie and2% is obtained similarly. This is just the conver-
(16) sion of the original definition of the CPARef. 7) into the
The charge density on a site in the effective crystal is similanguage of the multiple-scattering thedfyThe extension

larly of this relation that defines the effective scattering matrix in
the PCPA is
N
(pO)=% 3, p(r) (17) N
P =N ) 1 )
= N2 0=, (23
Ni=

where

. where the scattering-path matrices are defined in(Eg).
o F i | 1,00 The information necessary for calculating self-consistent
pP== T f_x ImLEL, 2B N2 (B )7/ (E))dE. potentials and total energies in the PCPA is contained in the
' (18) site-diagonal Green'’s functions in E(L3). As in any other
system in which there is charge transfer, the local part of the
The term in Eq.(13) that includes the singular solution DFT-LDA potential»;(r) is calculated from the charge den-
JL(E,r) normally does not appear in formulas for propertiessity p'(r) defined in Eq(18). The Madelung contribution is
because it is real. defined using the net chargeg= [p!(r)dr—2z; for all j
As stated above, Eq13) should become identical with =i, whereZ;=Z, if there is an A atom on thqath site, and
the corresponding KKR-CPA equation when it is applied toz =Zgif there is aB atom on the site. This is the same way
an |somorphous model. For that case, the functions of posthat v;(r) is calculated in the LSMS or the LSGF.
tion Z! (E,r) andJ} (E,r) are allZ\(E,r) andJ{\(E, r) when ~In practical applications of the PCPA, the charge densities
there is anA atom on theith site orZB(E r) andJB C(E,r) p'(r) and potential(r) cannot be calculated fdt equal to
when aB atom is there. This is equivalent to the assumptiorinfinity, S0 it is necessary to make a supercell approximation.
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In this approximation, the configuration of atoms in the cen- 1 N _ o
tral supercelllis repro_duced p(_ariodically to fill all space. This (G(E,r,r+Rn)>=NZ E Z'L(r)T'LJL,Z'L,(r). (26)
same approximation is made in ordémethods, such as the =l

LSMS and LSGF. The use of supercells does not interfererhe sum is only over site because the sifés related to site
with the periodicity of the Green’s functions demonstrated inj py R;=Ri+R,. It is shown in Eq.(2.43 in FS that the
the previous paragraph. The calculation of the Madelung pogjng|e-site approximation to the scattering-path matrix in this
tential for all the sites in the supercell takes very litlle time gquation is
when the Ewald(Ref. 22 method is used. As a practical
matter, calculations of interesting properties using supercells Al=pi Tici D, (27)
of various sizes have shown that the supercell approximation -~
is not serious as long as the cells contain some hundreds wfhere 7, is the scattering path matrix for a periodic lattice
atoms. One reason for this is that the Madelung sums are nthat has the PCPA scattering mattixon every site. This
seriously affected if the actual contents of the adjoining sumatrix is found from the inverse of the matit. defined in
percells in the large sample are replaced with replicas of th&g. (12), and depends only on the separation between sites
central cell. Another is that the properties of interest in theand]
calculations are self-averaging. . g

It may seem contradictory to talk about an effective crys- ¢ =1e(Rij) =[M¢ 1. (28)
tal that is perlod|.c, and at .the same time talk abOL_Jt Netha matrix D'
charges on the sites. A similar contradiction occurs in th
isomorphous CPA, because one usgf) andpg(r) to cal-
culate the DFT-LDA potential in spite of the fact that the GNSD(E,r,r+R,)
effective scatterers on all the sites are the same. Ensuring this
does not lead to a contradiction is the purpose of the CPA
condition. The major point of FS is that this is a necessary
part of the formalism. A quantity like the total density of
states does not require knowledge of the wave functions and (29

can be calculated from the periodic effective crystal with Inserting this in Eq(25) leads to the expression for the av-

on every site using Lloyd’s formul® Information about in- eraged Green’s function in tHerepresentation
dividual sites must be used in the calculation of a property

that requires wave functions, such as the potentials, because .
there is no average wave function in an alloy, only an aver-  G(E.k,k)= L)G (E,r,r)dr
age Green'’s function.

is given in Eg.(11). Thus, the non-site-
ediagonal averaged Green’s function is

N

1 : o ,

— E E E 1 1 1] ] i

N =100, ZLl(r)DLlLTC'LL'D'—"—zz'-z(r)'

+ > ekRny FLo(Ry) 7e (Rp),

E. Averaging the Green'’s function for the non-site-diagonal L

n
case Rn#0

The most interesting non-site-diagonal properties are re- (30)
lated to the Bloch spectral density function. The PCPA, "kewhereGSD(E,r,r’) is defined in Eq(13). In Eq. (30),
the isomorphous CPA, leads to an effective Green'’s function
that is periodic. This means that Bloch vectirshould play 1 N _ _ _ '
a role in the theory, even though they are not good quantum F, ,(R,)= N > Z, (nzl (rdrb, D! .,
numbers. TheE vs k relation of ordinary band theory is Sl Joo ! : v
replaced in alloy theory with the Bloch spectral density, (3D
which is the density of states knspace. The formulas for the which depends orR, becauseR;=R;+R,. The matrix

Bloch spectral density function derived in FS and displayed=(R,) has weight one in the sense that it is the sumNof

in Egs.(4.8) and(4.9) of that paper are integrals, but divided by. .
. Specializing to the isomophous case, for whigh(r)
A°(E,k)=—(U/m)ImG(E,k,k), (24)  =z{(r) with probability c, and Z} (r)=ZE(r) with prob-
ability cg,F ' (R,,) becomes
where
| Fit=cd > | zt(nztndrdf, D,
G(E,k,k)=>, e'k‘Rnf G(E,r,r+Rydr. (25 Litz JO
n Q
+cac z8 (nz? (ndrp?  D®
In Eq. (25), the sum is over all Bravais lattice vectdgs,, A Ble,Lz Q L(NZ5(NADL, By
and the integral is over the central unit cell. It should be
noted thatG(!E,k,k) .is not the Fqurier transfo_rm of the +CaCa E ZE (r)zﬁ (r)erE LDi\ L
Green'’s function, as is used, e.g., in the analysis of positron L, Jo ! 2 =2
annihilation experiments.
The Green’s function that must bg usedAﬁ(E,k) is +c§ E Z’,f sz (r)erf LDE L, (32
obtained from Eq(5) by means of the site-averaging process L, Jo ! 2 = =2
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which does not depend oR,. The resulting formula for with the constraint that the alloy model must have the chosen
G(E,k,k) is identical to Eq(4.10 of FS, which means that concentration. The computer code can build in short-range
the Bloch spectral densities will be the same. order as measured by the Warren-Cowley coefficients, but
It is reassuring that the formulas fGrfE, and AB(E, k) that capability was not used in the present work.
obtained with the site-averaging process are identical with Ignoring static displacements of the atoms from the sites
the ones obtained with the ensemble-averaging process wheif the Bravais lattice is an approximation, but there is no
the former are applied to an isomorphous model. When enreason to expect it to be a serious one for the present case.
semble averaging is used, the sum in E2) is over sited From the sharpness of the Bragg peaks and the smallness of
andj independently. Since the functif;, in Eq.(32) does the static Debye-Waller factors observed in diffraction ex-
not depend orR,, it can be factored out of the integral in Periments on metallic alloys, it is clear that, to a first ap-
Eq. (30). This makes the expression for the Bloch spectraProximation, the atoms fall on the sites of the average lattice.
density for the isomorphous case, H4.15 of FS, consid- This conclusion is corroborated by the most recent experi-
erably easier to deal with computationally. mental studies? Thermal displacements are also important.
At room temperature, the rms average of the thermal dis-
FB d the PCPA placements is 3—4 times larger than t_he rms average Qf the
- beyond the static displacementS,even for alloys with a large size mis-
There are three steps in the derivations given above; thmatch.
site-averaging process, the single-site approximation, and de- Initial guesses are made for the atomic potentials, and the
fining the effective scattering matrix as the one given by t matrices are calculated. The PCPA equations in (£8)
Eq. (23). It should be observed that these steps are indepemre solved iteratively, using a generalization of the programs
dent, and that different levels of theory can be obtained byhat were originally developed for use in KKR-CPA calcula-
truncating the derivation after step one or making differentiions. The new charge densities for each site are found using
choices in step 3. In particular, after a LSMS calculation onEq. (18), and the whole process is repeated until the total
a supercell has been carried out, the results can be insertedergy and potentials have converged. It has been demon-
into Egs. (8) and (26) to get site-diagonal and non-site- strated computationalf§ that the muffin-tin approximation
diagonal averaged Green’s functions. These can be used ditroduces no significant error in calculations like the ones
rectly to obtain such quantities as the Bloch spectral densitiediscussed here. Even for the most extreme case, the copper-
without making a single-site or a CPA approximation. Thepalladium alloy system, the heats of mixing calculated with
process of averaging reduces the amount of information imuffin-tin and non-muffin-tin methods are not significantly
the LSMS results, but there are situations in which this isdifferent. That is, calculations on copper-palladium in the
desirable. Experience with orddr-calculations like the L1, structure with the muffin-tin LSMS method give6.6
LSMS has demonstrated that there is frequently too mucmRy, while the non-muffin-tin Viennab initio simulation
information in the results. The averaging process may bg@ackagé’ (vAsp) gives —6.8 mRy. It has been reported in
helpful in resolving the more important physical effects fromthe literaturé® that the non-muffin-tin linear augmented
the mass of computed data. The averaged Green’s functioqdane-wave method gives6.3 mRy. The advantage in using
could also provide a good standard by which approximationshe muffin-tin approximation, as compared with an atomic-
like the PCPA can be tested. sphere approximation, is that the multiple-scattering equa-
It should also be noted that the site-averaging procestons are exact. Questions of convergence that must be ad-
may be applied to supercells that have short-range order atressed when full-potential methods are used are avoided in
displacements of the atoms from their average lattice sites. the present approach, although such methods will be incor-
will have to be seen if these capabilities are of any practicaporated in later calculations when they are deemed neces-
use. LSMS calculations on copper-zinc alloys with short-sary. As emphasized earlier, the Madelung contribution is
range order have been publisheahd it would be interesting calculated without approximation.
to see the degree to which these could be reproduced with a It might be thought that the solution of the equation for
PCPA that contains such order. There has been a lot of inthe effective scattering matrix for the N-atom PCPA case,
terest in the inclusion of displacements in alloy theories reEq. (23), would be much more difficult than for the isomor-
cently, and this is a proposal for including them in a CPAphous CPA, Eq(22). It turns out that, using the standard
level theory. method described in Ref. 28, only twice as many iterations
were needed to solve the equation for the PCPA than for the
KKR-CPA. This is due to the fact that, although the charge is
different on every atom, the scattering matrices for the atoms
The computer codes used for the PCPA calculations deof a given species are quite similar. The Brillouin zone inte-
scribed in this paper are based on the ones that were devajrations required when caIcuIatir’rQo were performed using
oped for the implementation of the LSMS method.The  the prism methot with 36 directions in the irreducible
supercell is first generated for the underlying face centerediedge of the Brillouin zone, which insures milli-Rydberg
cubic (fcc) or body centered cubitbco) Bravais lattice. For  accuracy. All the calculations reported here were performed
bcc alloys, the dimensions of the supercell are normally chowith the Cray T3E-900 512-processor supercomputer oper-
sen to be X5X5 lattice spacings, and it contains 250 at- ated by the National Energy Research Scientific Computing
oms. For fcc alloys, the supercell dimensions are typicallyCenter located at the Lawrence Berkeley National Labora-
4x 4% 4, and contain 256 atoms. The next step is to assigtory. It is, of course, always desirable to use the most pow-
atoms to the lattice sites using a random number generatogerful computing facilities that are available. However, one of

. COMPUTATIONAL METHODS
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TABLE I. Convergence test of the total energy, Fermi energy, and charge transfer for a 50% copper-zinc

alloy.

Supercell size 16 54 128 250
Total energy(Rv) —3414.465156  —3414.465272 —3414.465129 —3414.465064
Fermi energy(Rv) 0.6609 0.6609 0.6609 0.6609
Charge transfete) 0.103 26 0.105 36 0.102 64 0.10143

the major thrusts of our future program development is toPCPA, and KKR-CPA. The LSMS calculations appeared in
simplify the PCPA calculations so that they can be carrieca previous publicatio”’ The charge transfers predicted by
out on small workstations or microcomputers. the three theories are also shown. In the following, the rea-
Tests were made on the dependence of the PCPA resulé®ns for focusing on chemical shifts rather than the densities
on N, the number of atoms in the supercell. It was found thaif states that can be measured with ultraviolet photoemission

surprisingly small samples give quite acceptable predictiongpectroscopy, as was conventional in earlier evaluations of
for such self-averaging quantities as the total energy peg|ioy theories, will be made clear.

atom and the charge transfer. This is illustrated by the calcu- The chemical shifts are defined as follows. In the DFT-
lations on a bce 50% CuZn alloy with a lattice constant of 5. pa  the binding energy of a core levd®/(c) of an A
5 Bohr radii that are shown in Table I. The total energies ’ n

. € ~atom on site in an A-B alloy with a concentratiom is the
calculated with supercells containing 16 and 250 atoms dift,eyative of the one-electron core-level energy measured rela-
fer by only 92 micro-Rydbergs, and the charge transfe

ive to the Fermi energy. The binding energy for thatoms
changes by 0.0018 electron charges. All of these supercellsa 9 [ 9 9y

used in these calculations were generated randomly. This i n1(€) s the average of thE'A‘\”'I(C) over all theA sites. The
at the same time, a test of the sensitivity of the energy to th%1nd|ng energy for thes atomsEnJ(c) 'S deflnedAS|m|IarIy.
arrangement of the atoms in the supercell, since thes hg chemical shifts for. atoms_ |n. an aIIo;&En’,(c.) or
samples have nothing in common except for their concentra?En,1(€), are the change in the binding energy relative to the
tion. The Warren-Cowley short-range order parametersPUreA or B metal. It is well understood that there are sig-
other than the first, are small for these samples, which indiflificant differences between the Koopman approximation to
cates that they are random. The distributions of Warrenth€ binding energy and the measured binding energy of a
Cowley parameters for some larger supercells are shown ifCre eIectron,Odue to the relaxation of the electrons around
Fig. 15 of Ref. 17. It is expected that unwanted order is mord€ core holé” It has been proposed that the many-body
likely to appear in a randomly generated supercell wRés relaxation _cogrectlons are approximately mdependent of
small. Such small supercells will rarely be used becaus§oncentratiort; so they are not expected to be very impor-
PCPA calculations on large supercells are not significantiy@nt in measurements of chemical shifts.
more time consuming, since the calculation of Madelung po- The LSMS and PCPA calculations for the CuPd alloys
tentials with the Ewald method takes very little time. shown in Table Il use supercells containing 256 atoms based
on fcc Bravais lattices, the lattice constant for the 50% alloy
being 6.9 atomic unitéau) and for the 80% alloy being 7.1
a.u. The disordered 50% CuZzn alloy is in tBephase(bco

In Table II, experimental chemical shifts in copper- with a lattice constant of 5.5 a.u. The supercell used with the
palladium, copper-zinc, and silver-palladium alloys are com-LSMS calculations contains 432 atoms, while the one for the
pared with the results of calculations using the LSMS,PCPA calculations contains 256. The ordeg@dphase of

IV. ANALYSIS OF CALCULATIONS

TABLE II. Experimental and theoretical values for the chemical shifts in various alloy systems. Net atomic charges calculated with the
indicated theories.

KKR- KKR-
a Exp LSMS PCPA CPA LSMS PCPA CPA
alloy atom shift shift shift shift charge charge charge
Alloy Bohr radii  level (eV) (eV) (eV) (eV) (e (e (el
50% CuPd 7.1000 @gCu —0.70000 -0.71688 -0.85603 —0.93102 -0.17609 -0.16084 —0.04334
3d Pd 0.260 00 0.33797 0.23202 —0.006 29 0.176 09 0.160 84 0.04384
80% CuPd 6.9000 @gCu —0.25000 —0.26817 —0.29592 —0.32344 —0.07721 —0.07453 -0.02162
3d Pd 0.700 00 0.654 57 0.606 68 0.436 36 0.31087 0.299 59 0.086 48
50% CuZn 5.5000 g Cu 0.33958 0.22599 0.18942 -0.10086 —0.10143 -0.07578
2p Zn —-0.00871 —0.13388 0.046 90 0.100 86 0.10143 0.07578
CuzZnB2 5.5000 2 Cu 0.35000 0.568 69 —0.12589
2p Zn  —0.20000 -—0.28557 0.12589
50% AgPd 7.6100 8Ag -—-050000 -0.47715 -0.57389 -0.53590 0.049 56 0.04863 0.057 24

3d Pd 0.00000 -0.10163 —0.19347 -0.37686 —0.04956 —0.04863 —0.05724
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CuZn is in theB2 (CsC) structure with the same lattice 120
constant as thg8 phase. The 50% AgPd alloy is modeled

with a supercell containing 256 atoms and a fcc Bravais lat-__
tice with a lattice constant of 7.61 a.u. in both the LSMS and & [
PCPA calculations. The same lattice constants are used i 80
the KKR-CPA calculations on all these alloy systems, but, of £ i

w0l ----- Cu50Pd KKR-CPA
i Cu50Pd LSMS

course, supercells are not used in such calculations. The pur2 8o0r
metals Cu, Pd, Ag, and Zn are all taken to be fcc with lattice » !
constants 6.7677, 7.43, 7.2744, and 7.79 a.u. The experimerg 40 -
tal chemical shifts for CuPd are taken from Ref. 42, those for™® .

Cuzn are from Ref. 43, and those for AgPd are from Ref. 44,
The choice of core levels listed in Table Il is dictated by the
existence of well-defined peaks in the energy range that car oe 05 04 w08 02 o1 o
be sampled using AKa or Mg Ka X rays. EE._(Ry)

The first observation that can be made from Table Il is Fermi
that the chemical shifts calculated with the LSMS agree with £ 1. The density of states of a 50% copper-palladium alloy as

the experimental data to within the accuracy of the experiy function of the energy relative to the Fermi energy. The lattice
ments, as pointed out in Ref. 29. It can be concluded fromonstant of the fcc Bravais lattice is 6.9 atomic units. The solid line
this agreement that the prediction of chemical shifts in alloyshows the average of the 256 densities of states calculated with the
is trivial in the sense that an accurate DFT-LDA calculationL.SMS. The dotted line shows the density of states calculated with

will yield them. Overall, the chemical shifts predicted by the the standard KKR-CPA.
PCPA calculations are very good, particularly when it is

taken into account that the computational effort expended iR |inear relation between the Madelung potentials at the sites
obtaining them is a very small fraction of that required for o 5 alloyV' and the net charges on the sitgs This qV
the LSMS numbers. The effort required to calculate chemicag|ation is not trivial because it is only true for the charges
shifts with the KKR-CPA is even less, but the agreemenicaiculated in the final stage of a self-consistent calculation,
with experiment is further reduced. _ while such simple conditions as charge neutrality hold at
The agreement between the LSMS calculations and ©Xavery iteration. It can be seen from Fig. 2 that Weandq
periment for such a sensitive property as the chemical shiff.oy 4 PCPA calculation on the 50% CuPd alloy fall on lines
increases the confidence that can be placed in that theonf,a¢ are as straight as the ones determined by the LSMS data.
For this reason, it is disturbing that the KKR-CPA predic- The sjopes are not identical. For copper sites, the slope from

tions for the average charges on the constituent atomgpe pcpA data is-1.3738 Ryle|, compared with—1.1955
shown in Table I, differ considerably from the predictions fom the LSMS data. For thé Pd sites, the slopes are

of the LSMS. This is particularly noticeable for the CuPd _1 2767 and—1.1826. Thus. the PCPA not only gives an
alloys. If one takes the conventional view that chemicalyccyrate value for the average net charge on the atomic sites,

shifts are a measure of charge transfer, it is surprising thalg can be seen from Table II, but also it gives a very good
the chemical shifts given by the KKR-CPA are as accurate agegcription of the distribution of the charges on the sites.

they are. The PCPA gives values for the average charges that gince the computer codes used for the present calculations

agree with the LSMS to within a few percent. This is ex- are hased on the LSMS codes, it is not difficult to extend
pected, because the PCPA includes Coulomb effects as well

as they can be within the level of a single-site approximation.

In Fig. 1, calculations of the density of states for the 50% s ‘ ! ! !
CuPd alloy are shown. The LSMS curve is obtained by av-
eraging the densities of states calculated for the 256 sites il el ]
the supercell. The average density of states given by the o1l |

KKR-CPA is clearly different from the LSMS prediction, but
it would be difficult to see differences of this magnitude in 2 a6 |-
experiments. One might have expected that the difference< '

would have been greater, given the fact that the KKR-CPA

prediction of the charge transfer is only one fourth of the Bl 1
LSMS value. There are 10 electrons in tthéands, and the sl =% -V Cu PCPA |
charge transfer is only 2% of that. Thus, the difference be- ' = 2V PO RCRA

tween the positions of the Fermi energies does not appear t 03 , , , ‘ ‘ , ,

be very large on the scale of the drawing. This explains the 04 -03 -02 -01 00 01 02 03 04
early successes that the KKR-CPA had in predicting the re-
sults of photoemission spectroscopy experiments, and alsu
the reason that charge transfer and chemical shifts provide a FiG. 2. The Coulomb potential at the lattice sites as a function
more sensitive test of the ability of an alloy theory to treatof the net charge on the lattice sites for a 50% copper-palladium
Coulomb effects correctly. alloy. The lattice constant of the fcc Bravais lattice is 6.9 atomic
An interesting observation that was made on the basis ajinits. The straight lines are the result of fits to the data. The sign
data from LSMS calculation8is that the DFT-LDA predicts  convention for the charges is opposite to the one used in Table II.

q (e)
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them to treat LIZ’s larger than one. Such LSGF calculationgpaper. Not only does the PCPA give a more accurate descrip-
on the 50% CuPd alloy have been carried out with a LIZtion of the average charge transfer, it also includes fluctua-
containing 19 atoms or two nearest-neighbor shells. Thestons about the average. These charge fluctuations modify the
calculations differ from the ones in Ref. 19 in that the density of states and the Bloch spectral density function. In
multiple-scattering method is used. The improvement of thearticular the effects on the Bloch spectral function have the
LSGF charges over the PCPA charges is not as great gmtential to change the width of peaks and, therefore, to alter
might have been expected. The average net charge on the @lectron lifetimes. This will affect calculations of such prop-
atoms predicted by the calculations usimgj ;=19 is erties as the residual resistiiyand ordering temperatures
—0.16153|¢], only 0.4% larger than the one from the PCPA for Fermi surface driven long period ordered structdfes.
calculations. ThegV relations for this alloy obtained from major problem with the isomorphous KKR-CPA is that there
the LSMS and PCPA are shown in Fig. 2. The calculationis no clear pathway to make the theory full potential because
usingN;z =19 gives straight lines like the ones in the figure. of difficulties with continuity of the charge density at the cell
The slope of the line for Cu is-1.3161 Ryle|, and for Pd it boundaries, even if one allows nonspherical corrections to
is —1.2420 Ryle|. These values are 3—4 % smaller than thethe scattering. In the PCPA the fact that the Coulomb effects
ones predicted by the PCPA, and are about a third of thare treated using a supercell means that charge density is
correction that is needed to obtain values that agree with theell defined throughout all space. Unfortunately, it will not
LSMS slopes. be precisely continuous at the cell boundary since the mul-
tiple scattering equations are still solved in a single site ap-
V. DISCUSSION proximation. How severe a restriction this imposes remains
to be investigated numerically.

It can be concluded that a CPA level theory that treats The development of the PCPA is only beginning, and
Coulomb effects without significant approximation exists.there are many extensions that need to be carried out. A
There are several advantages in the PCPA approach. The fiiggmparison of the binding energies of alloys calculated with
is that it predicts a continuous distribution of charges abouthe LSMS and KKR-CPA is given in Ref. 18. The PCPA
the mean for theA and B atoms, and this is in accordance pinding energies should be added to this comparison. The
with reality. The second is that there are no adjustable pafprmulas forG(E,k,k) and hence the Bloch spectral density
rameters in the theory, and this is an improvement over th@nction AB(E, k) derived in Sec. Il E should be utilized for
isomorphous alloy theories that attempt to include nonzer@gajculations on some real alloys as soon as possible. The
Madelung potentials. The third advantage is that the inclu{ SGF with LIZ’s containing more than one atom also leads
sion of the exact form for the Madelung potentials is conceptg an effective scattering matrik, . We do not consider that
tually simpler than the approximations that have been protg he a PCPA because it is more difficult to fit it into the
posed, and requires only slightly more computational effortsingle-site picture, and it presupposes that one is prepared to
We emphasize that the changes to the predictions of the elegn more time-consuming calculations. It would be interest-
tronic structure Obta]ned from Other Self-ConSIStent CPA|ng to Compare the average Green’s functions Obtained using
theories are quantitative but not qualitative. Those methodge | SGF and PCPA effective scattering matrices. The ex-
have had great success in explaining many properties of ajsting programs, which are based on the LSMS codes, should
loys. In hindsight, it is clear that the derivation of the Made-pe simplified so that PCPA calculations can be carried out

lung potential in the KKR-CPARef. 10 is logically and  ith readily available microcomputers and workstations.
mathematically sound. The reason it led to a null result was

the belief, generally held at that time, that the isomorphous
alloy model is anecessary precondition fo_r'such derivations. ACKNOWLEDGMENTS
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Abstract

The equilibrium structural parameters, enthalpies of formation and partial densities of state for TisSi3 and TisSi3Zq5 (Z= B, C,
N or O) were calculated based on first-principle techniques. Enthalpy of formation calculations suggest that of the known structures
for transition metal (TM) silicide compounds containing TM5Si3 (D8g, D8, and D8,,,) the D8 structure is the most stable form of
TisSiz, and the stability of the structure increases as Z atoms are added. The theoretically determined structural trends as a function
of interstitial element, Z, agreed well with experimentally determined values. Both indicate bonding between Ti and Z atoms based
on contraction of Ti—Z separations. The calculated partial densities of state suggest that p(Si)—d(Ti) and d(T1)-d(Ti) interactions are
responsible for most of the bonding in pure TisSi;, which agrees with previous studies. As Z atoms are added, p(Z)—d(Ti) interac-
tions become significant at the expense of weakening some of the d(Ti)-d(Ti) interactions. © 2000 Elsevier Science Ltd. All rights

reserved.

Keywords: A. Titanium silicides; B. Crystal chemistry of intermetallics; E. Electronic structure, calculation; F. Diffraction (electron, neutron and X-ray)

1. Introduction

Interest in MsSi; intermetallics (M = transition metal
of groups III-VI) which began in the 1950’s and con-
tinues today is primarily a result of their high melting
points (>2000°C), wide homogeneity ranges and large
alloying potentials. Nowotny and coworkers performed
much of the early characterization of these materials [1—
3]. The crystal structures were determined to be either a
hexagonal Mn;Sis-type (D8g, M = Sc, Ti, Mn, Y), tetra-
gonal CrsBs-type (D8, M= Cr, Nb, La, Ta) or tetra-
gonal WsSis-type (D8,,,, M= V, Mo, W). Additionally,
Nowotny discovered that all of these MsSi; compounds,
except LasSis;, reverted to the hexagonal form in the pre-
sence of boron, carbon, nitrogen, or oxygen [1]. MsX3
compounds stabilized in the hexagonal structure by
ternary additions have since become known as Nowotny
phases [2]. Experimental observations also suggested

* Corresponding author. Tel.: + 1-515-294-0276.

that carbon was most efficient and oxygen least efficient
in stabilizing the hexagonal structure. However, no direct
experimental or theoretical evidence currently exists which
explains why this stabilization occurs.

Although experimental evidence suggests that TisSiz
does not require ternary additions to form the hexagonal
structure, recent work has shown that small additions of
carbon have a significant effect on the crystal structure,
thermal expansion and high temperature oxidation
resistance [4,5]. In fact, by adding carbon to the struc-
ture, TisSi; becomes a considerably more promising
material for engineering applications [6,7] by reducing
the anisotropy of thermal expansion and increasing
oxidation resistance. However, little is known why car-
bon additions have such a striking effect on these prop-
erties. The goal of this study is to combine experimentally
determined structural data with first-principle electronic
calculations to understand bonding changes that occur
with the addition of boron, carbon, nitrogen or oxygen to
TisSi;. Determining these bonding changes will aid in

0966-9795/00/$ - see front matter © 2000 Elsevier Science Ltd. All rights reserved.
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understanding and predicting the changes that occur in
the thermal and electronic properties.

No previous first-principle calculations have been
attempted on ternary TisSi3Z, (Z= B,C,N or O); how-
ever, two studies do exist on binary TisSi;. The first
study, by Long and Chong [8], used a semi-empirical
tight binding energy band method with the extended
Hiickel approximation to calculate band structure and
density of states (DOS). They concluded that bonding—
antibonding in TisSiz is primarily a result of d(Ti)—p(Si)
interaction above and below the Fermi energy (Ey) as
well as d(Ti)-d(Ti) interactions spanning energies
around Ey. These orbital interactions are very typical of
transition metal silicides in general and explain their
good electrical conductivity [9,10]. The second study, by
Ekman and Ozolins [11], made calculations based on
the full potential version of the linear muffin tin orbital
(LMTO) method. Their conclusions of d(Ti)-p(Si) and
d(Ti)—d(Ti) hybridization were identical to those above.
However, their electron density maps suggest that all
Ti-Si interactions in TisSiz are multi-centered bonds as
opposed to simple two-atom covalent bonds. The study
also calculated the equilibrium volume, bulk modulus
and enthalpy of formation, all of which were only
slightly lower than the experimental values.

This study used the LMTO method with the atomic
sphere approximation (ASA) to calculate the angular-
momentum decomposed electronic DOS, but unlike the
previous studies, equilibrium lattice parameters and
atomic positions were also calculated. These calculations
were made for Ti5$i3, TisSi:;ZO‘zS and TisSi3ZO_5
(Z=B,C,N or O) and compared to experimentally
determined values. Heats of formation were also calcu-
lated for most compositions including TisSiz in the equi-
librium Mn;sSi; structure (D8g) as well as in the possible
alternate structures of WsSiz (D8,,,) and Cr;B; (DS)).

2. Crystal structure of TisSis

Fig. 1 gives the hexagonal structure of TisSi;. The
unit cell contains two distinct titanium sites and one
silicon site: Ti at 4d sites at (1/3, 2/3, 0); Ti at 6g sites at
(xT3, 0, 1/4); Si at 6g sites at (xg;, 0, 1/4).

Theoretical calculations were based on this unit cell,
which contains two formula units of atoms (i.e. Ti;(Sig).
The Ti*! atoms form a linear chain parallel to the c-axis,
and the Ti% atoms form a chain of face-shared trigonal
antiprisms along the c-axis. The silicon atoms form a
chain of distorted face-shared trigonal antiprisms par-
allel to the c-axis such that one Ti*d site is at the center
of each antiprism. This structure leads to an ABAC
stacking sequence along the c-direction. The B and C
planes consist of Ti®® and Si atoms, which form the
shared faces of the antiprsims, and the A planes consist
solely of Ti*d atoms. The Z atoms are thought to occupy
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Fig. 1. D8y crystal structure of TisSi3: (a) 001 orthographic projection
of lattice with highlighted trigonal antiprisms; (b) depiction of the face-
sharing of the trigonal antiprisms along the c-axis. Z atoms sit at the
center of the trigonal antiprisms formed by six surrounding Ti® atoms.

the interstitial region at the center of the antiprism
formed by the Ti®€ atoms, and hence, would also lie in
the A plane with the Ti*! atoms.

Strong experimental evidence exists to support the
assertion that Z atoms occupy this interstitial site. Neu-
tron diffraction studies of MosSi;C by Parthe et al. [3]
and of TisSizH, by Kajitani et al. [12] as well as single
crystal x-ray diffraction studies of LasGe;O, by Guloy
and Corbett [13] and of ErsSiz;C, by Al-Shahery et al.
[14] all agree that occupation of this antiprismatic inter-
stice by Z atoms is most probable. Thus, the solubility of
Z in TisSiz should vary from zero to the stoichiometric
limit of TisSi3Z; (there are only two antiprismatic inter-
stices in the unit cell, which is equivalent to a maximum
of one Z atom per formula unit). This is in full agreement
with the actual solubility limits of C,N or O in TisSi3 as
measured by diffusion couple experiments [15,16].

3. Theoretical approach

Calculations to determine the stable structure were
made within the local density approximation [17] by
using the Hedin-Lundqvist [18] form for the local
exchange and correlation potential. Electronic Bloch
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states [19] were expanded as a mixed basis set with norm
conserving scalar-relativistic pseudopotentials [20] used
for the constituent elements. Relaxation of atomic
coordinates was facilitated by computing the Hell-
mann—Feynman forces [21] acting on the atoms. A
Broyden algorithm for estimating and updating this
force matrix was used to predict the new atomic coor-
dinates during the relaxation process. The atomic posi-
tions and lattice parameters were fully relaxed to the
true equilibrium structure. Using these calculated equi-
librium lattice parameters, electronic densities of state
(DOS) were calculated by the LMTO-ASA method. To
improve efficiency and accuracy of the calculations,
unoccupied octahedral interstices were filled with empty
spheres. For TisSi;, the radius of these spheres was set
to 0.7 times the radius of the Ti atom. For TisSizZ,, the
radius was set to the radius of the Z atom, which ranged
from 0.68 to 0.7 times the radius of the Ti atom. Heats
of formation were also calculated (see Section 5.1).

4. Experimental approach

All TisSizZ, samples were synthesized by arc-melting.
The starting materials included sponge titanium (Timet,
99.7%), silicon pieces (Alfa Asar, 99.9999%), spectro-
graphic grade graphite eclectrodes for carbon, boron
pieces (Alfa Asars, 99.5%), titanium nitride for nitro-
gen (Johnson Matthey, 99.8%) and titanium dioxide for
oxygen (Fischer Scientific, 99.8%). Arc melting was done
in a ultra-high-purity argon atmosphere on a water-chil-
led copper hearth. Samples were melted at least three
times via a non-consumable tungsten electrode. Total
weight losses after arc-melting were typically much less
than 0.5 wt.%.

Arc-melted samples were then ground to <20 pm and
mixed with a silicon line position standard (NIST SRM
640b). Room temperature X-ray diffraction spectra were
obtained from a Scintag diffractometer with solid state
detector. Room temperature neutron diffraction spectra
were obtained from the Missouri University Research
Reactor (MURR) using a curved Ge monochromator and
position sensitive detector. Rietveld analysis software
(GSAS, Los Alamos National Laboratory, 1985) was
used to calculate the lattice parameters and the two vari-
able atomic coordinates, x; and xg;. Oxygen and nitrogen
content were measured on a Leco TC-436 analyzer; carbon
content was measured on a Horiba EMIA-520 analyzer.

5. Results and discussion

5.1. Enthalpy of formation

The enthalpies of formation were calculated from
total energies, E, according to: H + Erisi,z, — 2i(XiE)),

where X; is the concentration of the ith elemental com-
ponent. The total energies of the elements, E;, were cal-
culated using their most stable structures: titanium (P6s/
mmc), silicon (Fd-3m), boron (R-3m) and graphite (P63/
mmc), as well as O, and N, gas. For TisSizZ,, total ener-
gies, Erisi,z,, were calculated using the relaxed atomic
positions and lattice parameters that were determined by
the pseudopotential method described in Section 3.
Table 1 lists the results of these calculations. Of the
three possible crystal structures in which MsSi; com-
pounds form, the D8g structure has the largest negative
value. Thus, these calculations agree with experimental
observations that suggest that the DS8g structure is the
most stable structure for TisSiz. In most other M;5Si;
compounds, where M is heavier than Ti, the D8 struc-
ture only becomes favorable in the presence of inter-
stitial atoms. As an example, MosSi;, which exists in the
DS, structure, converts to the D8g structure when car-
bon is added. In a study by Fu et al. [22], calculations of
enthalpies of formations did correctly suggest that in
agreement with experimental evidence, MosSi; should
form in the D8, structure instead of the D8 and DS;
structures. Thus, this study provides further support that
theoretical calculations of the enthalpy of formation can
be used to predict which crystal structure is most stable.
As seen in Table 1, the enthalpy of formation
becomes more negative, as more carbon or boron is
added to the lattice. This suggests that these interstitial
atoms, in accordance with experimental observations,
do increase the stability of the D8g structure. A com-
parison of the enthalpy of formation of TisSi; with that
of TisSizZg 5 indicate TisSi3Cqy 5 is 3% more negative,
TisSi3Nj 5 is 7% more negative and TisSi30q 5 is 38%
more negative than TisSi;. This trend agrees well with
experimental values of the Gibbs energy of formation at
1100°C for TisSi3Z. As reported in Goldstein et al. [16],
TisSi3C is 5% more negative, TisSisN is 11% more
negative and TisSi50 is 41% more negative than TisSis.

5.2. Equilibrium structural parameters

Theoretical and experimental structural parameters are
given, respectively, in Tables 2 and 3. The theoretical

Table 1
Calculated enthalpies of formation

Composition Structure Enthalpy, eV/f.u.
TisSis Dg, —6.060
TisSis D8, —6.170
TisSi3 D8g —6.410
TisSi3Bo.s D8y —6.604
TisSi3Bo s D8g —7.104
TisS13Co 25 D8g —6.625
TisSi3Co 5 D8y —7.251
TisSi3Np s D8g —6.866
TisSi300 5 D8g —8.870
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Table 2
Calculated structural parameters for TisSi;Z,*

a(A) cA) a a

Zy Xry’ Xsi

- 7.377 5.084 0.2473 0.6063
By s 7.4027 5.1079

Bos 7.4101 5.1130 0.2470 0.6023
Coos 7.3775 5.0892

Cos 7.3925 5.0956 0.2400 0.6023
No.2s

No s 7.3834 5.0746 0.2410 0.6025
Og.25

Op s 7.3730 5.0829 0.2440 0.6025

2 Values for the x coordinates of the 6g Ti (1) and 6g Si (xs;) sites
are in fractional units.

Table 3

Measured structural parameters for TisSizZ,*

Z a(A) ¢ (A) xri* Xsit
Oo.02 7.4601(1) 5.1510(1) 0.2507(3) 0.6067(2)
Bo.oa 7.4670(2) 5.1722(2) 0.2495(3) 0.6076(5)
Bo.a7 7.4781(1) 5.1788(1) 0.2478(3) 0.6053(5)
Co.2s 7.4497(1) 5.1596(1) 0.2446(3) 0.6032(2)
Co.47 7.4415(1) 5.1687(1) 0.2391(3) 0.6004(2)
No.27 7.4387(1) 5.1453(1) 0.2439(2) 0.6049(3)
No.46 7.4273(1) 5.1543(1) 0.2379(3) 0.6025(5)
0.2 7.4469(2) 5.1410(1) 0.2454(2) 0.6041(2)
Op.4 7.4342(1) 5.1334(1) 0.2419(2) 0.6015(2)

2 Values for the x coordinates of the 6g Ti (1) and 6g Si (xs;) sites
are in fractional units.
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lattice parameters underestimate the experimental lat-
tice parameters by 0.6-1.6% as is common for this
method of calculation. However, the normalized trends
between experimental and theoretical values are in good
qualitative agreement, particularly for the change in c-
axis as a function of interstitial content. Boron and
carbon, being the larger atoms, expand the ‘“‘c’-lattice
parameter; whereas, the smaller oxygen and nitrogen
contract it. The agreement between theoretical and
experimental trends in the “‘a”-lattice parameter is not
quite as good. Based on experimental measurements, all
but boron contract the “a’-lattice parameter; although
theoretical calculations show all but oxygen expand the
“a”-lattice parameter. The reason for this discrepancy
may be due to the underestimation of the lattice by
theoretical calculations, although additional research is
necessary to confirm this assertion.

Based on the experimental and theoretical structural
parameters, nearest-neighbor atomic separations were
calculated in order to infer bonding changes as inter-
stitial atoms are added to TisSiz. Fig. 2 shows the
change in nearest-neighbor atomic separations as car-
bon is added to TisSi3. In general, all studied interstitial
additions led to changes similar to those seen in Fig. 2.
There is very good qualitative agreement between the
experimental and theoretical changes in atomic separa-
tions as a function of interstitial content. The most
striking effect of interstitial atoms is to contract the
Ti%-Ti% and Ti®®-Z separations and to expand the
Ti%-Si separations. This suggests bonding between the

WS
Rl N RN R 1§}

Ti*Ti*

Ti%-Ti% I
and
Si-Si

Tie-Ti 11

-0.16 l i
0.1 0.2

0.

0.4

3 0.5

Interstitial Content (f.u.)

Fig. 2. Change in atomic separations as carbon is added to TisSis. Dotted lines represent theoretical calculations, solid lines represent experimental data.



J.J. Williams et al. | Intermetallics 8 (2000) 937-943 941

121 TisSi;

States/Atom/eV
S o =
[« oo o
w

> | TisSisBos

T T T T T T T

TisSi3Cos

States/Atom/eV

12| TisSizNos

States/Atom/eV

Fee
B

0:0 T 1 3 T T T T T T

1'2 | TisSiz0ys

1.0 +“0 V
08 1 ;

-9 -8 i -6 -5 -4 -3 -2 -1 0
Energy (eV)

States/Atom/eV

o o o o
[T S T S = Y

0
—

b

'

aa )
(=]

Fig. 3. PDOS’s for TisSis and TisSi3Z s. Thick, black lines represent Si states; thick, grey lines are Z states; thin, black lines are Ti states; thin,
grey lines are Ti% states.
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Ti% and Z atoms and a possible weakening of bonding
between the Ti and Si atoms. Furthermore, the theo-
retical calculations suggest that these changes are
strongest for carbon. Thus, carbon atoms may be more
strongly bonded with the Ti than the other interstitial
atoms.

5.3. Densities of state

Fig. 3 gives the partial densities of state (PDOS’s) for
each of the atoms in TisSi; and TisSisZy 5. The calcu-
lated densities of state for TisSiz qualitatively agree with
the previously mentioned studies by Long and Chong
[8] and Ekman and Ozolins [11]; that is, the region from
—2 to —5.5 eV is dominated by d(Ti)—p(Si) mixing, and
the region at the Fermi level (0 eV) to —2 eV is domi-
nated by d(Ti) states. These d(Ti) states most likely

030 T

Cumulative Area
(States/Atom)

J.J. Williams et al. | Intermetallics 8 (2000) 937-943

consist of both bonding and non-bonding electrons.
Also, little mixing occurs with the s(Si) states from —6.5
to —10.5 eV.

As boron, carbon, nitrogen or oxygen is added to the
lattice, mixing occurs primarily between the interstitial
atom’s p-state and the surrounding Ti% atom’s d-state.
This is shown in Fig. 4 for interstitial carbon and oxy-
gen atoms, which is a plot of the cumulative area of the
difference between the PDOS’s of TisSizZ, s and TisSis.
A positive slope in Fig. 4 indicates an increase in the
PDOS of an atom in TisSizZq 5 compared to that same
atom in TisSi;. Similarly, a negative slope indicates a
decrease and a zero slope indicates no change in the
PDOS’s in TisSi3Z, 5 relative to TisSiz. Thus, as seen in
Fig. 4, addition of 0.5 formula units of oxygen leads to
an increase of about 0.3 states for each Ti% atom at —6
to —7 eV which corresponds exactly to the position of

0.30 +

Cumulative Area
(States/Atom)

Energy (eV)

-\
‘g’f \,.\ ’f
/
armte,

Energy (eV)

Fig. 4. (a) Cumulative area of the difference between the DOS of an atom of TisSi30q s and the DOS of that same atom in TisSi;, (b) Cumulative
area of the difference between the DOS of an atom in TisSi3Cy s and the DOS of that same atom in TisSi;. Large, positive slopes in the Ti curves
correspond exactly in energy to the position of the interstitial atom’s p-state. Smaller features in these figures are due to slight changes in the Fermi
level as interstitial atoms are added to TisSis.
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the oxygen p-band. Also, addition of oxygen leads to a
reduction of 0.1 states per Ti® atom at —4.5 to —5 eV
and a reduction of 0.25 states per atom at —0.5 to —2
eV which corresponds to areas of d(Ti)—p(Si) and d(Ti)—
d(Ti) interaction, respectively.

Furthermore, little change occurs between the
PDOS’s of Ti*! and Si atoms in TisSi;Oy s relative to
TisSi5. Based on these observations, addition of oxygen
to TisSis leads to the formation of d(Ti®)-p(O) bonds
at the expense of d(Ti%)-d(Ti®) interaction and to a
lesser extent, d(Ti%®)-p(Si) interaction. However,
d(Ti*d)—d(Ti*) and d(Ti*!)-p(Si) interactions remain
relatively unaffected.

The effect of carbon addition is similar in that Ti%
atoms show the most dramatic redistribution of elec-
tronic states. Also, the increase in states of the Ti®
atoms coincides in energy with the carbon p-states (—2
to —5 eV) and the decrease in states of Ti® atoms coin-
cides with states associated with d(Ti%®)-d(Ti%) interac-
tion (—0.5 to —2 eV). However, unlike oxygen (and
nitrogen), the carbon p-band is considerably broader
and is located at similar energy levels as the Si p-band
(=2 to =5¢eV).

Although not shown, the effect of nitrogen additions
is very similar to that of oxygen additions. Boron addi-
tions, however, leads to a redistribution of Ti® states
around boron’s s-band, which is located at —6 to —7 eV.
The majority of boron’s p-states are located at —1 to —2
eV, where d(Ti)-d(Ti) interactions predominate.

Finally, although d(Ti®)-p(Z) bonding apparently
forms at the expense of d(Ti®®)-d(Ti%) interactions, no
significant change in DOS occurs at the Fermi level for
all studied compositions. Also, although not obvious in
Figs. 2 and 3, the overlap between Ti*! and Si atoms
increases slightly as interstitial atoms are added to
TisSiz. This may suggest an increase in bonding between
Ti*d and Si atoms.

6. Conclusions

Based on enthalpy of formation calculations, the D8g
structure appears to be the most stable structure for
TisSi5 in accordance with experimental evidence. Also,
interstitial additions appear to increase the stability of
the D8g structure. This increase in stability is apparently
a result of bonding between the interstitial atom’s p-
electrons and the Ti®® atom’s d-electrons, which results
in a strong contraction in separation between these
atoms. These bonds form at the expense of Ti% states

located near the Fermi level. All other PDOS features
remain relatively unaffected by the incorporation of
interstitial atoms.
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A simple treatment of the “scattering-in” term of the Boltzmann equation
for multilayers
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We present a simple approximation for treating anisotropic scattering within the semiclassical
Boltzmann equation for current in plane geometry in magnetic multilayers. This approximation can
be used to qualitatively account for the forward scattering that is neglected in the lifetime
approximation, and requires only one additional parameter. For the case of a bulk material its effect
is a simple renormalization of the scattering rate. The simplicity of this term has allowed quick and
simple solution to the Boltzmann equation for magnetic multilayers using realistic band structures.
When we use the band structures forlCa multilayers obtained from first-principles calculations,

we find an increase in the resistance of the multilayer, compared to the solution without the
scattering-in term, due to the higher scattering rates needed to fit the same bulk conductivities. The
giant-magnetoresistance ratio is also changed when the vertex corrections are includ@b0 ©
American Institute of Physic§S0021-897@0)72008-]

Most studies of giant magnetoresistah@8MR) are for  tex corrections. Another approach would be to solve the
the current in planéCIP) geometry. Typically, these have Boltzmann equation with the scattering-in term using the
been based on the Fuchs—Sondheimer sofifiinthe Boltz-  scattering rate calculated from the multiple scattering solu-
mann equation for thin films and its generalization totions of dilute substitutional impurities in a first-principles
multilayers*® However, the Fuchs—Sondheimer approachcalculation. For example, in Fig. 1 we show the scattering
utilizes the lifetime approximation which assumes that therate Py, due to Co impurities in Cu at a fixed The scat-
scattering probability between statesandk’ in the Boltz-  tering is highly anisotropic, with the maximum occurring at
mann equationP, , is isotropic, i.e., is independent of the aboutk’=k, and a smaller peak & = —k. Thus, the scat-
electron wave vectors before and after the scattering. Specifiering is dominated by forward scattering. For the same mea-

cally, P, is assumed to have the form, sured resistivity, this can greatly reduce the effective lifetime

1 and significantly change the calculated current distribution.

P =———8(Ey—Eyr), (1) Inclusion of such a scattering term in the Boltzmann equa-
N(EW) 7 tion and its numerical solution is straightforward.

where is the lifetime andN(E,) is the density of states at However, substitutional impurities represent only one

E.. This isotropic scattering probability allows one to ne- possible source of scattering in a GMR material. Most other
glect the scattering-in term of the Boltzmann equation pedefects that cause electron scattering are difficult to model
cause it does not contribute to the current for bulk or c|p. from the first principles. Therefore, it is desirable to have a
This approximation usually works rather well for bulk Simple phenomenological model that can account for all
materials, because the effect of the scattering-in term can J@rms of defect scattering and can be easily incorporated into
included simply by scaling the lifetime. In an inhomoge- the Boltzmann equation. In this article we present such a
neous system, however, simply scaling the lifetime wouldgmodel that needs only one additional parameter, captures
lead to an incorrect spatial distribution of the current. ThereMost of the qualitative features of the vertex corrections, and
fore, the scattering-in corrections need to be included at leagt!ows a fast solution of the Boltzmann equation.
approximately and we need to obtain at least a qualitative W€ useg to describe the deviation of the distribution
understanding of their effect on the resistance, GMR, andunction from equilibrium, i.e.,
current distribution. The effects of the scattering-in terms are
sometimes referred to as vertex corrections because of the
manner in which they appear as a correction to the self-
energy in a quantum mechanical calculation.

One approach to including the scattering-in correction§ypare f  is the equilibrium distribution function anB is

for substitutional impurity scattering is to evaluate the Kubo,o Fermi energy. For the CIP geometry, we assume that the
formula using the coherent potential approximation with Ver-avers are stacked in thedirection, and the current flows in

the x direction. The Boltzmann transport equation for multi-
¥Electronic mail: xgz@ornl.gov layers is

f(z,k)) =fo(Ex) +9(z,k)) 6(Ex—Ep), (2

0021-8979/2000/87(9)/5176/3/$17.00 5176 © 2000 American Institute of Physics
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FIG. 1. Scattering rates for a Co impurity in Cu as a function of outgoing 0 . : . . :
wave vector for an incoming wave vector @326,—0.188, —0.561). The 0 10 20 30 40 50 60 70
upper panela) is for negative outgoing wave vectd$ (forward scattering x (Angstroms)

where the highest scattering rate has the value of 0.922, and the lower pal
(b) is for positivek, (backward scatteringvhere the highest scattering rate
is 0.525. The calculation is for the majority spin channel with Co moment
oriented parallel to spin quantization axis.

—
(2]
A

n,;_eIIG_ 2. Current distribution for a §6u|Co trilayer with and without vertex
corrections.(a) Majority spin channel for parallel alignmenth) minority
spin channel for parallel alignmerit) one of the spin channels for antipar-
allel alignment. Solid lines are without the vertex correctigngc) and
dotted lines are with the vertex correctiofvg).

ag(Z!kH) _E p K — ko) ]= eEwy 3
V2T o7 5 kel9(zkpD—9(zk)l=——=, 3 ging 3, 9(z,k))=0. This leads to the Fuchs—Sondheimer
! solution??
whereP,, is the scattering rate between statesndk’ and eEw, 7

E, is the external electric field. The lifetime approximation — g®(zk)=
to the Boltzmann transport equation assumes that the scatter-
ing rate is isotropic, Eq(l), so that

— S [1+FOke =7, (5)
where the coefficients (k;) are determined by the continu-
ity condition of the distribution functiong(zk,) at the
) d9(z,k;) N Eg(z k)= eEwy @ boundaries of each layer, and the supersdfiptindicates a
z 9z P m solution without the vertex corrections.
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The condition that the scattering raly, ., satisfies is

X.-G. Zhang and W. H. Butter

mission coefficients of the interfaces, which are determined

Pu =Py« . Therefore the lowest order correction to the iso-using the layer-Korringa—Koha—Rostoker approach.

tropic approximation is

P = T+vaxv>2+pyvyv;/+pzvzv£ 5(Ek_E|,<)y

b
N(Ey)
(6)

wherev; are the components of the group velocitykaand

v{ are those ak’, andp; are the coefficients of expansion,

and are presumably small. Substituting back into By.we
find

ag(z,k 1
0, a( H)+

eEuwy
pe ;Q(Zyku)—

m

+Puix(2)vk, (7)

wherej,(z) is the current density &,

Jx<z>=§ v,9(z,k)). ®)
1

We calculated the effect of the vertex corrections for a
CoCuCo trilayer system. The current distribution in the
trilayer is plotted for parallel and antiparallel alignments for
each spin channel in Fig. 2. The effect of the vertex correc-
tion term is compared. The scattering rategh and without
the vertex correctionsn each layer are adjusted so that they
always give the same bulk resistivity as measured experi-
mentally. Consequently, the scattering rates when the vertex
corrections are included are much higher than without the
vertex corrections. The size of the vertex correction term is
chosen so that the scattering rates for the Cu layer and for the
Co majority spin channel are changed by a factor of 2. For
the Co minority spin channel the scattering is assumed to be
isotropic so that the scattering-in term vanishes. The calcu-
lation shows that the vertex corrections cause a large reduc-
tion in the current in the Cu layers, but have much smaller

The second term on the right-hand side represents a simpfdfect in the Co layers. The combined effect is a higher re-
approximation to the vertex corrections. For a homogeneou%'Stance for the film. We also observe a small reduction in

bulk system, there is n@ dependence of, andg. Thusg
can be trivially solved as

eEuv,m
glk)=———. (9)
and
eE7 )
Ix= = ;” Uy, (10
where
[ — (11)
1_px7-2k”vx

the GMR ratio, from about 20% to about 17%.

In conclusion, a simple term is added to the Boltzmann
equation to account for the “scattering-in” term. It is dem-
onstrated that this term can change dramatically the current
distribution in the GMR systems, but has a small effect on
the GMR ratio. We note that this term captures qualitatively
the anisotropic feature of defect scattering, but except for a
maximum in the forward direction, it is rather unlike the
anisotropic impurity scattering rates one would obtain from
first principles. The biggest difference is that the impurity
scattering rates have a small maximum in the backward di-
rection, while Eq.(6) gives a minimum in the backward
direction. This difference, however, should have minimal ef-
fect on the change of current distribution due to vertex cor-

This is identical to the solution without the vertex correc-rections.

tions, but with a renormalized lifetime.

The solution to Eq(7) for a general multilayer system is

9(z.k)=9zk)+gM(zk)), (12

This work was supported by DARPA through NASA
Grant No. NAG-1-1962.

where the extra term due to the vertex corrections can be

calculated iteratively through

_ Pxvx (2 .
gB(z,k))=e ?v="| gz, k) + : Xj dz eZIvZTJx(Z)}-
z Jzg

13
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Generalized local-density approximation for spherical potentials
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An alternative density functional for the spherical approximation of cell potentials is formulated. It relies on
overlapping atomic spheres for the calculation of the kinetic energy, similar to the atomic sphere approxima-
tion (ASA), however, a shape correction is used that has the same form as the interstitial treatment in the
nonoverlapping muffin-tinMT) approach. The intersite Coulomb energy is evaluated using the Madelung
energy as computed in the MT approach, while the on-site Coulomb energy is calculated using the ASA. The
Kohn-Sham equations for the functional are then solved self-consistently. The ASA is known to give poor
elastic constants and good point defect energies. Conversely the MT approach gives good elastic constants and
poor point defect energies. The proposed new functional maintains the simplicity of the spherical potentials
found in the ASA and MT approaches, but gives good values for both elastic constants and point defects. This
solution avoids a problem, absent in the ASA but suffered by the MT approximation, of incorrect distribution
of site charges when charge transfer is large. Relaxation of atomic positions is thus facilitated. Calculations
confirm that the approach gives similar elastic constants to the MT approximation, and defect formation
energies similar to those obtained with A9&0163-1829)09631-9

[. INTRODUCTION tributed over all the atomic cells. A local change in the in-
terstitial charge around a defect is transferred by the averag-
Traditional band structure techniques based on the muling process to the far reaches of the unit cell. This introduces
tiple scattering Green function approdcekquire the spheri- an artificial charge transfer when the real electron density in
cal approximation of the electronic cell potentials. Althoughthe interstitial regions of different atomic cells is different.
great progress has been made in the development of fullFhis problem becomes worse for large unit cells, such as
potential multiple scattering theofy,calculations using those often used in connection with the locally self-
spherical potentials still remain the norm because of theiconsistent multiple scatterind-SMS) techniqué® In these
speed and simplicity. There are two ways that the sphericadpplications, even a small error in the interstitial charge due
approximation is invoked. The first is the so-called “muffin- to the MT approximation can give an artificial Charge trans-
tin” (MT) approximatiort, where space is divided into non- fer between very distant atoms in the unit cell. This can lead
overlapping spherical volumes centered at each nucleug a |arge error in the Coulomb energy because of the large
within which the potential is spherical, and the interstitial 5j;e of the unit cell.
region between these spheres, where the potential is CON- there has been work directed at overcoming these diffi-
s:tarlt. The Sfcor.]d form |s.the atomic sphere approximag,ties. One approach is to add a perturbative correction to
tion” (ASA),” which approximates the space by a CO"eCt'Onthe ASA density functional by replacing the Coulomb energy

of spheres, centered at the nuclel,_ whose volume equals trES, a more accurate term using the MT charge dersTiyis
volume of the corresponding atomic cell.

Both of these approximations have been quite successflmﬁIS beeg |m|3{r0\t/e(:ht0 E;kl(ietc?rrec%)ni_due to thehfulll-cell
in predicting a wide range of properties of metals and alloysC arge densily fo the otal energyLhis approach al-

However, they suffer severe limitations. In particular, theIOWS one to calculate elastic constants accurately for transi-

ASA cannot give reliable energy differences between struclion metals. However the correction term is not self-

tures that differ in the shape of the atomic cell, thus it isconsistent, thus its reliability cannot be affirmed.
unable to reliably predict the stable structure for materialsAlternatively one may employ a full potential approach.
This is mainly due to the incorrect Coulomb energy contri-However, experience in the past decade has shown that a
bution from the interstitial charge in the ASA. The interstitial general, fully self-consistent full-potential approach for MST
charge plays an important role in determining structurawould be rather cumbersome.

properties, but the ASA is the poorest in describing this In consideration of the fact that for some time to come a
charge. On the other hand, the MT approximation does anajority of MST calculations will use a spherical approxi-
reasonably good job of describing the interstitial charge formation, we propose a scheme that combines the strengths of
transition metals, as reflected in the good elastic constanesach approach, overcomes their limitations, and maintains
obtained for several materials using the MT approximation. the simplicity of spherical approaches. We will present a new
However, the MT approach usually fails in systems whereenergy functional, from which a self-consistent procedure is
there is a large charge transfer. It cannot in general evederived. This procedure contains a bandstructure part that is
predict the correct amount of charge transfer in these sydased on MST within the ASA plus a shape correction, and
tems. This is because, in the reconstruction of the effectivan intersite Coulomb energy part that is analogous to the
potential, the interstitial charge is averaged and then redistandard MT approach. We demonstrate this new approach
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with calculations of elastic constants of a few transition met-

als, and the vacancy formation energy of copper. 2 QiASA'MT
e — ®)
Il. THE ELECTRON DENSITY FUNCTIONAL 2 0,
i
The total energy functional in a typical local density func- ) o ] o

tional approachis written as We will see later that it is the different definitions for the
chargeQ*>*MT that gives rise to the different energy expres-
E[p]l=T[p]+U[pl+Edpl, ) sions in the ASA, MT, and ASA-MT approximations. The

electrostatic energy of the reference system is given by a
where the three terms on the right are the kinetic energyMadelung sum and can also be separated into site diagonal
Coulomb energy, and exchange-correlation energy, respeand off-diagonal parts,
tively for the electron density(r). The kinetic energy is

iven b |
g y Untad p]1= Ut EI U (@] poomp QASAMT)

T= 2 e—f d3F p(r)Ver(r), )
e<Ep E Q|ASA MTM i QASA |V|T (9)

whereX e is the band energy sum obtained using one of the _ ) )

standard bandstructure approaches to the dhger equa- WhereM; is the Madelung matrix. Upon adding and sub-

tion for the potentiaV¢, andEg is the Fermi energy for the tracting the Madelung energy of the reference system,

electrons.

The total Coulomb , in atomi its, is,
e (otal oulomb energy, In atomic units, Is W[p] 2 W[p]-l-U(o)[p]-F 2 Q{\SAMTM QASAMT
r ZZ N
U[p]—fds fd3 PO | 5 22 — UMY, (10
Ir—r’| i [Ri=Ryl
and
—22 fdarzi—r 3 d d ASA-MT
i Ri—r]’ Wilp]=U " p;,Zi]— U p=mR QI ]+Exc[pi],( )
11

whereZ; are the atomic numbers afij are the positions of

. . ; f ) h i= i i(r) is th Il sh f ion f
the nuclei. We separatd into site diagonal and site off- wherep; =p(r) (1) ando;(r) is the cell shape function for

cell i. We now look for an approximation such tHat%[p]

diagonal parts, (0) {QASA MT}]
|
The spherical shape approximations such as MT or ASA
U[p]:U(°)+E Ui(d)[pi Zi1, (4) can be thought of as approximations to the explicit form of
i

the Coulomb and exchange-correlation eneWifp] as a
functional of the electron density(r). Approximate forms
for W[ p] can be constructed by introducing auxiliary densi-
ties that in turn depend op(r). A general form for such a
U@L, Zi]= fdg, fdg LiNpi(r’) pi(r") fdg, |P.(F) density that covers both the MT and ASA cases consists of a
Pis lr—r'| : spherical partpiS(r), that is defined over a sphere of radius
(5) ris, an interstitial partp™, and an additional term contain-
ing AQ;, a charge that will be defined later. The spherical
The Kohn-Sham effective potentf3V is obtained from  part inside the MT sphere is easily defined as the angular
the requirement that the total energy functional is variationapverage of the full charge density,
with respect to the charge density,

with

ps(r)=ifd9p-(r) r<r. (12
SE[ p] 5‘\N[p] i 47 ); ivt)s iMT -

o) Verl(r) + =0, (6)

(r) If rig>riuT, then forr outside the MT radius but insides,
the definition ofpS(r) in terms of the full charge density is
not clear. Specifically, the site electron density is zero in
those volumes that are insidg but outside the WS cell. In
W[p]=U[p]+E . 7 . . e
Lp]=Ulp]*Exd ] @ this case the standard interpretation is that a space of equal
In order to find a generalized approach to calculate the Coutolume outside s but inside the WS cell is mapped into this
lomb energy which reduces to the standard Coulomb energyolume, and then an angular average of the charge is per-
involving the Madelung term in the limit of MT approxima- formed. Thus
tion, we introduce a reference system composed of point 1
ASA-MT ; ; ; ;
at the lattice sites and a compensating uni- pS(r)= Eﬁdﬂ pi(r'[r]), Fis>r>ryr, (13

where

chargeQ;
form electron density,
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wherer’[r] indicates the mapping. This mapping leaves artotal site charge. As we will see later, this term is required if
interstitial space of volume),—Q7, that lies inside the one includes a shape correction to the ASAAR;=0 the
“ith” WS cell. Where(); is the cell volume, and standard MTASA) densities are recovered wheng
=riut(riws). Combining all three terms, we have
4
QOS=—¢3.. ) ,
Tl M) =pR(r) +AQS(r —rig)+p™Msi(r). (15

This volume vanishes whens=r;ys. We introduce the The region occupied by™ has zero volume whemg
function si(r)=1 (0) for points,r, inside (outside this in-  =r,5. Whenrg=ryr, S is the volume in the cell that is
terstitial region. If the electron density is nearly flat in the outside the “muffin-tin.” At values ofr;5 betweenr;y; and
outer portion of the cell or ifrjs is very close torjyr the  r,,s, the shape of this electron density becomes complicated
exact nature of the mapping in E€L3) is inconsequential. becauses;(r) is complicated. It is still, however, usable and
We adhere to the ASA convention and will therefore leaveleads to spherical potentials, because it only enters the en-
the mapping unspecified with the understanding that it willergy as a prefactor tp'™ which depends only on the spheri-
typically have little impact on results. The interstitial chargecal part of the electron density. Furthermore, this form pro-
density is determined by the charge in the entire interstitialides a continuous link between the MT and ASA
volume, i.e., that outside the MT spheres, approaches. The calculations presented in this work are done
with ris=rws-

it L We follow the standard MT and ASA d f ap-
. L [ s L procedure of ap
P i 2.: Zi f dr p(NOriwr=r)|, (14 proximatingW; by replacingp; in E,, andU{? by p/SAMT
. 3 ) . and replacingp®™P by
where )"™=3,;(Q;—47/3r ;). Note that this definition is
independent of g, and in the limit ofr;s=r;ys, p™ re- pxcxosn/?ém:pcom;{@(ris_r)+si(r)], (16)

mains unchanged although the volume it occupies goes to
zero. Finally, we add a number of electrak®; to adjust the  so that

WASAMTL 5 1= U@ pASAMT 71— U piSaMT QP AMT+ Bl p71+ p M 0™ (Qi — Q) + 1o p(119)) AQ;

comp
ASA-MT ASA-MT /.y ASA-MT ASA-MT ASA-MT /.y
:f 43 d3r,Pi (r)pi (r )_zf & Pi (r)z; _j 4 dgr,pcomp (r)pcomp (r')
=g f =g
pASA-MT ) ASA-MT
com 1 i i
+2 [ g P FE P16~ 09+ cp T A, iy

whereu,. ande,. are the exchange-correlation potential and

energf/u écensity,xcrespectively. Wg have used aplinear expan- pell= f d®r pfAMT=QP+AQ+p™(Q;— ), (19)
sion to obtain the exchange-correlation energy which is valid

for the case WherysiS for r>r 7 is slowly varying and large  where

compared to the electron density associated Wi . We

continue following the standard MT and ASA procedure and fis

take U(® to be equal tdJ(®),. They therefore cancel in Eq. QiS:f d3r pi(r). (20)
(10) leaving the Madelung enerdy.explicitly, 0

The sum over all sites of the cell charge gives the total num-
WASAMT[ 1= WASAMTT 51 ber of electron is the system and is used to determine the
i Fermi level. The essence of the various spherical approxima-
1 tions, ASA or MT, is the choice of;5 and Q"™ The
+§ ; QiASA-MTM”.QJASA-MT, (189  ASA, whereAQ;=0 andr;s=r;ys, is derived by taking

At this point we have a fairly general form for the density AsA ! o

functional that depends on the electron density only through

pSAMT and QMSAMT | The densityp!***™MT depends on the It is easy to see that, in the ASA°™=0. One arrives at the
spherical average gf(r) and onAQ; which has not, at this MT approximation, wherd Q;=0 andr;s=r;yr, by setting
point, been specified. Likewise the dependenc®p? ™7

on p(r) has yet to be specified. It is convenient to define the lim QiASA-MT: Q:\"T:zi _Qice”+piin ) (22)
cell charge, MT
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TABLE |. Calculated equilibrium lattice constangsand bulk  the integrated difference over the interstitial volume of cell
moduli B, for Cu, Ni, and Fe as compared with experimental data.petween the electron density apﬂt. In the MT approxima-
tion the electron densities in the interstitial regions are given

a Bo by the plane wave solutions for a constant potentigl; that
(atomic unit3 (Mbar) match to the MST solutions on the surfaces of the MT
Expt. ASA-MT Expt. ASA-MT spheres. We extend this definition to larger values by
Cu 6.83 6.78 1.37 1.43 defining,
Ni 6.66 6.59 1.80 1.82 AQ,=q; _Pim(Qi _Qis)' (24)
Fe 5.42 5.28 1.78 0.98

where g; is the integral, of the square of plane waves
matched to the MST solutions at, from the sphere of
This leads top™=p™. In order to benefit from the more radiusrg to the WS cell boundary with the convention that
accurate description of the Madelung Coulomb energy in theontributions to the integral insideg; are negative and those
MT approximation we follow the MT procedure and make from outsider 5 are positive. AS g increases the magnitude
the following definition: of g; is reduced because the volume of integration insigle
approaches the volume outside. Wheyrr 1, for a given
self-consistent iteration, the Fermi energy is independent of

This gives a Madelung energy that correspondspt®™ yvhether or noA Q; i; set to zero because the sum of a0,

= p™ which is the same interstitial charge as in the MT case!S Z€r0 by construction. However, for other choices othe
However, the major difference between the MT approacH:erm',level, and hence_the elgenvalue sum will be affe_cted at
and the ASA-MT approach is that the interstitial part of the®2Ch iteration. ReplacingQ; in Egs. (23) and (19) by its
on-site Coulomb energy is calculated usiplf in the MT  definition according to Eq(24) we obtain

approach, but usingiS in th.e ASA-MT apprpach. _ QiASA—MT:Zi —QiS—Qi +pinQ, (25)

We now turn our attention to the definition &fQ; . This
quantity is introduced as a means of assigning a physicallnd
reasonable amount of charge to the cell dengfty"™MT. If cel_ 351 26
r<=ryr and all atoms are equivalent th&rQ; is zero be- i =QIt G (26)
cause the total number of electrons in the cell must egual  Using the definitions op*™MT | ™ andQ**AMT in Eq.
However, if there are inequivalent atomsQ; is given by  (17) we find,

ASA—MT:Zi _Qicell_|_pintQi ) (23)

S Sipt S int(y S712
pi(r)pi(r’) pi(r)Z;  6[p™Q7] , .
! ! _ ZJ' d3r ! ' ! +47TplntQﬁSA MTriZS+ EXC[pIS]

ASA-MTF 1 3¢ 437
W, [pi] jd rder ] ; Br e
AQi+2(QP-Z)
&)_ 27

+ "M ecp™) (= QD) + uclpi(119)AQ; + AQi( fe

The requirement that the functional derivative of the en-contribution comes from the derivative with respectpff‘}
ergy with respect to the electron density be zero gives thgvhich depends implicitly om>(r) for r<ryr and therefore
one-electron effective potential. There are two contributiongontributes only to the potential inside the MT radius. This
to theVg. The firstis from the derivative with respect to the introduces a discontinuity in the effective potentialr g,
explicit spherical electron densityis(r), which gives a con-  which must be dealt with explicitly in the solution of radial

tribution to the potential for alr insider;s. The second wave equations. Using Eq&5) and (14), we can take the

TABLE II. Shear moduli for Cu, Ni, and Fe calculated at the experimental lattice constants. All numbers

are in Mbar.
C11—Cp2 Cu
Exp MT ASA ASA-MT Exp MT ASA ASA-MT
Cu 0.47 0.36 —0.48 0.36 0.75 1.60 —0.96 1.56
Ni 0.99 0.85 0.03 0.83 1.25 221 —-0.65 2.11

Fe 0.96 1.08 0.63 1.04 1.12 1.63 -0.93 154




PRB 60

GENERALIZED LOCAL-DENSITY APPROXIMATION FCR . .. 4555

derivative with respect tp(r) of the Coulomb parts of the are site dependent. Recall however, that the chgrge de-
potential energy and obtain the electrostatic part of the porived from a sum of free electron solutions in a constant

tential,

ASA-MT _ _
' opi(r)
—V1O(ripur—r),

whereV? andV, are constants,

SUASAMT f .20 2z
r—___
r=r| T

r<rig, (28)

2290 29

iS

and

V1=Ei Vit

. i 4T .
QMY =3 My QT pM O Amr QST

A ASA-MT
(0= QP)| 5Pt — (30
iS

Vi0 is the potential at the origin from a lattice of point charges

potential,V;. The appropriate value of this constant is deter-
mined by minimizing the energy with respectdo. Noting
that SUASAMT/ s5q,=[d3 SUASAMT5pS(r)8(r—rig), we
obtain

Vi= ¢S M (19 + md pi(rig) 1. (31)

This implies that the MST solution is to be referenced from
a different constant potential for each site. This is inconsis-
tent with determination of the eigenvalue sum within the
MST approach. However, we are at liberty to solve the MST
equations with a site independent constant poter\iahnd
afterwards correct the eigenvalue sum to any desired level of
perturbation in the difference betwedhandV;. We chose

to include only first order perturbation corrections, and fur-
ther choose the value of that renders these to be zero,
namely,

Eiini
EQi.

V=

(32

in a compensating uniform background but with the contri-

bution from the uniform charge within g subtracted and the

potential fromAQ; added.V; is from derivatives with re-

Finally, collecting the pieces discusseg above and setting
the zero of energy for the potential td we have the

spect top™ and is a shift in the potential at the MT radius, ASA-MT energy functional
similar to the MT step in the case of the MT approximation. ’
The derivative with respect tq; involves the density in
the interstitial region and is site dependent. It can potentially
give contributions to the potential that are not spherical andvhere

E[p]=TA"MT[p]+ UASAMT ]+ EGAMT 0], (33)

TR )= 3 =3 | & pVien(n), 39
e<Eg i
ri S(r)2z, r Sy’ 6 comp() $12
RSN 1S [_J s g3, Pi1) |+2f d3rp§(r)f POl s [__2 (™07
i 0 r r’ i 595 lis
: S_z.
+ A peomPS) QiASA-MTrizs+AQi(AQ. + Zr(Q. Z.)) } N % > Q{\SA—MTMHQJ_ASA—MT, (35)
i is i]
and
B M= 2 {Ed T+ 0 p™)( Q= O + 1 p(r 9 1AQ1- (36
The exchange-correlation potentigly>” ™[ p;1= 6E2"™MT/ 5p; , is given by
: i—Q? o(r—ris)
M 1= i I T = s P™O (Pt — D) ———— + s (1) ] ———— AQ;. (37
Qint Amris

The self-consistent effective potential is then,
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—27Z, 2 (r ns . pr’) (- 05 _
Vier(r)=— '+;f0n13r'pS<r'>+2fr 6r = =V | Vit sl o) | O (Finr =)+ il o] =V
, o(r—rig)
+ i PN = AQ;, (39)
47Tris

wherepu,(x) is the derivative ofu,(X) with respect tox. This completes our derivation of the new energy functional. The last
term in the effective potential involving a delta functiorratr;sis neglected in our calculations. This term introduces a small
change in the phase shifts of the corresponding spherical potentials.

In the calculations described below in which we usegé r\ys, we haveAQ;=q;, and the energy becomes

Miws 3(r)2z, idi r IS /
E[p]= > 6—2 fd3r pf(r)vieﬁ(r)+zi |_fo & pi(r)2Z;  2Zq +2f dsl’pis(r)f P :t )]

€<Ep r liws

20iQP+q7 6 [p™mA; ]2 _
+E|{ — -— I +4mpeom {\SAMTriZWS +Ei {Exc[PiS]+ch(PiS(|'WS))Qi}

Fiws S Tliws
1
+ E ; QiASA-MTM i Qj’-\SA-MT’ (39)
where
2(r 4, niws . p(r')  2Z —
vieﬁ<r>=;fod3r p5<r'>+2fr == = VP Vi i =)+ nd p0)] -V (40
|
and The bulk modulus from ASA-MT for Fe appears to be sur-
ASAMT S - prisingly small. This is because at the experimental lattice
i =Qi+qi+p"Qi—Z;. (41)  constant the LDA gives a moment that is too large (234

for the ASA-MT). At the ASA-MT equilibrium lattice con-
We note that the ASA-MT approach actually represents &tant, of 5.28 atomic units, the moment is 24and the

spectrum of approximations, according to the choice9f |k modulus is 2.04 MBar. The lattice constant, moment,
since there is no restriction within the approach on the valug,q pulk modulus agree very well with the MT results of
of rs. At one end of the spectrum, wheg=rys, We can  noruzz et all? The error inCy;— Cy, is reasonably small,
setAQ;=0 and have essentially a conventional ASA. In thisyhjle the calculated values fdE,, are consistently off by
case, the above derivation provides a variational energymost a factor of two. The ASA-MT approach gives essen-
functional for the ASA. It is interesting to note that from this tially the same values as the MT f,— C,, andC., for all
derivation the zero scale of the energy in the ASA is N0ty aterials, but the ASA gives mostly negative values, as ex-
arbitrary, but is determined by E¢32), which in the ASA  ected. We speculate that the error in the ASA-MT values of
limit is simply the weighted average of the ASA potential at Cy4 is due mostly to the nonspherical charge distribution,

rws over all atoms. Only with this choice of the energy zerogjnce 4 full potential method such as FLAPW usually gives
the variational property of the total energy is maintained. ., ,ch more accurate values 6.

Another test of the method is to calculate the vacancy

. APPLICATIONS formation energy. This is usually calculated using the ASA

To test our theory, we calculated the second order elasti%r:caesggiigg daSVFi)trk? X\;i:c?r?cri]eio\?zrnovtvgllea\s\/tgecglk:: ?Jrlgfegatﬂz'
constants of Cu, Ni, and Fe. Although the ASA usually gives y :

reasonable bulk moduli, it is known to give negative shear’2¢ancy formation energy of Cu for an unrelaxed lattice,

modulus for many systems. On the other hand, MT approxi- TABLE III. Vacancy formation energy for Cu compared to the
mation typically gives fair elastic constants for transition experimental value, and the calculated charge on the vacancy site.
metals’ We used the LSMS to calculate the equilibrium lat- Note the calculated values are for unrelaxed lattices. The charge
tice constants, bulk modulyat the experimental lattice con- transfer in parentheses for the MT case is before the interstitial
stant3, By, and the shear moduli at experimental lattice con-average is taken.

stantsC,,—C45, andC,y, for Cu, Ni, and Fe. The results are
compared with the experimental values in Tables I, Il, and Exp MT ASA ASA-MT
lll. As in a typical LDA calculation, the error in the bulk
modulus varies from 10% to 50%. We have tabulated onl
the ASA-MT values of the bulk moduli because thevacancy charge — —1.133 (-0.876) —0.848 —0.857
ASA-MT agrees almost exactly with both the MT and ASA.

VVacancy energy 1.3 eV 4.3 eV 28eV 24eV
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using the MT approximation, the ASA, and the ASA-MT of the vacancy charge highlights the fact that the ASA-MT
approach. The results are listed in Table Il and are comapproach yields a charge density that is significantly closer to
pared with the experimental valt@.In this table we also the ASA charge density than the MT one.

compare the amount of charge on the vacancy site given by

three methods. It is e\/_lden_t that the ASA and the_AS_A-MT ACKNOWLEDGMENTS

results are very close in this case, and both are significantly
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Excitonic Effects in Core-Excitation Spectra of Semiconductors
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Core-electron excitation spectra are used widely for structural and chemical analysis of materials,
but interpretation of the near-edge structure remains unsettled, especially for semiconductors. For the
important Si L,3 edge, there are two mutually inconsistent interpretations, in terms of effective-mass
excitons and in terms of Bloch conduction-band final states. We report ab initio calculations and show
that neither interpretation is valid and that the near-edge structure is in fact dominated by short-range
electron-hole interactions even though the only bound excitons are effective-mass-like.

PACS numbers: 71.35.Gg, 71.20.Mq

Excitations of electrons from core levels to available
empty states are the key ingredient of several powerful
spectroscopies that probe the electronic and atomic struc-
ture of bulk solids, surfaces, and interfaces. The energy
thresholds for such core excitations are unambiguous sig-
natures of the chemical identity of the elements that are
present [1], while small shifts in the thresholds are in-
dicative of different bonding coordination or charge state
[2]. Because core levels are dispersionless, the spectra re-
flect the available excited states. Interpretation of these
spectra, however, has been a very difficult task because
electron-hole correlations may produce bound excitons be-
low the band edge and also distort the continuum spec-
trum. The task has been complicated by several factors:
broadened excitons merge with continuum excitations so
that they cannot be unambiguously distinguished, band-
threshold calculations are not sufficiently accurate, and the
inclusion of excitonic effects in theoretical spectra was un-
til recently [3] pursued only in limiting cases [4—7].

In the early 1970s, calculated conduction-band densi-
ties of states of ionic solids were compared with measured
x-ray absorption spectra by treating the band threshold as
a free parameter. It was concluded that the spectra could
be interpreted in terms of band final states without exci-
tonic effects [8]. Subsequently, it was shown that band
thresholds could be established by a combination of x-ray
photoemission and optical absorption data, leading to con-
clusions that excitonic effects in fact dominate the spectra
[9]. Since then, it appears that the freedom to adjust the
band threshold has been reintroduced, leading to mixed re-
sults about the role of excitonic effects in both insulators
and semiconductors [6,7,10—12]. Calculations that use the
Z + 1 approximation for excitons (modeling a core hole
as an additional proton on the nucleus, i.e., increasing by
one the atomic number of the atom being excited) have
also produced mixed results [6,7]. More recently, Shirley
[3] reported calculations of x-ray spectra of several mate-
rials by treating electron-hole interactions explicitly using
the Bethe-Salpeter equation and demonstrated that large
excitonic effects are present.
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For semiconductors, the role of excitons in core spectra
has been particularly controversial. Though calculations
including the effect of core-holes demonstrated substantial
excitonic effects in several systems [13], the issue is far
from settled. The best illustration of the problem is pro-
vided by the Si L, 3 edge, namely, transitions from the 2p
core level (which is split into 2p1,, and 2p3/> levels) that
the spectrum is a superposition of two virtually identical
spectra separated by a small energy). When Brown and
Rustgi [14] first reported the x-ray absorption (XAS) spec-
trum in 1972, they compared it with the calculated total
conduction-band density of states (DOS) and noted that
the latter could not account for the observations. The DOS
exhibits a slow rise to a broad peak ~2 eV above thresh-
old, whereas the observed spectrum exhibits a very steep
rise and then a relative flattening. The same year, Altarelli
and Dexter (AD) [4] incorporated excitonic effects in the
effective-mass approximation on the basis that a core hole
in Si resembles a shallow P impurity and obtained a steep
initial rise in agreement with the data. In 1989, Weng
et al. [11] revisited the issue and pointed out that one
should compute a projected DOS (PDOS) because, by
symmetry, 2p electrons sample only the s-like and d-like
components of the final states. They computed the pro-
jected DOS for Si and compared it with electron-energy-
loss spectra (EELS) [12]. They concluded that they could
account for the observed spectra without any excitonic ef-
fects. So far no reconciliation of these contradictory points
of view has been proposed. In subsequent work, Batson
[15,16] claimed that a model band structure combined with
AD-like excitonic effects can be used to fit the experimen-
tal data with high accuracy.

In this paper we present a series of calculations in terms
of which we show that both of the above conflicting inter-
pretations of the Si L, 3 spectra fail to capture the correct
physics. We then report ab initio calculations of the ac-
tual core-excitation spectra with and without the effect of
the core hole and establish that the near-edge structure of
the observed spectra is dominated by short-range electron-
hole effects produced by the “central cell” part of the

© 2000 The American Physical Society
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electron-hole potential. Effective-mass excitonic effects
due to the long-range screened Coulombic potential play
a secondary role. Thus, the dominance of short-range ex-
citonic effects is likely to occur in other semiconductors
and, even more so, in insulators where screening is far less
effective.

First, we address the two conflicting interpretations of
the Si L,3 spectrum. We note that the PDOS used by
Weng et al. [11,12] is in fact not very different from the
total DOS used by Brown and Rustgi. In Ref. [11], Weng
et al. arrived at their conclusion by comparing the PDOS
only with EELS spectra which have a much larger intrin-
sic broadening than XAS spectra (part of it is instrumental
and part is caused by smaller electron and hole lifetimes in
an EELS experiment because of the much higher particle
densities). The slow rise of the PDOS definitely cannot ac-
count for the steep rise in the XAS spectrum. Furthermore,
in order to match the PDOS with the EELS spectrum, one
must assume a band threshold at 99.0 eV, significantly
lower than the XAS threshold of 99.8 eV, which agrees
with the photoemission data of Himpsel et al. [2]. In
Ref. [12], Weng et al. shifted the theoretical spectrum by a
smaller amount and compared with higher-resolution data,
but agreement between experiment and theory is not satis-
factory for either the initial rise or the position of the first
peak. Overall we conclude that the PDOS cannot provide a
consistent interpretation of all the relevant data. As further
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FIG. 1. Experimental and theoretical x-ray absorption spectra
of the Si L,3 edge. Thick curve: experiment (Ref. [14]);
solid curve: full calculation including electron-hole interactions
with a self-consistent hole orbital; dashed curve: calculation
using the Z + 1 model; dotted curve: calculation of excitation
spectrum without electron-hole interactions; dash-dotted curve:
effective-mass (parabolic band) spectrum without electron-hole
interactions; long-dashed curve: effective-mass spectrum with
hydrogenic excitonic effects as first done by Altarelli and
Dexter (Ref. [4]).

confirmation of this conclusion we computed the actual
x-ray absorption spectrum without electron-hole interac-
tions, which is what PDOS is supposed to approximate.
The calculations were performed using an all-electron en-
ergy-band code (full-potential linearized augmented plane
wave method [17]). The resulting spectrum is shown in
Fig. 1 using a threshold of 99.8 eV. The absolute magni-
tude of the absorption coefficient has not been adjusted. It
is clear that spectra calculated without electron-hole in-
teractions are in poor agreement with the experimental
spectrum.

Altarelli and Dexter [4] accounted for the Brown-
Rustgi spectrum in terms of effective-mass excitons. The
authors confined their attention to only the first 1 eV
or so where the effective-mass approximation for the
conduction-band density of states is valid. They adjusted
the matrix element for transitions from the 2p core level
to Bloch functions at the bottom of the conduction band
and demonstrated a good fit to the near-edge experi-
mental data. They argued that the resulting value of the
matrix element is plausible. In Fig. 1 we show AD-like
spectra using a matrix element extracted from the same
calculation that produced the dotted curve. The dash-
dotted line represents the case without effective-mass
excitonic effects (i.e., the density of states multiplied by
the matrix element) whereas the long-dashed line includes
these effects. It is clear that, despite the initial steep
rise, the AD spectrum cannot account for the observed
spectrum. Note that one cannot invoke rescaling of the
matrix element to bring the AD spectrum in agreement
with the observed spectrum because the effective-mass
excitonic correction is in principle tied to the initial rise
of the calculated band spectrum (dotted curve in Fig. 1).
Rescaling of this initial portion of the spectrum would
require severe energy-dependent rescaling in the opposite
sense at higher energies.

In principle, inclusion of electron-hole interactions in
the excitation spectrum requires solution of the Bethe-
Salpeter equation, as recently carried out both for valence
and core-excitation spectra in a pseudopotential framework
[3,18]. For core spectra, however, the hole is completely
localized on a single atom so that the Bethe-Salpeter equa-
tion can be reduced to a single-particle calculation: For the
Si Ly3 edge, we impose a 1s°2s22p> configuration on
one of the atoms of a large supercell and maintain that
configuration throughout the self-consistency cycle of an
all-electron calculation. We then calculate the correspond-
ing one-electron excitation spectrum between the core state
[19] and the available empty states that now reflect the ef-
fect of electron-hole interactions. The well-known Z + 1
model invokes an additional approximation in that it re-
places the core hole by an extra proton on one of the nuclei
in the supercell. Otherwise, the two types of calculations
are identical in all respects. In both cases, there is an elec-
tron in the otherwise empty states above the valence bands
that now reflect the presence of the hole or extra proton.
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We have performed calculations using (a) a self-
consistent hole in the core and (b) the Z + 1 model
as described above. We employed supercells of 16, 32,
and 64 atoms to test the convergence of the results. The
differences between 32-atom and 64-atom results are very
small. In addition to the spectrum, the calculation with the
explicit core hole allows us to determine band threshold
by subtracting the total energies of the initial (perfect
crystal) and final (excited crystal) states. This threshold
in principle would allow a positioning of the theoretical
spectrum on the same energy axis as the experimental
spectrum. The theoretical threshold is 100.4 eV, very
close to the threshold extracted from both the XAS
spectra [14] and photoemission spectra [2] experimental.
Because of the theoretical error bar that may easily be of
order 1 eV, we display the theoretical spectra using the
experimental value for the threshold.

In Fig. 1 we show the results from a full-core-hole calcu-
lation and a Z + 1 calculation. We compare with the XAS
spectra of Brown and Rustgi [14]. No adjustment has been
made in the absolute value of the spectrum. The agreement
between the full-core-hole calculation and experiment is
indeed remarkable and is in sharp contrast to the other two
approximations, namely, no electron-hole interactions and
only effective-mass electron-hole interactions. The agree-
ment is particularly good in the first two eV or so. The
small-scale structure in the dropoff after the first peak is
not reproduced in detail, which can be traced to numeri-
cal problems (convergence is very slow with number of k
points in the Brillouin zone) and the well-known limita-
tions of the local-density approximation in getting all the
details of the conduction bands right. We further see that
the Z + 1 approximation produces an excellent spectrum
except for a scaling factor. Finally, the extended Coulomb
tail, which is left out in a supercell calculation, in principle
produces effective-mass excitons with very small binding
energy and further steepening of the initial rise of the spec-
trum as it does in the AD effective-mass calculation. As
Fig. 1 illustrates, any such additional effect will be only a
small correction.

The net conclusion is unambiguous that the central-
cell potential produced by the core hole has a substantial
effect on the continuum final states, even though the long-
range Coulombic tail produces only very shallow hydro-
genic bound excitons. The origin of this effect can be
traced to the fact that a short-range potential perturbs the
conduction-band continuum by introducing broad reso-
nances [20] (a similar effect is predicted for small quantum
dots embedded in a bulk semiconductor [21]). Because
the central-cell potential is relatively weak, these reso-
nances do not descend into the band gap to produce deep
states (a sulfur impurity, for which the central-cell poten-
tial is roughly double that of phosphorus, in fact causes an
s-like deep state [20]). Thus, if it were not for the screened
Coulombic tail of the potential, the extra electron of a P
impurity would simply occupy the lowest conduction-band
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Bloch state that is largely unaffected by the central-cell po-
tential. The screened Coulombic tail, however, binds it into
hydrogenic effective-mass shallow levels. These results
also suggest that core spectra from P impurities would re-
sult in strongly bound excitons below the continuum spec-
trum [22].

The all-electron calculations of core-excitation spectra
are demanding even with high-performance parallel com-
puters. Similar calculations would be even more demand-
ing for SiO, and much worse for more complex systems
such as the Si-SiO; and SiC-SiO; interfaces [23]. The pre-
ferred experimental method is EELS because of its spatial
resolution [24]. Theoretical EELS spectra need not be as
accurate as XAS spectra because of the increased broad-
ening. For these reasons, we investigated the suitability
of simply using projected densities of states of the rele-
vant Z + 1 system instead of doing the full x-ray absorp-
tion calculation. One advantage of such an approach is the
ability to use pseudopotential codes that are generally more
efficient. The one ambiguity in such a calculation is the
relative contributions of the s-projected and d-projected
densities of states. Our full calculations for the Si Lj3
spectrum in crystalline Si yield a s/d ratio of 1.1. We
used this ratio with projected densities of states computed
with a first-principles ultrasoft pseudopotential code [25].
The resulting spectrum, suitably broadened for an EELS
spectrum is shown in Fig. 2. Agreement between experi-
ment and theory is satisfactory.

In summary, we have demonstrated that short-range
electron-hole interactions dominate the core-excitation
spectrum of the L3 edge in Si. These results have
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FIG. 2. Experimental and theoretical EELS spectra. Thick
curve: experimental curve obtained with a VG Microscope
HB501 UX using 100 kV acceleration voltage and collection
semiangle of 13 mrad; solid curve: theoretical spectrum using
the PDOS as described in the text.
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profound implications for other semiconductors and
especially for insulators for which dielectric screening is
weaker, resulting in even stronger core-hole potentials.
It is, therefore, imperative to avoid a free adjustment
of theoretical band spectra on the energy axis, claiming
agreement with data and hence no excitonic effects. Clear
conclusions about the role of electron-hole interactions
require at least Z + 1 calculations and/or determination
of the band threshold using photoemission data.
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We report ab initio calculations designed to explore the relative energetics of different interface bond-
ing structures. We find that, for Si (001), abrupt (no suboxide layer) interfaces generally have lower
energy because of the surface geometry and the softness of the Si-O-Si angle. However, two energeti-
cally degenerate phases are possible at the nominal interface layer, so that a mix of the two is the likely
source of the observed suboxide and dangling bonds. In principle, these effects may be avoidable by
low-temperature deposition. In contrast, the topology and geometry of SiC surfaces is not suitable for

abrupt interfaces.

PACS numbers: 68.35.Ct, 68.35.Bs, 81.65.Mq, 82.65.Dp

A key component of metal-oxide-semiconductor field-
effect transistors (MOSFETS) is the semiconductor-oxide
interface. The predominance of Si in microelectronics is
due primarily to the properties of the Si-SiO, interface,
which can easily be made very abrupt (minimal suboxide
layer) and smooth (minimal steps) with a minimal den-
sity of point defects [1]. As scaling laws are pushing
the technology to ultrathin SiO, layers, understanding and
control of the interface on the atomic scale remain open
challenges. For power MOSFETS, a semiconductor with
a wider band gap is preferred. SiC, whose native oxide
is aso SIO,, is one of the options, but efforts to develop
SiC-based MOSFET s have been thwarted by poor-quality
SIC-SIO, interfaces.

The abruptness and smoothness of the Si-SiO, interface
are puzzling because SO, is amorphous. In addition, O
has a high solubility and diffusion constant in Si. In con-
trast, O is not known to be an abundant impurity in SIC,
and arecent calculation finds that O has very low solubil-
ity in SIC [2]. Yet, SIC interfaces are generally found to
be rough for MOSFETs. Photoemission [3] has provided
information on bonding arrangements at the Si-SiO,
interface while microscopy and theory led to severa
interface models [4—10]. Total-energy calculations have
accounted for the observed low density of interface point
defects[11] and have found that, during thermal oxidation,
lateral growth is preferred [10]. Yet, the mechanisms that
control abruptness and smoothness remain an open issue
that is critical for the ultimate control of ultrathin gate
oxides.

In this Letter, we address the mechanisms that control
abruptness at the Si-SiO, and SiC-SiO, interfaces. In the
case of the Si (001) surface, a set of judiciously chosen
ab initio calculations suggest that abrupt interfaces gen-
erally have lower energy. The origin of this result can
be traced to the softness of the Si-O-SIO, angle and the
particular geometry of this surface, which imposes order

0031-9007/ 00/ 84(5) / 943(4) $15.00

in the nominal interface layer (NIL). These effects make
suboxide bonds energetically costly, thus setting the stage
for potentially perfect interfaces, except for entropic con-
siderations that normally introduce defects (in this case,
suboxide bonds) to lower the free energy at finite tem-
peratures, as is true of “perfect” crystals. Unfortunately,
however, two distinct but energetically degenerate ordered
structures are possible at the NIL. Inevitably, the NIL of
real Si-SiO, structures is made of two types of domains.
It is these domain boundaries, plus entropy effects within
domains, that are the likely cause of the observed sub-
oxide [3] and dangling bonds [12]. Thus, theory sug-
gests that the high quality of Si-SiO, interfaces can be
traced to processing choices, made empiricaly, that en-
able large single domains to form. It may, therefore, be
possible to further suppress suboxide bonds, steps, and
dangling bonds with low-temperature nonequilibrium de-
position techniques that avoid entropic effects. In contrast,
in the case of SiC, neither the (0001) surface of the hex-
agonal phase nor the (001) surface of the cubic phase
offer a suitable geometry and bond lengths for abrupt
models. Geometry alone suggests that suboxide bonding
is inevitable.

The calculations were carried out using state-of-the-art
codes based on density functional theory, the local-density
approximation for exchange correlation, ultrasoft pseudo-
potentials, and plane waves[13]. The energy cutoff for the
plane waves was set at 380 eV, as determined by extensive
convergence studies. Integrations over the Brillouin zone
were done using the Pack-Monkhorst scheme with two
k-points in the relevant irreducible wedge. The supercells
differed in size as described below. All of them had 7-9
Si layers separating the SIO, layers. In all cases, al the
atoms and the z dimension of the supercell were allowed
to relax to equilibrium values.

Though several bonding arrangements have been
proposed for the Si-SIO, interface, comparisons of their

© 2000 The American Physical Society 943
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relative total energies have not been possible so far. Most
of the earlier work sought to match a Si substrate with a
crystallineform of SiO,. We approached the problem from
a different perspective, namely, layer-by-layer deposition,
leaving open the possibility that, after several layers, the
film may turn out to be one of the known crystalline poly-
morphs. We emphasize at this point that we are describing
amodel construction process to obtain models whose rela-
tive total energies can be computed and compared. We
will discuss the feasibility of achieving such a process in
practice later in the paper.

It is well known that the (001) Si surface undergoes re-
construction by forming rows of dimers, eliminating half
of the dangling bonds. Insertion of an O atom in a dimer
leads to a stable configuration [6]. We investigated order-
ing of Si-O-Si bridges and found that rows [Fig. 1(a)] and
a checkerboard pattern [Fig. 1(b)] have the same energy
(the difference, 0.02 eV per Si-O-Si is smaller than the
numerical error bar). The basic reason for this equality is
that, in both patterns, every surface Si atom takes part in
one Si-O-Si bridge and has one dangling bond. Since a
Si atom cannot take part in bridges on both sides because
of the bond length values, a random pattern of Si-O-S
bridges would lead to a highly defective interface. Do-
mains separated by NIL domain boundaries or steps are
the only alternative to a single pattern. We will first exam-
ine deposition of SiO, on each of the two distinct patterns
and then examine domain boundaries.

The next step in our gedanken layer-by-layer depo-
sition is to connect the remaining dangling bonds (one
per atom) with longer bridges such as the following: (a)
bridges containing one extra Si atom, namely, Si-O-Si-Si
or Si-O-Si-O-Si; the first of these corresponds to subox-
ide bonding; (b) bridges containing two extra Si atoms,
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FIG. 1. Ordered structures on a Si (100) surface with half-
monolayer O coverage. (a) Rows and (b) checkerboard pattern
of Si-O-Si bridges. All atoms have a dangling bond.
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namely, Si-O-Si-O-Si-Si or Si-O-Si-O-Si-O-Si; again, the
first of these corresponds to suboxide bonding.

Clearly, one can proceed with a random combination
of such bridges to build an amorphous oxide [14]. In or-
der to gain insights into energetically preferred bonding
arrangements, we explored ordered structures containing
only one type of long bridge at a time. We were able
to form several superstructures. Each type of long bridge
yields patterns that are reminiscent of bonding in different
crystalline polymorphs. In addition, we inserted an addi-
tional one or two “bulk” layers within the SO, film with
bonding patterns reminiscent of 8 quartz, « cristobalite,
and B tridymite. All three of them can be connected to the
checkerboard pattern, but only tridymite can be connected
to rows. Severa of the resulting superstructures are shown
in Fig. 2. We note that the ideal interface has a NIL in
which all Si atoms are in the Si?* oxidation state without
any Si'* or Si** dtates. In contrast, every suboxide bond,
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FIG. 2. Examples of Si-SiO,-Si superstructures with one [(a),
(b)] and two [(c), (d), (e)] oxide layers. The left panels are
abrupt interfaces; the right panels have suboxide bonding.
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TABLE I. Interface energies for studied structures. The numbers shown correspond to the sum of the two interface energies for
each superstructure, normalized per 1 X 1 cell of the Si surface. For the structures with crystalline interlayer, the strain energy of the
interlayer was subtracted as described in the text. Q stands for quartzlike bonding (the ¢ axis of quartz lies along the [100] axis of
Si). C stands for cristobalitelike bonding, and 7' stands for tridymitelike bonding. Interfaces | and Il correspond to the checkerboard

pattern of short bridges; 111 and IV to rows.

Interface energy (eV)

Superstructure 1 layer 2 layers 3 layers
Interfaces with Si.ﬂS/Q/lS/S_i 21 2.2 20
suboxide layer Si/ls/C/ls/Si 2.8 29
Si/llg/T/INs/S 20 20 18
S/1/Q/1/S 13 14 14
Si/I/C/1/Si 21 1.8
Abrupt interfaces S/IL/T/I/S 17 17 18
S/I1/T/IN/S 17 15 15
S/IV/T/IV/S 1.4 15 14

as defined here, corresponds to a pair of Si'™ and Si**
states, so that our model interfaces with 50% suboxide
bonds correspond to a 1:1:1 ratio of oxidation states. This
happens to be the observed ratio. We would need signi-
ficantly larger supercells, beyond current capabilities, to
study models with other ratios of oxidation states. Nev-
ertheless, our calculations will be informative about the
energetics and origins of suboxide bonding.

Calculation of the total energies of the superstructures
described above enables us to extract and compare “in-
terface energies.” We first compute the total energy of the
relaxed superstructure and then subtract Ne + N’&’ where
N and N’ are the number of Si-Si and Si-O-Si bonds, re-
spectively, in the superstructure, and £ and ¢’ are the corre-
sponding energies per bond in perfect Si and SiO, crystals
(B quartz, the lowest-energy form). In the cases that con-
tain the extra SIO, interlayer(s), we subtracted the strain
energy of the oxide, which was estimated by using suit-
ably stressed perfect crystals (it ranges from 0.0 to 0.5 eV
for one to three layers). This construction enables for the
first time the extraction of the excess interface energy in
different interface bonding structures.

The calculated interface energies are shown in Table I.
We note that they are of the same order as those of grain
boundaries [15], suggesting that these ordered interfaces
are not unrealistic. Furthermore, the interface energy is al-
ways higher in all interfaces with suboxide bonding. Since
the effect is true independent of whether the oxide is in
compression (tridymitelike) or tension (cristobalitelike or
quartzlike), we conclude that the result is quite general,
though a truly amorphous structure may alow additional
relaxations. There is a simple explanation for this re-
sult:  Si-Si bonds cannot be bent very easily, whereas
Si-O-Si bridges have a soft angle at the O atom and pivot
quite freely about the O (Fig. 3). Thus, they can be both
stretched and bent with minimal energy cost. For the
model interfaces studied so far, the results of Table | show

that insertion of O atoms in the suboxide Si-Si bonds a-
ways lowers the energy. We have, therefore, identified a
mechanism that tends to make the Si-SiO, interface abrupt.
We note further from Table | that suboxide bonding is most
favored when the local SIO, structure is tridymitelike.

Before we consider interface domains and steps, we
note from Table | that quartzlike and tridymitelike bond-
ing are energeticaly preferred. Furthermore, quartzlike
bonding entails tension aong the ¢ axis [parallel to the Si
(100) direction], whereas tridymitelike bonding entails bi-
axial compression. The best choice, therefore, would beto
have a checkerboard interface with a coexistence of small
quartzlike and tridymitelike domains to counterbal ance the
overall strain. Because of the large strain in the bulk, iden-
tifiable phase domains are not likely, in favor of “intimate
phase mixing,” in effect amorphous bonding. Such cells
can probably be constructed, but calculations would have
to wait for even higher-performance computers.

We now consider the effect of interface domain bound-
aries and steps. The NIL atomic arrangements of do-
main boundaries that run paralel to the interface Si-O-Si
bridges do not contribute any energy cost because every

T

¥
o~

FIG. 3. Schematic illustration of the pivoting relaxation al-

lowed by the Si-O-Si bridges. In addition, the Si-O-Si bridge
can be easily stretched because the angle at the O atom is soft.
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Si atom is still taking part in only one such bridge (see
Fig. 1). Domain boundaries in any other direction, how-
ever, inevitably result ina...SLSXLSLS ... sequence of
short (S) and long (L) bridges, where X denotes a frus-
trated bridge (must be both S and L to satisfy both sides).
If an ideal NIL is retained, such domain boundaries are
lines of dangling bonds. Using stick-and-ball models, we
found that reconstruction isvery easy if suboxide bonds are
allowed. Calculations are not feasible, but it is safe to con-
clude that such “suboxide intrusions’ would be energeti-
cally preferred over dangling bonds. Thus, whereas we
found that suboxide bonds are energetically costly within
domains, they form naturally at domain boundaries. Each
such suboxide bond, however, does not necessarily cor-
respond to a pair of Si'* and Si** oxidation states any
more. In agreement with the theory of Ref. [11], it seems
that dangling bonds are accidental defects and can poten-
tially be suppressed by nonequilibrium deposition.

Steps require even larger calculations to assess quanti-
tatively, but they are fundamentally suboxide intrusions.
The pivoting relaxation mechanism of Fig. 3 suggests that
steps are not favored, but calculations are not feasible so
that no definitive conclusion can be drawn. The results of
Ref. [10] regarding lateral growth are consistent with this
notion.

Putting all the above considerations together, we con-
cludethefollowing: The Si (001) surface imposes order at
the interface layer requiring either rows or a checkerboard
pattern of Si-O-Si bridges. Furthermore, the unique con-
trast between Si-Si and Si-O-Si bonds exerts a powerful
force to keep the interface abrupt and smooth. Suboxidein-
trusions corresponding to the observed Si'* and Si3* oxi-
dation states are most likely within domains for entropic
reasons and at domain boundaries between two ener-
getically degenerate interface structures (rows and
checkerboad pattern). It appears, therefore, that a subox-
ide layer can, in principle, be avoided if conditions are
found to grow large interface domains at |ow temperatures,
e.g., by atomic layer epitaxy.

We close the discussion of Si by commenting briefly
on the feasibility of fabricating Si-SiO,-Si superstructures
that could lead to revolutionary Si-based devices, such as
single-electron transistors. Our calculations suggest that
metastable ordered structures can be formed layer by layer
if one starts with acheckerboard pattern of Si-O-Si bridges.
Thus, a Si-SiO,-Si superstructure may be realizable. It
is a mgjor challenge to practitioners of atomic-layer epi-
taxy because the structures are metastable (O would like to
penetrate the Si substrate as in thermal oxidation), requir-
ing a nonequilibrium pathway, but the rewards would be
€normous.

In contrast to Si (001), in the Si-terminated cubic SIC
(001) surface, the distance between dangling bonds is
~3 A, so that one can easily insert an O atom between all
pairs[i.e., have an O in both the “black” and “white” sites
of the checkerboard pattern of Fig. 1(b)]. All dangling
bonds are then saturated and growth is terminated. The
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same total-saturation effect is favored by geometry in the
(0001) surface of hexagonal SiC and has been observed
experimentally [16]. Careful examination of the hexagonal
SiC (0001) surface revealed several other modes of total
saturation, but no bonding arrangements that yield abrupt
and smooth interfaces. Suboxide bonds seem inevitable.
Such structures have been constructed, but the cells are too
large for practical calculations. Visua inspection of the
models suggests that elimination of the suboxide bonds
is unlikely because of severe geometric constraints. We
conclude that geometric consideration alone imply that
suboxide bonds, either isolated or in the form of steps, are
inevitable at SIC-SiO, interfaces.
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Hierarchically Imprinted Sorbents for the Separation Recently, Yanget al.,'® and Schachgét al.’® have demonstrated
of Metal lons the hierarchical organization of three-dimensional structures pat-
terned over multiple-length scales (10 nm to several micrometers)
Sheng Dai,® M. C. Burleigh¥ Y. H. Juf¢ H. J. Gad: through the combination of micromolding and cooperative as-
J. S. Linf S. J. PennycookC. E. Barnes,and Z. L. Xué sembly of inorganic setgel species with amphililic triblock
copolymers. Hollancet al?® reported the synthesis of porous
Chemical Technology and Solid StateviBions materials with simultaneous microscale and macroscale orders.

Oak Ridge National Laboratory = To our knowledge, structures on the mesoscale and microscale
P.O. Box 2008, Oak Ridge, TN 37831-6181 with a hierarchical organization have yet to be synthesized. Our
Department of Chemistry, Urersity of Tennessee  work reported here bridges this gap by combining molecular-
Knoxille, TN 37996-1600  scale imprinting and mesophase template synthesis with surfac-
Receied September 2, 1999 tants. These materials should find extensive applications in sensors
and separations.

Molecular imprinting involves arranging monomers of poly- To illustrate the potential of this double-imprinting methodol-
merization synthesis around a template molecule so that com-ogy, Ci#*-selective, ordered mesoporous sorbents were chosen
plexes between the monomer and template molecules are férmed. to demonstrate the basic principles. An extensive literature
Subsequent polymerization of the monomer molecules results in study*??already exists concernirginglyimprinted polymers for
trapping template molecules in a highly cross-linked amorphous copper separations. The synthetic procedure to produce doubly
polymer matrix. Extraction of the imprint molecules leaves a imprinted sorbents is similar to that of co-assembling syntf&sfs.
predetermined arrangement of ligands and a tailored binding The bifunctional ligand used to complex the uemplate is
pocket. Such imprinted polymers have been used to mimic 3-(2-aminoethylamino) propyltrimethoxysilane, ,NCH,CH,-
antibody functions, to resolve racemates, and to separate mixtureNHCH,CH,CH,Si(OMe); (aapts). The ethylenediamine group in
of metal cations. Thus far, the organization of precursor this ligand is known to form strong bidentate dative bonding with
monomers has been achieved mainlynhomogeneousrganic many metal ions. The imprinting complex precursor used in this
polymer matrices, with little control over structural parameters, study is Cu(aapts)", which was synthesized by standard literature
such as pore sizes and surface areas. Here, we report the firsprocedure$® The typical procedure involves mixing cetryltri-
synthesis of imprinted hybrid sorbent materials with precise methylammonium bromide (CTAB), tetraethylothosilicate (TEOS),
control of not only adsorption sites but also pore structures. The Cu(aaptsy*t, water, and base (NaOH) in relative molar ratios of
concepts behind our multilevel imprinting are as follows. Surf- 0.12:1.0:0.15:130:0.7. The mixture is heated and stirred at 100
actant micelles and metal ions both act as templates in these°C for 24 h. The solid blue product is then recovered by filtration.
hierarchically imprintedsorbents. The metal ion and the surfactant This is then refluxed in ethanol/HCI to extract the surfactant
are removed from the silica matrix via acid leaching and ethanol templates with ethanol and to strip the copper-ion templates by
extraction, respectively. This results in the formation of different- protonation of the diamine functional groups. The final material
sized imprints within the silica matrix, each with a specific is washed with copious amounts ® N HNO; to ensure the
function. On the microporous level, the removal of the metal ion complete removal of the copper-ion templates. The control blank
from the complex leaves cavities«{B A) that exhibit ionic samples are prepared using an identical procedure without the
recognition. These pores give the sorbent enhanced selectivityaddition of the Cé&™ template. Doubly imprinted sorbents contain-
for the given ion. On the mesoporous level, the removal of the ing the anionic sodium dodecylsulfate (SBSand the neutral
surfactant micelles results in the formation of relatively large, dodecylamine (DDAY¥ surfactants were prepared using a similar
cylindrical pores (diameter 2540 A) that give the gel an overall ~ protocol. The use of surfactants in the sorbent synthesis is crucial.
porosity which includes large surface areas and excellent metalThe sorbentsingly imprinted with Cu(aaptsjt all have very
ion transport kinetic& 6 This combination of high capacity and  small surface areas<Q0 n?/g), the Céd*-uptake capacity is one-
selectivity, coupled with fast kinetidd makes these materials ideal ~fifth of those of the doubly imprinted sorbents.
candidates for many applications. Because the whole process Doubly imprinted and control blank functionalized mesoporous
utilizes template or imprinting synthestsiice and on different- silica samples prepared by means of this procedure have surface
length scales, it can be viewed as a hierarchical double-imprinting areas in range of 206600 n¥/g.26 Although the pore-size
process.
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Table 1. Competitive Loading of M (Clt?") and M, (Zn?") by Copper-imprinted and Control Blank Mesoporous Sorbents Made with the
Precursor Silica and Functional Ligand Molar Ratio 1.0:0.15 at pH 5.0 (Acetic Acid/Sodium Acetate Buffer)

solutior? % Cu % Zn CuKq ZnKy

type Cu (M) Zn(M) Abgd Abgd (mL/g) (mL/g) K K
nonimp-aapts (CTAB) 0.001 0.001 99.66 99.77 29000 44000 0.66
imp-aapts (CTAB)° 0.001 0.001 99.17 10.13 11000 67 160 240
nonimp-aapts (CTAB) 0.001 0.01 99.67 55.81 30000 130 240
imp-aapts (CTAB) 0.001 0.01 99.17 10.13 13000 11 1100 46
nonimp-aapts (SDS) 0.001 0.001 96.07 44.59 2400 71 34
imp-aapts (SDS) 0.001 0.001 99.56 13.31 23000 15 1500 44
nonimp-aapts (SDS) 0.001 0.01 93.37 10.64 1400 10 140
imp-aapts (SDS) 0.001 0.01 99.98 2.40 82000 2.5 33000 240
nonimp-aapts (DDA) 0.001 0.001 99.70 90.40 32000 940 34
imp-aapts (DDA) 0.001 0.001 99.60 40.00 25000 66 370 11
nonimp-aapts (DDA) 0.001 0.01 96.00 18.00 2400 22 109
imp-aapts (DDA) 0.001 0.01 99.50 12.20 19000 14 1300 12

a|nitial solutions.? Nonimp-aapts (CTAB}= nonimprinted sorbent synthesized with CTAB surfactahmp-aapts (CTAB)= imprinted sorbent
synthesized with CTAB surfactarftPercentage metal ion absorbel .01).

distributions of the imprinted and control blank samples are very synthesis of imprint-coated sorbents with the largestalue
similar, the surface areas of the imprinted samples are less thararound 90 and the largektvalue around 40, which are, to our
those of the control blanks by #20%. Small-angle X-ray knowledge, the highedt and k' values currently achieved for

scatterings show a peak arou@= ~1.2-2.4 nn!, which molecular imprinting of metal ion®.The new double-imprinting
agrees with the corresponding pore size determined by nitrogenapproach offers a significant improvement in selectivity.
adsorption experimen8.The close match between the UVis In conclusion, a novel design for template-selective recognition
spectrum of Cu(aaptg) in methanol and that of Cu(b-aapf) sites on mesoporous sorbents through hierarchical double imprint-

(b-aapts= aapts ligand covalently bonded to silica) indicates that ing is described. Unlike the mesoporous sorbents synthesized by
the stereochemical environments of the copper ion in the two surface functionalizatio?;3!precise control of the stereochemical
systems are similar and that the complex is doped into the bulk arrangement of ligands on the adsorption sites can be achieved
silica matrix?® The absorption peak position is consistent with with this new methodology. Surface areas, controllable pore sizes,
the fact that C&" is coordinated with 4-amine ligands since both structural rigidities, and thermal stabilities achieved with the
3- and 2-amine-coordinated copper complexes have absorptioncurrent silica-based imprinted sorbents are superior to those of

peaks in much longer wavelength. imprinted organic polymers. This methodology has resulted in a
To test the selectivity of our new sorbents, we conducted new class of ordered mesoporous sorbents with molecular
competitive ion-binding experiments using aqueoud@n?* recognition capabilities. In addition to selective sorbents, the

mixtures and a typical batch proceddf&his system constitutes  design principles illustrated by these results may lead us to new
one of the most stringent tests for ion-binding selectivity because applications in areas such as chemical sensors and catalysis for
both ions have identical charge, are of similar size, and exhibit thesehierarchically imprintedmaterials.

high affinities .for aminé I_|gands. Ifa Sqrbem IS S|mul_tane_ou_sly Acknowledgment. This work was conducted at the Oak Ridge
exposed ,to mIXFures of f:ilfferent. mgtal lons, preferentlal binding National Laboratory and supported by the Division of Chemical Sciences,
of those ions with the highest binding affinity will be observed.  office of Basic Energy Sciences, U.S. Department of Energy, under
The selectivity coefficientk, for the binding of a specific metal  contract DE-AC05-960R22464 with Lockheed Martin Energy Research
ion in the presence of competitor species can be obtained fromCorp. and the Environmental Management Science Program (EMSP), U.S.
equilibrium binding data according to methods given previotisly.  Department of Energy.

Tab_lg 1 summarizes values for the distribution constea, ( Supporting Information Available: Schematic representation of the
selectivity coefficient of the sorbent toward €u(k), and the  goyple imprinting process. Uwvis spectra of Cu(aapt8} in methanol
relat|Ve SeleCthlty Coef'fICIentK) Obtalned n these Competltlve and that of Cu(b_aaptg)" (b_aaptF aapts ||gand Cova|ent|y bonded to
ion binding experiments between zinc and copper ions. A silica). Adsorption kinetics curve of Gtion Cl#t imprinted dodecyl-
comparison of thés values for the Ctr-imprinted sorbents with amine/aapts sorbent. Small-angle X-ray scatterings of hierarchially
the corresponding control samples shows a significant increaseimprinted sorbents. Surface areas and porosity data of imprinted and
in k for Cu2* through imprinting, with the largest values over nonimprinted sorbents (PDF). This material is available free of charge
10 000 and the large&t over 200. We have recently reported a  Via the Intemet at http://pubs.acs.org.

(27) Baker, A.J. Chem. Edu1998 75, 98. JA993168X
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10 mL of the buffer solution in stoppered plastic vials, and these mixtures Xue, Z. L. Angew. Chem., Int. EA.999 38, 1235-1239.
were stirred fo 1 h atroom temperature. The uptakes ofCand Zr#" by (30) Feng, X.; Fryxell, G. E.; Wang, L. Q.; Kim, A. Y; Liu, J.; Kemner,
sorbents were measured with a Perkin-Elmer Plasma 400 ICP/AE spectro-K. M. Sciencel997 276, 923-926.
photometer. (31) Mercier, L.; Pinnavaia, T. Adv. Mater. 1997, 9, 500-504.




PII: S1359-6454(99)00266-9

PERGAMON

Acta mater. Vol. 47, Nos 15, pp. 4061-4068, 1999
Published by Elsevier Science Ltd

On behalf of Acta Metallurgica Inc.

Printed in Great Britain

1359-6454/99 $20.00 + 0.00

DIRECT ATOMIC-SCALE IMAGING OF CERAMIC
INTERFACES

E. C. DICKEY', X. FAN"* and S. J. PENNYCOOK"}

'Department of Chemical and Materials Engineering, University of Kentucky, Lexington, KY 40506-
0046, U.S.A. and °Solid State Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831,
U.S.A.

Abstract—Understanding the atomic structure and chemistry of internal interfaces is often critical to devel-
oping interface structure—property relationships. Results are presented from several studies in which Z-con-
trast scanning transmission electron microscopy (STEM) and electron energy loss spectroscopy (EELS)
have been employed to solve the atomic structures of oxide interfaces. The Z-contrast imaging technique
directly reveals the projected cation sublattices constituting the interface, while EELS provides chemical and
local electronic structure information. Because Z-contrast imaging and EELS can be performed simul-
taneously, direct correlations between structure and chemistry can be made at the atomic scale. The utility
of Z-contrast imaging and EELS is demonstrated in three examples: a ZrO, 24° [100] symmetric tilt grain
boundary, a NiO—cubic ZrO, eutectic interface and a Ni—cubic ZrO, metal-ceramic interface. The power
and versatility of Z-contrast and EELS for solving interface structures in oxide systems is clearly demon-
strated in these three material systems. Published by Elsevier Science Ltd on behalf of Acta Metallurgica Inc.

Keywords: Ceramic; Interface; Scanning transmission electron microscopy (STEM); Electron energy loss

spectroscopy (EELS)

1. INTRODUCTION

The structure and chemistry of interfaces are
known to affect the mechanical and electrical beha-
viors of oxide ceramics [1, 2]. It is therefore useful
to obtain experimental data regarding the atomic
structure and chemistry of these interfaces that can
be used as the basis of atomistic simulations [3, 4].
Z-contrast STEM imaging has become increasingly
popular among materials scientists for structure de-
termination because the images are more directly in-
terpretable than conventional high-resolution TEM
images. Z-contrast imaging is an incoherent imaging
process; thus the phase ambiguity inherent to
HREM images is removed. Moreover, because the
high-angle, or Rutherford scattered, electrons are
used for image formation, there is chemical sensi-
tivity in the images. For oxide materials, Z-contrast
imaging has been a useful technique for understand-
ing interface structures and defects. In particular,
Z-contrast images directly reveal the projected cat-
ion sublattices of the material. While almost no in-
formation about the oxygen positions is contained
in the Z-contrast images, positions can often be
inferred or EELS can provide some information
regarding the local coordination around oxygen
atoms. One caveat for obtaining atomic-scale struc-
tural data by Z-contrast imaging, or in fact by any
electron imaging technique, is that the two phases
constituting the interface must have crystallographic

+To whom all correspondence should be addressed.

orientation relationships that lead to the parallel
alignment of low-index zone axes. Z-contrast ima-
ging is particularly sensitive to crystal tilt since it
necessitates channeling conditions. If, however, the
two crystals are well oriented, then atomic-scale
images and spectra can be obtained along the com-
mon zone axes of the two crystals.

Below we present case studies from three classes
of oxide interfaces: (1) a grain boundary, (2) an
oxide—oxide heterophase interface and (3) a metal—
oxide heterophase interface. The three examples
have a common attribute in that they all contain
yttria-stabilized cubic ZrO, as one of the constitu-
ent phases (all references to ZrO, below are to
cubic ZrQO;). The grain boundary is a ZrO, 24°
symmetric tilt [100] grain boundary. The NiO-ZrO,
interfaces are formed by directional solidification of
a NiO-ZrO, eutectic, and the Ni—-ZrO, interfaces
are formed by the reduction of the NiO-ZrO,
eutectic. In all three cases, atomic-scale models of
the interfaces are generated from Z-contrast images.

2. EXPERIMENTAL TECHNIQUES

All Z-contrast imaging studies were carried out
on the 300 kV VG Microscopes HB603U dedicated
STEM (Cs=1mm) at Oak Ridge National
Laboratory. In the Z-contrast imaging technique,
transmitted electrons are detected by a high-angle
annular dark field detector. Although the electron
scattering process in STEM has both coherent and
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Fig. 1. Electron backscattered diffraction patterns from a 24° symmetric tilt [100] ZrO, bicrystal.

incoherent (thermal diffuse scattering) components,
a transversely incoherent image can be produced by
the large-angle annular detector which effectively
breaks the transverse coherence of the signal by
averaging over the interference fringes in the trans-
verse plane [5, 6]. Because the signal is incoherent,
the intensity in a Z-contrast image, I(R), is given by
the convolution of the incident probe intensity,
P2(R), with the crystal object function, O(R):

I(R) = OR) * PX(R).

Even under dynamical diffraction conditions, it has
been shown that s-type Bloch states, which are
tightly bound to individual atomic columns, are
predominantly responsible for the image intensity
[7-9]. Consequently, the object function is localized
on atomic columns. It should also be noted that the
cross sections for scattering to high angles are much
greater for higher atomic number elements so that
the Z-contrast image intensity scales with atomic
number, producing peaks of intensity at the cation
sites while yielding almost no intensity at low-Z col-
umn positions [6].

Maximum entropy reconstructions were per-
formed to quantify atomic positions from the Z-
contrast images [10, 11]. Using a Lorentzian profile
for the probe function, P2(R), the object function,

O(R), corresponding to cation positions was recon-
structed by maximum entropy image analysis [12,
13]. The resulting object function was used for
quantitative analysis. Note that all object functions
presented below are convoluted with a Gaussian for
better visibility.

To assess the positional accuracy of the tech-
nique, images of the perfect crystal, far from any
defect, were analyzed. The object function positions
were compared to the known atomic column pos-
itions based on the crystal structure and a standard
deviation (g4) between the two positions was calcu-
lated. Positional accuracies do depend on signal-to-
noise ratios in the image and therefore vary with
imaging conditions and the scattering power of the
material [13]. Reference [13] gives a thorough review
of the factors that affect the accuracy of recon-
structed Z-contrast images. In SrTiOsz the 304 for
Sr columns is 0.019 nm and for Ti columns (having
less scattering power) is 0.024 nm [13]. In the [112]
NiO lattice projection, discussed below, we find that
object functions derived from images recorded at a
magnification of 107 times yield positional accu-
racies (3g4) of 0.021 nm far away from the inter-
face. Although the ultimate accuracy of
reconstructed Z-contrast images is consistently
found to be on the order of 0.02 nm for cation col-
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umns, STEM images, because they are serially
acquired, are susceptible to mechanical and elec-
tronic instabilities. Any such perturbations will, of
course, distort the lattice image and degrade the
positional accuracy.

To characterize the chemistry of the interfaces,
EEL spectra were collected on a 100 kV HB501UX
STEM. Because an annular dark field image may
be acquired simultaneously, the probe could be
positioned accurately to provide EEL spectra from
well-defined areas of the specimen. The energy res-
olution of the parallel energy loss spectrometer, as
determined by the full-width half-maximum of the
zero-loss peak, was 1.1 eV and the dispersion was
0.303 eV/channel over 385 channels. Each spectrum
was corrected for the gain variation across the
detector array and the background was fitted to a
power law over a 50 eV window preceding the
edge-onset and subtracted from each spectrum.

The 24° symmetric tilt [100] ZrO, bicrystal used
in this study was purchased in bulk from Shinkosha
Co. Ltd, Japan. Backscattered electron diffraction
patterns shown in Fig. 1 illustrate and confirm the
orientation relationship between the two crystals.
Specimens were prepared normal to the tilt axis,
along [100].

The NiO-ZrO, eutectic interfaces were produced
by directional solidification as described elsewhere
[14, 15]. Each grain within the bulk eutectic sample
contains lamellae of the two phases which have
well-defined crystallographic orientation relation-
ships:

[1 1 Olnio//[100]z,0,//growth direction

[11]xi0//[010]z,0, -

Cross-sectional samples were prepared from two or-
thogonal directions so that the three-dimensional
structure of the interface could be examined.

The Ni—ZrO, interfaces were formed by reducing
the NiO-ZrO, eutectics [16]. The reductive phase
transformation is electrochemical in nature and
results in oxygen removal from NiO to the outside
gas phase through the fast-ion conducting ZrO,.
The Ni remains well aligned crystallographically
with respect to the ZrO, although a twin of the cat-
ion sublattice results from the phase transformation
(see Ref. [17] for details). The final orientation re-
lationship between the Ni and ZrO, is

[110]xi//[100],0,

(111]i//[010]z,0,-

Cross-sectional samples were prepared along the
1 10]x;//[100],0, orientation.

All of the TEM samples were prepared by
mechanically thinning interface cross sections to ap-
proximately 10 pm. For the heterophase interfaces,
it was crucial that the samples be <10 um thick

ATOMIC-SCALE IMAGING
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Fig. 2. Atomic-scale image of 24° symmetrical [100] tilt

cubic-ZrO, boundary: (a) Z-contrast STEM image; (b)

object function derived from maximum entropy recon-
struction.

before ion milling because of the differential thin-
ning rates of the two phases. The cross sections
were subsequently ion milled to electron transpar-
ency with 5 keV Ar " ions at liquid nitrogen tem-
perature. To remove any amorphous surface layers,
the foils were finally milled with 3 keV Ar " jons.
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Fig. 3. Unit cell of ZrO,: (a) perspective view; (b) [001]

projection. Notice that [001] has two different Zr layers a

half unit cell apart. We distinguish them by two shades of
gray.
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Fig. 4. Boundary structure model determined from Z-con-

trast image. Cation sites are determined directly by maxi-

mum entropy, oxygen sites are assumed. The solid lines

outline the defect structural unit which is stoichiometric
and therefore uncharged.

3. RESULTS AND DISCUSSION

3.1. 24° ZrO; tilt boundary

The Z-contrast image of the 24° symmetric tilt
[100] ZrO, grain boundary is shown in Fig. 2 along

ATOMIC-SCALE IMAGING

with the corresponding object function obtained by
maximum entropy reconstruction. The white dots in
the image correspond to Zr columns, or the cation
sublattice. Within the field of view, the 24° tilt
boundary is composed of a periodic array of a
basic structural unit (these are indicated by the
open circles on Fig. 2). Since the image is only a
representation of the projected structure, it is im-
portant to appreciate the cubic-ZrO, crystal struc-
ture (fluorite structure) in three dimensions. Figure
3 shows a ZrO, unit cell in which the Zr atoms are
distinguished by their position along the [100] direc-
tion, the beam direction. The Zr atoms denoted in
dark gray are a half unit cell below the Zr atoms in
light gray.

Based on the Z-contrast images, a structural
model of the grain boundary was developed and is
shown in Fig. 4. Between each structural unit, there
is a continuity of the (200) planes across the bound-
ary indicating no in-plane rigid body translation.
Within the defect structural unit, two of the Zr col-
umns (both having Zr atoms at the same depth) are
very close to each other in the boundary core.
Electrostatically, this situation would be energeti-
cally unfavorable because of the close proximity of
the Zr cations. However, also note that the intensi-
ties of these two columns in Fig. 2 are lower than
those of the other Zr columns. The lower intensities
can be interpreted as partially occupied Zr columns.
Partial occupancy would allow the Zr atoms in the
two adjacent columns to stagger along the beam
direction and thus avoid close cation—cation pos-
itions. Similar observations have been made in
other grain boundary studies including those of
SrTiO3 [18, 19] and YBa,CuzO,_, [20]. Partial oc-

(a)

(b

Fig. 5. Atomic-scale image of NiO—-ZrO, interface along [110]ye/ /[100];,0,: (a) Z-contrast STEM
image; (b) object function derived from maximum entropy reconstruction.
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Fig. 6. Z-contrast image of NiO-ZrO, interface along
[112]ni0//[010]7,0, reveals displacement of the Ni atoms
from their bulk lattice sites near the interface.

cupancy to avoid cation crowding is emerging as a
common relaxation mechanism for oxide grain
boundaries.

The oxygen positions in the grain boundary
model were chosen such that they were most similar
to the positions in bulk ZrO,. In the fluorite struc-
ture, the oxygen ions are tetrahedrally coordinated
by Zr ions. Most of the oxygen sites near the
boundary have very similar environments to bulk
oxygen sites in that they maintain a distorted tetra-
hedral coordination (these are indicated in white in
Fig. 4). In the core of the structural unit, if we
assume full oxygen columns, then the number of
nearest neighbors would vary from that observed in
the bulk. The oxygen sites indicated in gray in Fig.
4 would be deficient in Zr nearest neighbors while

ATOMIC-SCALE IMAGING
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est neighbors. Since the Z-contrast image does not
give us information regarding the oxygen ions, it
will be necessary to further explore the coordination
of the oxygen ions at the boundary core with a
combination of EELS and atomistic simulations.
Having accurate coordinates for the cation pos-
itions from the Z-contrast image, however, provides
a good starting model of the interface from which
further refinements can be made.

3.2. NiO-ZrO; heterophase interfaces

As a result of the crystallographic orientation re-
lationship between NiO and ZrO,, it was possible
to image the edge-on interface along two orthog-
onal directions, allowing a three-dimensional model
of the interface to be produced [15]. Figure 5 shows
the Z-contrast image of the NiO-ZrO, interface
along the [IIO]NiO//[lOO]ZrOz projection. The bright
spots, again, correspond to the projected cation
sublattices. Note that even though the atomic num-
ber of Zr is 40 and Ni is 28, the intensities of the
Zr and Ni columns are very similar. This is because
the atomic density of the Zr columns is much less
than that of the Ni columns. The image shows that
the interface is atomically flat and abrupt with a
separation of 0.271 £0.004 nm between the interface
Ni and Zr planes. This spacing is larger than that
of either Zr (200) or NiO (111), so some volume
expansion at the interface plane is observed. The
boundary appears completely coherent with no mis-
fit dislocations—the lattice misfit along this direc-
tion is only 0.4%.

Although the interface appears extremely ordered
and coherent along the projection discussed above,
the same is not true in three dimensions. When

those shown in black would have an excess of near- viewed along an  orthogonal  projection,
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Fig. 7. EELS elemental profiles taken in steps of interplanar spacing across a NiO-ZrO, interface.
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o Nickel
@ Oxygen
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Fig. 8. Three-dimensional model of the NiO-ZrO, inter-

face derived from Z-contrast images: (a)
[IIO]Nio//[IOO]zloz projection; (b) [llz]NiO//[Olo]Zr03 pro-
jection.

[112]xi0//[010],0,, where there is a 14% lattice mis-
match between the two lattices, structural disorder
is observed near the boundary predominantly in the
NiO (see Fig. 6). The NiO (220) lattice fringes run-
ning perpendicular to the interface have a 0.148 nm
spacing that was successfully imaged by the VG
HB603U machine. When the atomic positions are
determined from maximum entropy reconstructions,
a 0.02 nm root mean square (r.m.s.) relaxation of
the (220)y;o in the plane adjacent to the boundary
is quantified. Because the interface is incommensu-
rate along this direction, the relaxation is aperiodic.

EELS profiles acquired in steps of interplanar
spacing across the interface indicate that the bound-
ary is chemically abrupt as well. Figure 7 shows the
chemical profiles, determined from integrated core-
loss EELS edges for the various elements, in steps
of interplanar spacing across the interface. Note
that there is a complete transition from NiO to
ZrO, in two interplanar steps, indicating no ap-

ATOMIC-SCALE IMAGING

preciable intermixing between the two phases across
the boundary plane. The oxygen intensity at the
interface is intermediate to that of either phase.

A three-dimensional model of the boundary
based on the experimental data is shown in Fig. 8.
Note several salient features of the model. First, the
boundary consists of a single oxygen plane that is
shared between the two crystals and continues the
anion—cation sequence of planes seamlessly across
the interface. Secondly, this common oxygen plane,
as projected along [110]Ni0//[100]Zr02, is continuous
with the oxygen sublattices of both phases,
suggesting that the anion sublattice, and not the
cation sublattice, is controlling the rigid body trans-
lation. Finally, the r.m.s. strain in the NiO along
[110]y;o has been incorporated into the model.
Although the projected strains are on the order of
15%, the interatomic distances change by a maxi-
mum of +4.6%. The model not only provides us
with an accurate, experimentally based interpret-
ation of the interface structure, but also demon-
strates the necessity of obtaining three-dimensional
information from heterophase interfaces. Although
Z-contrast images only provide two-dimensional
data, as has been illustrated, if more than one edge-
on cross section can be made, three-dimensional in-
formation from the interface can be obtained.

3.3. Ni-ZrO; interface

The interface between Ni and ZrO, [17] provides
another challenge not yet encountered in the oxide—
oxide interfaces. Because the ZrO, (100) surface is
polar, it can terminate at the Ni—ZrO, interface
with either an O or Zr plane. The former would
result in Ni—O bonds across the boundary and the
latter in Ni—Zr bonds. Figure 9 shows a Z-contrast

()

(111}

Fig. 9. Z-contrast STEM image of interface between Ni and ZrO, along [110]y;//[100]0, -
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Fig. 10. Ni L, 3 EEL spectra from: (a) bulk NiO; (b) bulk
Ni; (c) the Ni-ZrO, interface. All spectra have been nor-
malized to the contribution from the continuum. Spectrum
d, the difference spectrum, results from subtracting the
bulk Ni spectrum (b) from the interface spectrum (c).

image of the Ni—-ZrO, interface along with the
maximum entropy reconstruction along the [110]y;
zone axis. Upon reduction, there is now a substan-
tial 17% lattice mismatch between the two phases
that leads to the misfit dislocations identified in Fig.
9.

Although the image does directly reveal the pre-
sence or absence of oxygen between the terminating
Ni and Zr planes at the interface, the interplanar
spacing between the two cation planes does provide
some indirect evidence. The spacing between the
terminating Ni and Zr planes was quantified from
the maximum entropy reconstruction and found to
be 0.244 +0.004 nm. This compares to a spacing of
0.271 + 0.004 nm in the oxide—oxide boundary
before reduction. The substantial contraction at the
interface suggests that oxygen has been lost from
the boundary plane. To substantiate this conten-
tion, we also collected EELS spectra from the
boundary plane to investigate the type of bonding
present at the interface. A metal-oxygen bond
should show some ionicity while a metal-metal
bond would not. We used the Ni L, 3 EELS edge as
a signature since its fine structure is very sensitive
to the valence state of the Ni (see Fig. 10). The L3/
L, ratio of Ni*" s 20-30% greater than that of
metallic Ni [21-23]. The L; peak is also much shar-
per and more symmetrical in NiO than Ni due to
the presence of a core exciton in the oxide [23]. As
shown in Fig. 10, the EELS spectrum from the
interface plane is nearly identical to the metallic Ni
reference spectrum and therefore shows no evidence
for an ionic bond at the interface. This is consistent
with the observed contraction in the boundary
plane observed in the Z-contrast images. We can
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Fig. 11. Unrelaxed structure of Ni—-ZrO, interface illustrat-
ing metal-metal termination at the boundary.

therefore conclude that metal-metal bonding predo-
minates at this interface. Unfortunately, for this
interface it was not possible to obtain lattice images
from two edge-on boundary orientations. Although
the [010],,,, and [112]n; zone axes are parallel, the
(220)n; lattice spacing is below the spatial resolution
of the instrument. Based on the available data,
however, an unrelaxed boundary structure was
developed that incorporates the metal-metal ter-
mination at the interface; this is shown in Fig. 11.

4. CONCLUSIONS

As illustrated in the previous three examples, Z-
contrast STEM imaging is an extremely powerful
technique for elucidating the atomic structures of
oxide interfaces. When coupled with maximum
entropy analysis, quantitative structural information
can be extracted. Structural units comprising grain
boundaries can be directly determined from object
function coordinates. Because the scattered cross
sections scale with atomic number, partially occu-
pied columns can be identified from lower intensi-
ties. When multiple edge-on projections of an
interface can be obtained, Z-contrast images can
provide quantitative three-dimensional structural in-
formation including rigid body translations and
local atomic relaxations. In the case of metal-oxide
interfaces, accurate determination of interplanar
spacings can be obtained by maximum entropy
analysis and can distinguish between metal and oxy-
gen termination. Atomic resolution EELS is a
powerful complementary means for quantifying
atomic bonding at such interfaces. The experimen-
tally based atomic models will serve as excellent
starting models for atomistic calculations that can
give further insight into the physical properties of
the interfaces.
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We report atomic resolution Z-contrast scanning transmission electron microscopy images that re-
veal the incorporation of | atoms in the form of helical chains inside single-walled carbon nanotubes.
Density functional calculations and topological considerations provide a consistent interpretation of the
experimental data. Charge transfer between the nanotube walls and the | chains is associated with the

intercalation.
PACS numbers: 61.72.Ss, 61.16.Bg, 61.48.+c

Single-walled carbon nanotubes (SWNTSs) have been
shown to be amphoteric in character; i.e, they can
exchange electrons with a dopant atom (or molecule) to
form the corresponding positively or negatively charged
counterion [1,2]. Little is known, however, about the
actual dopant sites and distributions. In this Letter, we
present Z-contrast scanning transmission electron mi-
croscopy (STEM) images and complementary theoretical
calculations that revea the distribution of | atoms within
|-doped SWNT bundles.

SWNT ropes were made by an arc-discharge technique
[3] and doped by immersion into molten iodine as de-
scribed previously [4]. The intercalation was found to
be reversible and Raman scattering showed charged poly-
iodide ions to be distributed throughout the bundles [4].
It has been generally assumed that the intercalant enters
the interstitial channels between tubes. This assumption
was based on the belief that the ends of the as-prepared
tubes are closed, unless opened by a postsynthesis treat-
ment, e.g., refluxing in concentrated acid [5,6]. Here we
report Z-contrast images of individual SWNTSs protruding
from the ends of SWNT bundles that reveal iodine chains
to beincorporated inside thetubes. Imagesweretaken with
a VG microscopes HB603U STEM, operating at 300 kV,
equipped with a high-resolution objective lens capable of
forming a probe 0.13 nm in diameter. This microscope
has demonstrated information transfer in Z-contrast im-
ages at the sub-angstrom level [7] and direct imaging of
individual heavy atomson alight support [8]. Of particular
relevance to this work is the fact that the Rutherford scat-
tering used to form Z-contrast images scales with the
square of the atomic number [9] resulting in large contrast
between | (Z = 53) and C (Z = 6). To reduce the noise
in some of the images, maximum entropy refinement was
utilized [10-12].

In order to guide interpretation of the experimental data,
we performed a number of theoretical calculations using
density functional theory with the local density approxi-
mation of exchange correlation, norm-conserving pseu-

0031-9007,/ 00/ 84(20) / 4621(4)$15.00

dopotential plane waves, and supercells [13]. The use of
complete nanotube supercells was impractical because of
the large number of atoms required. Calculations were
therefore performed for free | chains and for | chains on
flat graphene sheets or on graphene sheets that were bent
to simulate the curvature of the interior of a nanotube.

Figure 1 compares bright field and Z-contrast images
from regions in the sample where several individual tubes
can be distinguished. Whereas the bright field image
shows very little contrast and is ambiguous as to the po-
sition or even presence of |, the dark field image directly
reveals the projected | distribution. Comparing the two
images, it is seen that the iodine is incorporated within
one particular nanotube (labeled A) but is not present in
others in the bundle (e.g., nanotube B). The diameter of
the A tube is 1.36 nm and assuming that the 7 electrons
extend 0.17 nm from the wall, as in graphite, the inner
tube diameter would be =1.03 nm. From the width of the
bright stripe, 0.65nm, it is clear that the iodine is incorpo-
rated inside the single-walled tube.

The internal iodine is confirmed in the higher resolu-
tion Z-contrast images of Figs. 2 and 3, where two chains
of iodine atoms are observed inside the nanotubes. The
projected spacing between the two chains is observed to
modulate along the tube axis, suggesting that the chains
have a helica structure in three dimensions. The period
of the modulation is measured to be about 5nm in Fig. 2,
but other tubes show different periodicities. For example,
Fig. 3(a) shows atube containing a double helix with a pe-
riodicity of about 12.5 nm, and Fig. 3(b) shows a double
helix with an even longer periodicity. The observation of
different periodicities suggests that the iodine chains adopt
a preferred orientation with respect to the nanotube wall,
and the different periods correspond to tubes with differ-
ent chirality. Direct attempts to confirm the chirality of
individual tubes by electron nanodiffraction were unsuc-
cessful, however.

The observed discontinuities and variations in intensi-
ties aong the length of the iodine chains hamper direct

© 2000 The American Physical Society 4621
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FIG. 1. (a) Bright field phase contrast image and (b) dark field
Z-contrast image of a SWNT rope, taken simultaneously on
the STEM. The conventional phase contrast image is useful
for locating the nanotube walls; the precise registry of the two
images therefore allows the iodine distribution to be determined
to high precision. lodine is clearly inside some tubes, such as
A but not others, for example, B.

structure determination. These intensity variations are be-
lieved to result from electron displacement damage, which
occurs during the imaging process. Since we are imaging
single atoms, and not columns of atoms as in crystalline
materials, displacements of individual atoms have more
severe consequences for the image resolution. The maxi-
mum energy transferred from the incident electrons to the
iodine nucleus, T,,, assuming arelativistic elastic collision
between the electron and a stationary nucleus is 3.3 eV
for 300 keV electrons incident on an | atom [14,15]. The
energy barrier necessary to remove an iodine atom from

4622

FIG. 2. (a) Higher resolution Z-contrast image of a SWNT
containing two strands of iodine. (b) Maximum entropy pro-
cessed image to reduce the noise. Two constrictions can be
seen, consistent with the projection of a double helix configura-
tion with the two chains spiraling along the inside walls of the
nanotube as shown in the overlay in (c). The period of the helix
is about 5 nm, and the maximum separation of the two strands
is ~0.65 nm, much less than the 1.3—-1.4 nm diameter of the
SWNT.

an I3~ chain was caculated to be ~1.5eV by first-
principles total energy calculations. Taking into account
the 0.3 eV /atom hinding energy of the chain to the tube
wall (to be discussed in detail below), we place an upper
estimate on the displacement energy (E,;), or the energy
necessary to displace an | atom from the chain, of 1.8 €V.
Since E;/T,, ~ 0.5 significant beam damage will occur
during the imaging process. These atomic displacements
lead to increased noise and thus variations in projected
positions and intensities, which are apparent in Figs. 2
and 3.

To guide interpretation of the experimental data, we per-
formed several first-principles calculations that shed light
on interactions between iodine and the nanotube wall.
Similar continuous, one-dimensional iodine structures to
those observed in this study have been reported in the poly-
mer literature where iodine has been used to increase the
electrical conductivity of polymers by orders of magnitude
[16—18]. Diffraction studies of iodine-doped polymers
indicate that the iodine intercalates the one-dimensional



VOLUME 84, NUMBER 20

PHYSICAL REVIEW LETTERS

15 MAay 2000

ee 0000000044, e
W‘.:gi‘“::ﬂ::‘" on's Bew bk Pt
PP - ;

80 aimeie’ .'0~b-‘~u'o-¢:
g:'.w‘,._m hd "&;:4“"0&..0 ¢

FIG. 3. Images of iodine doped SWNT ropes showing differ-
ent periodicities, shown schematically above the tubes; (a) an io-
dine helix showing 12—13 nm periodicity; (b) a helix of longer
periodicity.

interstitial channels of crystalline polymers in the form
of continuous linear arrays. Furthermore, Raman spec-
troscopy shows the charge transfer to the iodine to be typi-
caly 0.33 eV/iodine or 0.2 €V/iodine, corresponding to
137 and |5~ species, respectively [16—18]. Since we ob-
serve similar linear arrays of iodine and, as reported earlier
[4], the Raman modes of the |-doped SWNTSs agree with
those reported for the I3~ and (Is)~ arrays [16—18], we
conclude that theiodineisin asimilar state to that found in
doped crystalline polymers. We therefore performed cal-
culations for chains of three and five iodine atoms above
both aflat graphene sheet and a curved sheet, asillustrated
by Fig. 4. This configuration would correspond to one
unit cell of the continuous iodine chain. In all cases, we
found an equilibrium distance of ~0.35 nm between the
I chain and graphene sheet with a net binding of ~0.3 eV
per | atom, provided the initial position of the | chain was
close enough to the graphene sheet to allow charge transfer
to take place. The chain prefers a straight configuration.
We contrast this finding with the fact that neutral chains of
three| atomsin free space are bent whereas charged chains
are straight. We conclude that chargetransfer from the tube
wall to the | chain stabilizes the | chains. Our calculated
equilibrium distance (0.35 nm) agrees precisely with the
distance obtained from the observed 0.65 nm spacing of
the chains in Fig. 2, if we assume the double helix is lo-
cated inside a (10, 10) tube of 1.36 nm diameter.

Another indication of the influence of the curved nano-
tube walls on the formation of the helical chains is
provided by the topological considerations. 1, does not
intercalate graphite because of its large van der Waals
diameter (0.396 nm) [17] and its 0.27 nm interatomic
spacing does not correlate with any spacing in the basa
plane of graphite [19-21]. However, the space available
for intercalation is much greater in nanotubes and the
radially projected interatomic spacings of curved graphene

sheets better match the preferred |-l spacing. (10, 10)
tubes are thought to be a common type of nanotube in the
arc-derived material, and in Fig. 4 we show three possible
correlations between the nanotube lattice and the iodine
spacings, which are nearly commensurate. Continuous
chains bound to these sites result in helical arrangements
with periods of 125, 5, and 1.5 nm. First-principles
calculations show the | chains to be stable in these com-
mensurate orientations. The longest two periods for the
(10, 10) tube are in excellent agreement with the helices
imaged in Figs. 3(b) and 2. The shorter period helix
would project as a rather uniform arrangement of iodine,
which may explain images of the type shown in Fig. 1(b).
A complete structura model for a (10, 10) tube with a
5 nm double helix of iodine inside is given in Fig. 5.
Although we have focused our discussion on (10, 10)
tubes because of their relatively simple, symmetric
structure, typical nanotube samples are believed to have
a distribution of diameters and chiralities. Tubes with
different chirality would, of course, be expected to show
different chain periodicities because of the importance of
the chain-(tube wall) interaction.

Two continuous strands of iodine with the 5 nm period
give a composition of 1Cy, but it would appear feasible
to incorporate additional spirals of iodine, up to five be-
fore the distance between neighboring strands become too
close, giving a composition |Cg. This provides an aterna-
tive explanation for the lack of an observed helical struc-
ture in Fig. 1(b). For the 1.5 nm helix there would be
sufficient room for only two chains, giving a saturation
doping of IC;5. The overall composition determined ex-
perimentally by weight uptake measurements and thermo-
gravimetric analysisis|Cy; [4], but since we observe many
tubes to be unfilled, this suggests substantial iodine is aso
incorporated in the interstitial positions between tubesin a
bundle. We would anticipate that polyiodide chains in the

X “‘ L o

x r 4
-
N

O

FIG. 4. Bent graphene sheet used in the calculations with
periodic boundary conditions. The curvature corresponds to
the correct curvature of an actua (10, 10) nanotube. The dis-
tances between the C-C bonds that are highlighted with rods
3.2 A) project radially to 0.28 nm, very close to the preferred I-1
spacing of 0.29 nm, at a distance of 0.35 nm where the | chain
prefers to rest. This results in a helical arrangement of io-
dine with a 5 nm period, as seen in Fig. 2. Two other near-
commensurate directions are possible. The direction marked by
crosses has an |-l spacing of 0.31 nm and a period of 12.5nm,
as seen in Fig. 3(a). The direction shown by circles has an I-I
spacing of 0.30 nm and a much shorter period, 1.5 nm.
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FIG. 5. Structure model obtained by extrapolating the 5 nm
helix of Fig. 4 to a full scale (10, 10) nanotube, (a) side view
and (b) top view.

interstitial locations between tubes could bond by asimilar
mechanism although for (10, 10) armchair tubes there are
no good correlations with the projected nanotube lattice.

It is interesting to note that previous studies did not
observe any charge transfer between SWNTs and iodine
when the iodine was present in the vapor phase [2]. Molten
iodine is quite different from iodine vapor. In particu-
lar, iodine molecules in molten iodine tend to dissociate
into highly reactive iodinium (I*) and polyiodide (15)~
species [22]. On the other hand, the iodine vapor con-
tains only nondissociated iodine molecules, which are less
chemically active as compared to ionic forms. The (I7)
ions in the molten | are very strong oxidizing agents and
could attack the remaining catalyst particles at the tube
ends or the defect sites in the tube walls. These sites
could subsequently serve as entry points for the poly-
iodide species. Although we have no conclusive evidence
for this intercalation mechanism, x-ray diffraction spectra
from the samples do show all of the metal catalyst to be
oxidized to their metal-iodide phases. We do not yet un-
derstand why some of the tubes are intercalated and others
are not. Such understanding awaits more thorough under-
standing of the tube end structures.

This research was sponsored by the NSF-
MRSEC Advanced Carbon Materials Center under Grant

4624

No. DMR-9809686 and by the Division of Materias
Sciences, U.S. Department of Energy, under Contract
No. DE-AC05-960R22464 with Lockheed Martin Energy
Research Corp.

*To whom correspondence should be addressed.
Electronic address: ecdickey@engr.uky.edu

TCurrent address: 104 Davey Laboratory, The Pennsylvania
State University, University Park, PA 16802-6300.
*Current address: Fundamental Research Lab, Honda R& D
Americas, Inc., 100 Town Center, Suite 2050, Southfield,
M1 48075.

SPermanent address: Institute of Physics, Polish Academy
of Sciences, 02-668, Warsaw, Poland.

[1] R.S. Lee, H.J Kim, J.E. Fischer, A. Thess, and R.E.
Smalley, Nature (London) 388, 255 (1997).

[2] A.M. Rao, P.C. Eklund, S. Bandow, A. Thess, and R.E.
Smalley, Nature (London) 388, 257 (1997).

[3] C. Journet et al., Nature (London) 388, 756 (1997).

[4] L. Grigorian, K. A. Williams, S. Fang, G.U. Sumanasek-
era, A.L. Loper, E.C. Dickey, S.J. Pennycook, and P.C.
Eklund, Phys. Rev. Lett. 80, 5560 (1998).

[5] J. Liu et al., Science 280, 1253 (1998).

[6] J. Sloan et al., Chem. Commun. 3, 347 (1998).

[7] P.D. Ndllist and S. J. Pennycook, Phys. Rev. Lett. 81, 4156
(1998).

[8] P.D. Néllist and S. J. Pennycook, Science 274, 413 (1996).

[9] D.E. Jesson and S.J. Pennycook, Proc. R. Soc. London A
449, 273 (1995).

[10] S.F. Gull and G.J. Daniell, Nature (London) 272, 686
(1978).

[11] S.F. Gull and J. Skilling, IEE Proc. F, Radar Signa
Process. 131, 646 (1984).

[12] A.J. McGibbon, S.J. Pennycook, and D.E. Jesson,
J. Microsc. 195, 44 (1999).

[13] P. Hohenberg and W. Kohn, Phys. Rev. 140, B1133 (1964).

[14] L. Reimer, Transmission Electron Microscopy (Springer-
Verlag, New York, 1993), Chap. 5.

[15] A. Maiti, M.F. Chisholm, S.J. Pennycook, and S.T.
Pantelides, Appl. Phys. Lett. 75, 2380 (1999).

[16] R.C. Teitelbaum, S.L. Ruby, and T.J. Marks, J. Am.
Chem. Soc. 101, 7568 (1979).

[17] B.H. Baughman et al., in Molecular Metals, edited by
W. E. Hatfield (Plenum Press, New York, 1979), p. 187.

[18] M.J. Nilges, E.K. Barefield, R. L. Belford, and P. H. Davis,
J. Am. Chem. Soc. 99, 749 (1977).

[19] S. Nakashima et al., Chem. Phys. Lett. 268, 359 (1997).

[20] H. Werner, M. Wesemann, and R. Schlogl, Europhys. Lett.
20, 107 (1992).

[21] S.Handrois, C. Hauw, and B. Francois, J. Phys. (Paris) 44,
C3-523 (1983).

[22] S.A. Jenekhe, S. T. Wellinghoff, and J. F. Reed, Moal. Cryst.
Lig. Cryst. 105, 175 (1984).



APPLIED PHYSICS LETTERS VOLUME 75, NUMBER 18 1 NOVEMBER 1999

Z-contrast imaging and electron energy-loss spectroscopy analysis
of chromium-doped diamond-like carbon films
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Metal-doped diamond-like carbon films were produced for the purpose of an electrochemical
nanoelectrode. In this study we ug&ontrast scanning transmission electron microscopy to directly
observe metal cluster formation and distributions within the chromium-doped carbon films. At low
doping (~6 at. % CJ, Cr is uniformly distributed within the&C matrix; at high doping~12 at. %

Cr), Cr-rich clusters are formed. Analyzing electron energy loss spectroscopy £white line
ratios, we find that the Cr tends to be metallic-like when it is uniformly distributed irCtheatrix

and carbide-like in the Cr-rich clusters. The carbon is more diamond-like at low doping and more
graphite/carbide-like at high doping according to #1&/sp’ electron percentage measurements.

© 1999 American Institute of Physid$0003-695(099)00844-X]

Diamond-like carbor(DLC) is a very promising mate- into the reactor volume while growing the carbon filthThe
rial with a wide variety of potential applications due to its carbon film was prepared for transmission electron micros-
unique diamond-like propertiésDoping with metals could copy by mechanical dimpling from the substrate side and ion
create a two dimensional array of metal clusters within thedbeam milling to electron transparency. Two samples doped
diamond-like carbon matrix. Such composite structures arat low (~6 at. % Cj and high levels~12 at. % Cj were
of interest for use as nanoelectrodes in electrochenfistryexamined byZ-contrast imaging in a VG HB603 STEM and
The formation and distribution of the metal clusters withina VG HB501. The EELS data were collected on VG HB501
the carbon film are fundamentally important for the physicalSTEM and Philips CM200 transmission electron micro-
properties of the material. Here we study the structure angcopes.
chemistry of chromium-doped DLCs usirfycontrast elec- Figure 1 is a phase contrast image of highly doped
tron imaging and electron energy loss spectrosd®@BLS).  sample which is similar to a typical amorphous structure.
We assess the structure of the diamond matrix by quantifyinghe Cr is not readily distinguishable. Figuréolis a dark-
the percentage afp? bonding from the EELE K edge, and field Z-contrast image of the same area. Since Cr atoms are
we investigate the distribution and bonding of Cr within the heavier than C, the brighter areas directly correspond to Cr-
DLC matrix. rich regions. The average Cr-rich cluster size is estimated to

In this work we employ th&-contrast electron imaging be 2 nm with a separation of 3.5 nm between clusters. The
method because it is more directly interpretable than converlow-doped sample does not show any Cr-rich regions, indi-
tional phase contrast imagifig® Using an annular dark-field cating uniform Cr distribution throughout the DLC matrix
detector in the scanning transmission electron microscopéicture not shown
(STEM), only the high angle scattering of electrons are col-  The EELS spectra of carbon tiieedge and CL edge
lected, where the total scattering intensity is proportional tovere collected from both samples, as well as from reference
the square of the atomic numbet, The Z-contrast image samples of chromium carbide £, metallic Cr and syn-
can directly reveal atomic positions as the brighter spots corthetic graphite. Spectra, shown in Figéa)2-2(e), were taken
respond to the positions of heavier atoms. The EELS daté image mode from a scanned area of approximately 100
can be collected simultaneously through the hole of the darkan®. Since the highly doped film has uneven Cr distribution,
field detector allowing direct correlations between the im-spatially resolved EELS were also collected on the VG
ages and spectra. HB501 with a probe size less the8 A from both Cr-rich

Diamond-like carbon films of 0.1-5.@um thickness regions and Cr-deficient regions, as shown in Fig. 3. The
were grown on alumina substrates using a plasma chemic@robe position was determined from tiZecontrast image
deposition technique described elsewHefhe doping of taken simultaneously with the EELS spectra. Using the in-

chromium was performed by coevaporation of chromiumtensity ratio ofl c andl¢, and calibrating with the reference
sample C4C,, the concentrations of Cr are found to be an

average of 6% for the low doped sample. For the highly

dAlso at Solid State Division, Oak Ridge National Laboratory, Oak Ridge

TN 37831 "doped sample, bright regions show 7-17 at. % Cr whereas
YCorresponding author; electronic mail: ecdickey@engr.uky.eedu dark regions show 1-3 at. % Cr.
0003-6951/99/75(18)/2740/3/$15.00 2740 © 1999 American Institute of Physics
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10nm

FIG. 1. Chromium doped diamond-like carbg@m) Phase contrast image
showing amorphous carbon matrith) Z-contrast image showing Cr clus-
ters.

All chromium L edges have similar features comprising
two sharp peak&, andLj, known as “white lines,” and a
continuum background following the edge. Thg/L, white
line ratio, R, is correlated to the electron occupancy and
spin pairing in 31 band®*? The variations of the white line

ratio are due to the interaction between chromium and sur

rounding atoms. For example, a large increas®gfin the
chromium alloy CsgAug, reflects the dramatic increase of
the magnetic momertHowever, it is also found that the

white line ratio is sensitive to Cr cluster size when deposited

on a graphite substraté.

In our case it is interesting to compare the Cr-doped

DLCs with metallic Cr and chromium carbide. The white
line ratios,R,,, calculated using the standard metHédyre
listed in Table I. The white line ratios in low-doped samples
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FIG. 2. EELS of carborK edgéleft) and CrL edgdright). (a) Low doped
DLC, (b) highly doped DLC,(c) chromium carbide, anéd) graphite. The

o* peak is partially fitted by a Gaussian function as shown by the dashed
curve. The shaded area is the peaks obtained by subtracting tlae
fitting. (e) Metallic Cr.

level, Cr-carbide clusters precipitate from the DLC matrix.

Since the introduction of chromium may change the
structure of the carbon, it is also important to evaluate the
electronic properties of the carbon. The major difference be-
tween a graphite-like carbon and a diamond-like carbon is
the absence ofr electrons in diamond-like material. This
feature is shown in the EELS spectra in Fig$a)22(d)
where therw* peak is at about 284 eV. By measuring the
intensity ratio of this peak against the following broad
peak, and then calibrating with the known graphite structure,
the percentage a§p? bonding in the many forms of pure
carbon can be determined.

Several methods have been used to measursghper-
centage from the EELE K edge which involve selection of
a fixed window for ther* peak integrated intensify:* We
find these methods to be insufficient for our study because
they do not take into account potential contributionsato
integrated intensity from the overlapping peak. As can be
seen, some of our spectra have higher relative intensity in the
7* peak region than that of graphite. This leads to the unre-
alistic result of highessp?/sp® ratio than graphite. It is be-
lieved that the broadening of the* peak causes the in-
creased intensity atm* peak region. It was therefore
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are close to metglllc Cr.In t.he hlghly dOpEd sample', they arYQ—IG. 3. The inset is a portion of th&-contrast image. Spatially resolved
close to carbide in the Cr rich region and metallic in the Crgg g spectra of the ® edge and Ct edge were collected at bright arda

deficient region. So, it appears that after a critical dopingand dark are®, respectively.
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TABLE I. The Cr concentration % Cr, peak intensity ratip/I .., Sp? In summary, we have directly imaged the Cr distribution

percentage and Cr white line rati, , obtained from low dope¢DLC-1), in Cr-doped diamond-like carbon films I&tcontrast imag-

highly doped(DLC-h) at Cr rich areaA), and Cr deficient areéB), the . . .. . . .

reference samples chromium carbide £5J, metallic Cr and graphite., ing. There is a critical change in Cr distribution from low to
high level doping. The carbon in a low doped sample main-

at. % Cr Rw lllrio % sp? tains its diamond-like features; the Cr is uniformly distrib-
DLC-1 6% 1.7 0.047 56% utgd _throgghout the maFrix and_ maintains metallic bonding.
DLC-h(A) 7%—17% 1.4 0.13 This implies no strong interaction between carbon and Cr.
DLC-h(B) 1%-3% 17 0.11 100% High Cr doping leads to the formation of chromium carbide
CrCy 60% 1.35 0.15 ' clusters. The residual Cr in between the clusters remains
metallic Cr 100% 1.63 tallic-like. h the C | its 3-t bondi
graphite 0% 011 100% metallic-like, however the oses itsp’>-type bonding.

Therefore the diamond-like carbon network breaks down at
high Cr doping.
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peak. Then the relative peak ratlig/l ., , is defined as the

total intensity of ther* peak divided by the total intensity of
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Perovskite barium strontium titanate B8r, sTiO3(BST) thin films were grown orf001) LaAlO4

(LAO) using pulsed-laser ablation. The microstructures ofagrown BST films were studied

with selected electron diffraction, transmission electron microscopy, and scanning transmission
electron microscopy. The BST thin films are oriented with the@1] directions parallel to th€102)
directions of the LAO. Both cross-sectional and plan-view studies show the BST films to be single
crystals with smooth surfaces. The interfaces were seen to be atomically sharp by cross-sectional,
high-resolution electron microscopy. The density of misfit dislocations was consistent with the 4.3%
lattice mismatch, and they were found to be dissociated into partialsl999) American Institute

of Physics[S0003-695(199)00443-X

Thin films of ferroelectric barium strontium titanates (STEM). In this letter, we present results from both cross-
(Ba,_,Sr) TiO5 (BST) have recently become very attractive sectional and plan-view TEM studies of epitaxial BST films
to the microelectronic industry as good candidates for devicéncluding the direct observation of dislocation cores at the
applications; for example, as high density dynamic randominterfaces between the films and substrates.
access memorie®RAM),? smart card memoriesand tun- The BST samples used in this research were grown on
able microwave devices? They exhibit not only high val- (001) LAO by using pulsed laser deposition. Details on the
ues of the relative dielectric constang,), but also large growth procedure and the physical properties of the as-
tunability of €, through the application of an electric field. grown BST films can be found in the literatut@riefly, the
The tunability of BST thin films offers unique opportunities BST films are grown in oxygen pressures from 200 to 350
for the development of various microwave devices, such agTorr and at 750 to 830°C to a thickness of typically 200
microstrip line phase shifters, tunable filters, and higgh- nm. X-ray diffraction indicates the films to be oriented with
resonators. the [001] directions parallel to th€102 directions of the

BST films with various stoichiometries have been grownrhombohedral LAO. As the cell of LAO is close to cubic,
on LaAlO; (LAO) by techniques such as sputtering, metal-this orientation is equivalent to a cube-on-cube orientation
organic chemical vapor deposition, laser ablation, andor a cubic substrate. Rocking curve measurements indicate a
others!®*® LAO is also a widely used substrate for full width at half maximum(FWHM) of 0.15°. Samples for
PbZiTi,0; (PZT) films and for high temperature cross-sectional TEM studies were prepared using a standard
superconductor¥ 1% Application of BST to tunable micro- procedure consisting of gluing, cutting, mechanical polish-
wave devices, however, requires high quality epitaxial BSTINg, dimpling, and ion milling. Plan-view specimens were
films with atomically smooth surfaces and atomically sharpsimply prepared by mechanical polishing and dimpling to
interfaces to minimize the loss tangent. Thus, investigatinghin out the substrate, followed by Ar-ion milling. Both plan-
the microstructures between the as-grown films and the sutyiew and cross-sectional samples were ion milled by using
strates and the epitaxial behavior is particularly important fo@n E.A. Fichione lon Polishing System with an initial accel-
BST thin film synthesis and device engineering. We haveeration voltage of 3.5 kV, reducing to 1.0 kV at the end.
studied the microstructures and interface behavior of epitaxE/€ctron microscopy was carried out using a Philips EM-400
ial BST films on(001) LAO by using selected area electron €lectron microscope operated at 100 kV for bright field im-
diffraction, transmission electron microscogfEM), and @des and selected area electron diffract§AED) patterns

high resolution scanning transmission electron microscop@nd @ VG HB603 STEM at 300 kV foE-contrast high-
resolution images.
Figure 1 shows a bright field TEM image of a plan-view

30n leave from Beijing Laboratory of Vacuum Physics, Institute of Physics ; ;
& Center for Condensed Matter Physics, Chinese Academy of SciencesBST sample{Flg. 1(a)] and the selected area electron diffrac

Beijing 100080, P.R. China. f[ion pattern taker_1 from th_e same s_am[:lT-dg. 1(b)]. As seen
DElectronic mail: pky@ornl.gov in Fig. 1(a), the film consists of aligned rectangular-shaped
0003-6951/99/75(17)/2542/3/$15.00 2542 © 1999 American Institute of Physics
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FIG. 1. TEM micrographa) and corresponding electron diffraction pattern ‘0’0 M -
(b) of a laser ablation deposited B¢, sTiO5 thin film, showing the for- g.o.o R

mation of a single crystalline BaSr, sTiO5 film. The electron projection is
along the(111) zone axe of the BaSr, sTiO3 thin film.

@®BaandSr OTi Ola o Al

domains formed during the film growth. The SAED patternric. 3. z-contrast STEM dark field image of the interface structure between
was taken along the BS[TL11] direction. The sharp diffrac- the substrate LaAl9and the grown BgsSr,sTiO; film. Atom column po-
tion spots show that thas-grown BST films are good single sitions can be clearly seen in both the substrate and the film, as shown in the
schematic.
crystals.
In order to understand better the film quality and the

epitaxial behavior of the BST films ai®01) LAO substrates,

investigations of cross-sectional specimens were conductd@10] direction of the LAO (using pseudocubic notatipn
using electron diffraction, bright field imaging, and The superposition of patterns from the BST film and the
Z-contrast imaging. Figure(8) is a low magnification bright LAO substrate is indexed in Fig(®. The “cube-on-cube”
field TEM image of the cross-sectional sample. The asoOrientation is clearly observed with the epitaxial relationship
grown film has a flat surface with about 1 nm roughness, 4010]gsll[010] a0 and (1015l (101) o - The lattice mis-
sharp interface with the substrate, and a very uniform thickmatch was estimated to be about 4.5% from the high order
ness of about 200 nm over the entire specimen. The colun$pots in the diffraction patterns, which is in good agreement
nar texture is due to small rotations between the grains, andith the BST and LAO lattice parameters. This result im-
is consistent with the FWHM of the x-ray rocking curve plies that the film is fully relaxed, with edge dislocations
results. No large angle grain boundaries were found in th&etween the film and the substrate every 22 unit cells along
entire cross-sectional sample, indicating a near perfect singlée BST[100] direction.

crystal BST film. Figure @) is a SAED pattern taken in the High-resolution, cross-sectional electron microscopy

area covering both the film and the substrate and along studies of the as-grown films provide detailed information on
the atomic structure of the interface. Figuré)3shows a

Z-contrast STEM"*®image taken along thg010], Ao zone
axis, that shows the interface between the film and the sub-
strate is atomically sharp and flat. The stacking sequence
across the interface is clearly visible. The last plane of the
substrate is seen to be the La plane, while growth of the BST
is seen to initiate with the Ti plane. No precipitates or other
ERRIEER 400 nm phases are present in the film or at the interface.

Edge dislocations were seen periodically along the entire
interface, with a period of the edge dislocations of about 22
unit cells in BST lattice or 23 unit cells in the LAO lattice,
which is in good agreement with the 4.3% lattice mismatch.
This confirms that the BST film is essentially fully relaxed.
Figure 4a) shows aZ-contrast STEM image of the interface
between LAO and the BST, with the approximate locations

' . ¢ _ of misfit dislocation cores arrowed. Their cores lie a few unit
- s ¢ ;/(101)3“ cells inside the BST film. Between the cores the, &1, 5
> » &= % < (101)8sT plane of the BST is matched to the La plane of the LAO, and
e ,/ the Ti with the Al, as expected. Even in thin regions the
i . ’ P . misfit dislocation cores did not show the clear reconstructed
s e e [010] form seen in SrTiQgrain boundaried and SrTiQ/SrZrO,
interfaces’® As seen in the higher magnification images of
*BagsSrosTiOs LaAlO; Fig. 4b), there is a strong tendency for the dislocations in

FIG. 2. TEM micrograph@ and corresponding electron diffraction pattern Tlgi/zn[]i(t)eg_?l to decompose into partladﬁ,loo]ﬂaIZ[ 101

(b) of both the substrate and the grownyB&r, sTiO5 film. The crystalline ) )
orientation relation of the substrate and the film is deduce@)in It should be pointed out that no twins were observed
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We report the observation of porous structures in laser-ablation-deposi@dE thin films and

their correlation with luminescent properties by a combination of transmission electron microscopy
and Z-contrast scanning transmission electron microscopySTEM). Depending on growth
conditions, a large density of voids is incorporated into the films, which leads to a much increased
surface area. Cathodoluminescence imaging in the STEM directly seaealnm“dead layer”
around each void, which is responsible for the observed reduction in luminescence efficiency.
© 2000 American Institute of PhysidsS0003-695000)05229-3

Rare earth-activated oxide-based phosphor thin films arand the electron diffraction patterns were recorded in a Phil-
promising candidates for high-resolution display devicesps EM-400 electron microscope operated at 100 kV.
such as cathode ray tubes, graphics, field emission displayscontrast imaging was conducted in VG HB603 STEM at
(FEDs, and thermomechanical devicks. However, thin- 300 kV**?while the CL imaging was conducted in a VG
film phosphors typically have a significantly reduced bright-HB501 STEM at 100 kV. The CL emission was collected by
ness compared to equivalent powder phosphor matérals. a lens system and detected by a photomultigfter.

Several possible explanations have been suggested for the The porous structure of YOE thin films was first demon-
lower brightness including internal reflection or channelingstrated by TEM images of plan view samples. For compari-
of the emitted light along transverse axes parallel to the surson, three TEM plan view samples of YOE thin films were
face instead of vertical emission from the surface, and th@repared at different substrate temperatures and laser pulse
small interaction volume between the incident beam and theates:(a): 735 °C, 10 Hz(b) 735 °C, 5 Hz(c) 775 °C, 10 Hz.
solid. In this letter, we show another factor to be crucial toAs shown in Fig. 1a), the sample prepared at 735 °C, 10 Hz
external radiative efficiency, the porosity of the films. Poros-shows a high density of pores at the edge of the sample, with
ity creates internal surface area, and the associated dead laydr average size of about 25 nm. When the pulse rate was
decreases the emission efficiency. The dead layer is directhpwered to 5 Hz, but the substrate temperature was kept at
observed by simultaneous cathodoluminescei@te imag- 735 °C, the pore size decreased to 17 nm, as shown in Fig.
ing and Z-contrast imaging in the scanning transmissionl(b). When the substrate temperature was increased to
electron microscop€STEM), and quantitatively accounts for 775 °C with 10 Hz pulse rate, the voids formed were much
the reduction of luminescent efficiency. smaller,~10 nm, as shown in Fig.(&). These observations

Eu-activated ¥Oj thin films with thickness of about 200 show that the porosity of the film decreases with higher sub-
nm were deposited of001) LaAlO; substrates by laser ab- Strate temperature and with lower laser pulse rate.
lation at different temperaturég35, and 775 °Cand differ- In order to check the distribution of the pores through
ent laser pulse frequencigs and 10 Hz%° A Lambda the film thickness, cross-section samples were examined. A
Physik 305! laser)X =248 nm, 7= 25ns) is used to irradiate Z-contrast STEM image of the sample grown at 775°C, 10
the Eu-doped YO, phosphor targetYOE), creating an ex- Hz is shown in Fig. 2. Figure(d) shows a large area dark
panding plume of atomic species. Detailed information aboutield Z-contrast STEM image in which both the substrate and
the deposition can be found elsewh&teCross-sectional the film can be seen. Above the substrate and through the
slices were obtained by cutting the sample alond 168] or film, some columnar structures and prolonged darker areas
[010] directions of YOE, and then gluing face to face. Both @ré clearly seen extending from the surface to the interface.
plan-view and cross-section specimens for transmission eledne brightness in th&-contrast STEM image depends on
tron microscopy(TEM) and/or STEM observations were bOth the atomic number and the sample thickness. At a spe-
prepared by mechanical grinding, polishing, and dimpling,C'f_'C thickness condltllon, the brlghtness will only be deter-
followed by Ar-ion milling using a E. A. Fichione lon Pol- mined byZ? (whereZ is the atomic numbey but for a con-

ishing System first at a voltage of 3.5 kV and an angle ofStantZ, the brightness will reflect the film thickness. So, in
12°, and finally at 1.0 kV and 10°. TEM bright field images OUr case, the darker regions imply that the pores are colum-
nar in nature. This is confirmed by the following two higher

magpnification images. In Fig.(B), two columnar pores are
seen. In the thinnest regidnear the top of the imagethey

30n leave from Beijing Laboratory of Vacuum Physics, Institute of Physics

& Center for Condensed Matter Physics, Chinese Academy of Science% . .

Beijing 100080, China. ch form holes in the specimen. As t_he sample becomes
YElectronic mail: pyk@ornl.gov thicker, a columnar track is seen extending from the left hand
0003-6951/2000/77(4)/594/3/$17.00 594 © 2000 American Institute of Physics
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FIG. 1. Three plan-view TEM micrographs of®@;:Eu thin films prepared ~ FIC- 2. (8 Dark field Z-contrast STEM image of a cross-sectiopOg:Eu

at different deposition conditions, showing clearly the variation of void size Sample prepared by laser ablation at a substrate temperature of 775 °C and
with substrate temperature and deposition ré, 735°C, 10 Hz,(b) in fast deposmo_n modéLo Hz) show_mg the columnar nature of the pores.
735°C, 5 Hz,(c) 775 °C, 10 Hz. (b) and(c) are higher magnification images of the region(@n

pore (arrowed, while the track from the other intersects the reason for this correlation is expected to be the existence of a
sample surface. This contrast shows the pores to be columnéadead layer” near the specimen surface, resulting from non-
in nature, which is consistent with our previous TEM inves-radiative recombination of electron—hole pairs via surface
tigation showing the columnar structure to be formed duringstates->~1" Increasing the pore size would create more inter-
the laser ablation film growtt. In Fig. 2(c), we can see nal surfaces per unit volume, resulting in lower overall effi-
clearly the well ordered atomic structure around a pore. Irtiency.
agreement with our previous observatiSnye see that the Direct measurement of the dead layer at the surface of a
film is an almost perfect single crystal. pore has been achieved by comparing Zieontrast image
The porous structure has a dramatic effect on the extemwith the CL image obtained simultaneously. Figur&)4
nal radiative efficiency of the film. This is demonstrated byshows aZ-contrast image of a region of film containing some
measuring the efficiency of different samples prepared undeelatively widely spaced pores. The corresponding CL image
different deposition condition, and, therefore, containing dif-in Fig. 4(b) shows the variation in CL intensity. It is imme-
ferent pore sizes!**The photoluminescence efficiency cor- diately clear that the edges of the holes in the CL image are
relates directly with average pore size, as shown in Fig. 3much less sharp. Intensity profiles across the hole marked are
and we would expect the CL efficiency to be similar. Theshown in Figs. 4) and 4d). The width of the pore in the
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B e — nescent properties, i.e., increased roughness of the film will
= ~a - Galoulated without "Dead Layer* B increase the efficiency. Now, based on our TEM and
¥~ | o# -Calouatod with ‘Dead Laye Z-contrast STEM observations, we see that another critical
issue is the porosity of the films.

In summary, we have directly correlated the pore struc-
ture in laser ablation deposited YOE thin films with lumines-
cent efficiency. A high density of voids creates more internal
surface in the films per unit volume. The resulting increase in
the surface dead layer reduces external luminescence effi-

EE— O —— ciency. By simultaneoug-contrast and CL imaging, we
0 5 10 15 20 25 30
Average Pare Size (nm) have shown the extent of the dead layer to-H& nm, and

obtained quantitative agreement between the measured pore

FIG. 3. Relationship between the photoluminescence efficiency and the potgj;a and |uminescent efficiency. We suggest that in the

size, showing the decrease in efficiency with increasing pore size. Samples . f YOE d related 'h. fil . hould

are those shown in Fig. 1, with the addition of a film grown at 775 °C, 5 Hz, prepa_ratlon 0 o and re at.e t 'n 1ims, att_ent!on shou

which has the highest efficiency. Also shown are theoretical curves with andde paid to avoiding the formation of internal voids in order to

without the effect of the dead layer. increase the radiative efficiency.

N W A D N @ ©
1

Photoluminescence (arb. units)
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We report the epitaxial growth of europium-activated yttrium oxidg@y.Eu) (001 thin films on
LaAlO (001) using laser ablation deposition at a substrate temperature of 775 °C and 10 Hz pulse
repetition rate. The orientation relationship between the films and the substrates is
[110]Y,04l[100]LaAIO; and[ —110]Y ,04l[010]LaAlO5 which results in a lattice mismatch of only
0.8%. Transmission electron microsco@EM) of the films reveals the single crystallineQ5:Eu

thin film to contain small pores. Scanning transmission electron microg&i¥iyM) imaging of the

films shows the substrate always terminates with the Al sublattice. Moreover, the STEM reveals that
no precipitates of Eu had formed in the films. 99 American Institute of Physics.
[S0003-695(199)05441-9

Numerous efforts have been made to prepare yttriunC,.%° Eight yttrium atoms have th&; symmetry and the
oxide (Y,03) thin films for applications in ultralarge scale other 24 atoms have th&, symmetry. From the crystallo-
integration(ULSI) gate insulators, ULSI capacitors, and, by graphic structure one can deduce that the distance of two
addition of a suitable dopant species, for electroluminesneighboring Y atoms along thél00) direction of YO is
cence devices:* Single crystalline thin films are of great 0.5302 nm, and along th¢€l10) direction it is 0.375 nm.
importance for devices because of their reduced defect con-aAlO3 (LAO) is a rhombohedral structure with lattice pa-
tent which can result in improved properties. Thus, growth offametersa=0.378 nm,#<90.5°, very close to a cubic struc-
single crystal films has attracted much attention, and in théure. The lattice mismatch with tH&10 direction of the YO
past decade many different deposition techniques and sulss therefore less than 0.8%, and so we would anticipate epi-
strates have been tri@d® Fukumoto, Choi, and taxial growth of single crystalline YO thin films on the LAO
co-worker§® reported the heteroepitaxial growth of,, (001 substrate to be feasible. _

(YO) films on silicon, but the atomic structure of the inter- E_U ?fgg’ated YO thin films were deposited by laser
face was not determined. In this letter, we report the epitaxia?blat'or? on (001 LAO substrates at a temperature of
growth of YO thin films doped with~4 wt% Eu on a 775 °C and a deposition rate of 10 Hz. Pulses from a Lambda

LaAlO; substrateZ-contrast scanning transmission electronPYsik 305i lase(wavelength 248 nm, pulse length 25)ns
microscopy (STEM)** is employed to directly image the are passed through a quartz window to irradiate the phosphor

atomic structure of the film/substrate interface. Eargetl rg_a;enal, J ?:Eu’ ctrheatlng e:n egpt)ﬁmdmg {)Iutme. The
It is well known that the ¥O5; has aC-type rare-earth ypica dls ance de W(?fn € target anc (talsuzsorag 52) /S
sesquioxide structure, closely related to the fluorite structur M, and energy densities were approximately .t-3.o Jjcm
: - he films were grown on LAO to a total thickness of 0.3
with a cell parametera=1.060nm and space group

. . . . m, in an oxygen ambient pressure that ranged from 50 to
T/(1a3).3518 In the fluorite lattice, each cation is sur- Y9 P g

. . 600 mTorr. Rocking curve measurements indicate a full
rounded by eight anions located at the corner of a cube. Th\?/idth at half maximum(FWHM) of 0.1°. Cross sectional

C-type structure is. derived by removing one qga}rter of O%Yslices were obtained by cutting the LAO along {i®0] or

gen atoms and sll_ghtly rearranging the remaining Griés. [010] directions(using pseudocubic indexipngnd then glu-

For 75% of the cations the vacancies lie at the ends of a faciﬁg face to face in the usual way. Both plan view and cross
diagonal, while for the other 25% they lie at the ends of aggction specimens were prepared for transmission electron
body dlagonal. Therefore, each yt.trlum atqm is S“rrounde%icroscope(TEM) and/or STEM observations by mechani-
by only six oxygen neighbors forming two different types of ., grinding, polishing, and dimpling, followed by Ar-ion
distorted octahedral structure in the unit cell, calidand milling using an E. A. Fichione ion polishing system, a 13°
incident angle, and a beam voltage of 3.5 kV initially, reduc-
a0n leave from Beijing Laboratory of Vacuum Physics, Institute of Physicsing to 1.0 kV for final milling. TEM bright field images and

& Center for Condensed Matter Physics, Chinese Academy of Scienceglectron diffraction patterns were recorded in a Philips EM-

Beijing 100080, P.R. China. . L
YNow at National Renewable Energy Laboratory, 1617 Cole Blvd. Golden,400 electron microscope operated at 100 kneontrast im

CO 80401-3303. aging was conducted in a VG HB603 STEM at 300 ¥
PElectronic mail: pky@ornl.gov Figure 1 is a low magnification TEM micrograph and
0003-6951/99/75(15)/2223/3/$15.00 2223 © 1999 American Institute of Physics
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FIG. 1. Plan view TEM imagda) and corresponding electron diffraction
pattern(b) of a laser ablation deposited YO:Eu thin film, showing the for-
mation of a good single crystalline film containing numerous voids. The
electron projection is along th@01] zone axes of the YO:Eu crystalline
thin film.

corresponding selected area electron diffraction pattern
(EDP) of a plan view sample of the YO:Eu thin film. The
diffraction pattern indicates an almost perfect single crystal
film, but the image shows numerous small voids, suggesting
an island growth mechanism with incomplete coalescence of
the islands.

A cross section image of the sample is presented in Fig.
2(a), showing the smooth surface, sharp interface, and a uni-
form thickness of 300 nm maintained over the entire region.
Figure 2 also shows selected area EDPs of the (idjrand

the LAO substratéc), showing the orientation relationship ‘ Y OLa @Al

to be [110]YO”[1OO]LAO a.'nd .[_110]YO”[010]LAO' The FIG. 3. (a) Z-contrast STEM dark field image showing the atomically abrupt
COlumna_r Stl’UCtUI’E: of the film is a]so apparent from_the CrOS$hterface,(b) higher magnification image showing clearly the Al terminated
section image, with small rotations between neighboringsubstrate, as shown in the schematic.

grains giving the strong diffraction contrast. Each individual

column, however, appears to be a good single crystal, whichrains. The dominant direction of the voids is not crystallo-
implies that the presence of the voids may avoid the need fa§raphic, suggesting that it is related to the deposition direc-
a high density of dislocations between the grains to accomyon not being normal to the substrdfeThe sample was not
modate the rotations, and/or a high level of stress within thggtated during film deposition.

In order to determine the detailed interface atomic struc-
ture, high-resolutionZ-contrast STEM imaging of the
samples was carried out. Thcontrast image is a direct
image with intensity highly localized about the atomic col-
umn positions and approximately proportional to the mean
square atomic numbe®). Thus the La and Al columns in
LAO, and the Y columns in YO, are directly distinguishable
in a Z-contrast image taken along th@10] zone axis of the
LAO substrate. Figure(d) is an atomic resolutiod-contrast
STEM image of the film/substrate interface. The bright spots
in the film are Y columns, the bright spots in the substrate La
columns, and the less bright spots Al columns. The O col-
umns are not visible. Also shown in Fig(l8 is a higher

magnificationZ-contrast image that shows clearly the atomic
FIG. 2. Cross section TEM imade) and corresponding electron difffaction - giryctyre of the interface. The substrate is seen to terminate
patterns of the as-grown YO:Eu filth) and the LAO substratéc) showing . . .
the orientation relationship to be [110)YOI[100LAO and  With the Al plane, which matches directly onto the Y layer of
[—110]YOI[010]LAO. the film as shown in the schematic.
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6600 00 0 6000 0o0oc Al001]o by laser ablationZ-contrast STEM reveals the substrates are
b o 2.9, o L.%.%.% . 101 always Al terminated, and no evidence of nonuniform Eu
2,0 0 0 0 0 0 distribution was found.
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Reversible conductance transitions are demonstrated on the molecular scale in a complex of 3-ni-
trobenzal malononitrile and 1,4-phenylenediamine, by application of local electric field pulses. Both
macroscopic and local current-voltage (I/V) measurements show similar electrical bistability behavior.
The mechanism of the electrical bistability is discussed.

PACS numbers. 73.61.Ph

Conjugated organic materials have aroused much atten-
tion recently [1]. Of particular interest is the utilization of
individual molecules or molecular complexes as el ectronic
device elements. Aviram et al. [2] proposed the donor-
bridge-acceptor (D-X-A) model for molecular rectification
using conjugated molecules. A crucial issue in this regard
is whether or not a conductance transition can be induced
in single molecules or nanoscale regions of a thin film,
and the mechanism of the transition. The pioneering work
of Aviram et al. [3] reported the first evidence of switch-
ing and rectification in an organic thin film, but the results
were not conclusive [4]. More recently, Potember et al.
[5] have shown a field-induced conductance transition on
a500 nm scale, but did not demonstrate local reversibility.
The reverse transition was induced only by application of
a broad laser pulse or heat. Here we report a reversible
conductance transition in a crystalline fully organic com-
plex, on a scale close to the dimensions of the unit cell.

Thetwo conjugated organic compoundsshown inFig. 1,
3-nitrobenzal malonitrile (NBMN) and 1,4-phenylenedi-
amine (pDA), were used to form the complex. NBMN
was prepared as in the literature [6], and the two ma-
terials were mixed together in a 1:1 molar ratio and
vacuum evaporated (107°-107> Torr). High resistivity
polycrystalline NBMN-pDA films were prepared by
evaporation onto room temperature substrates at a rate
=5 nm/min. Films for conductance transition experi-
ments were deposited to a thickness of 20 nm on freshly
cleaved, highly oriented pyrolytic graphite (HOPG).
Samples for macroscopic four-probe 1/V measurements
were deposited to a thickness of 200 nm on substrates
of glass coated with conductive indium-tin-oxide films.
For transmission electron microscopy (TEM), films
were simultaneously deposited onto carbon films and
subsequently examined in a JEOL 200CX. Cover-
age was found to be very uniform. X-ray diffraction
showed the polycrystalline films to have a triclinic
structure with unit cell parameters: a = 0.7823(2) nm,
b = 0.8730(2) nm, ¢ = 0.7286(1) nm, « = 105.90(3)°,
B = 101.49(3)°, y = 78.75(3)°. In contrast, for de-
position rates >6 nm/min, the resulting films were

1780 0031-9007/ 00/ 84(8)/ 1780(4)$15.00

conductive, and structural characterization showed these
more rapidly deposited films to be amorphous. As dis-
cussed below, this result is a clue to the mechanism of the
conductance transition.

We first performed standard four-point probe measure-
ments of |-V relationships and transient conductance on
the 200 nm thick films. The I-V measurements, shown in
Fig. 2(a), demonstrate electrical bistability. Increasing the
voltage stepwise from zero produced the open points in
Fig. 2(a), but when the voltage was increased above 3.2 V,
thefilm abruptly switched to aconductive state. In the con-
ductive state, stepwise sampling of the current asafunction
of applied voltage produced the solid points in Fig. 2(a).
The high-impedance state has a resistivity of ~1073 Q-
cm, reducing to =10~* Q- cm in the conductive state. We
note that our films are significantly more conductive than
those reported by Alvarado et al. [7]. The transition time
of the film was measured to be about 80 ns, as shown in
Fig. 2(b).

Local conductance transitions were induced in the
high-resistivity films by a scanning tunneling microscope
(STM). A typical image of the film is shown in Fig. 3(a).
The dimensions of the surface unit cell are 5 = 0.93 nm,
¢ = 0.78 nm, and the angle between b and ¢ is about
100°, closely matching the unit cell dimensions deter-
mined by x-ray diffraction. Thisimage was taken at a bias
(Vp) of 0.1V and tunneling current (Z,) of 0.4 nA. As
shown in Figs. 3(b) and 3(c), a3 X 3 array and an “A”

/CEN
Ne—n

NBMN CH=——C

NO,

pDA H,N NH,

FIG. 1 Structures of the conjugated molecules NBMN and
pDA.
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FIG. 2 (a) I-V relation of a 200 nm film, showing the low
and high conductance states. The voltage threshold is 3.2 V.
(b) Transient conductance measurements on the 200 nm film
showing a transition time of 80 ns.

pattern could be formed by applying voltage pulses to the
STM tip in constant height mode. Each bright spot in the
image represents a high-conductance region, i.e., regions
that have been switched from insulator to conductor. The
shadow effect on each mark is due to the fact that the
feedback circuits were not completely nulled during the

FIG. 3 STM images of the NBMN-pDA film on HOPG. (@)
An image of the surface of the film showing crystalline order,
image size: 6 nm X 6 nm; (b) a3 nm X 3 nm array formed by
voltage pulses of 4V and 1 us; (c) an “A” pattern formed by
voltage pulses of 3.5V and 2 us; (d) and (€) STM images after
erasing marks one at a time with reverse-polarity voltage pulses
of —4.5V and 50 us; (f) resolution test using voltage pulses of
4.2V and 10 us. The distance between neighboring marks is
1.7 nm. Scan conditions are V;,, = 0.1 V, I, = 0.4 nA for (a);
and V, = 0.19 V, I, = 0.19 nA for (b), (c), (d), (e), and (f);
constant height mode.

scan. All marks were erased on heating the sample in situ
above 423 K, when the conductance of the local regions
recovered their original insulating states. It was possible
to induce the reverse transition in individual marks by
applying a reverse-polarity voltage pulse of —4.5V for
50 ws, as shown in Figs. 3(d) and 3(e). If the same pulse
was applied without reversing the polarity, the mark was
incompletely erased. Therefore the process is due to
the combined effect of applied field and a local heating
induced by the current passing through the conducting
region. In principle, the ultimate resolution should be
the size of the molecular complex, =1 nm. Figure 3(f)
demonstrates resolution on this length scale. The marks
are separated by approximately 1.7 nm.

Finally, local 1-V characteristics of the film measured
before and after mark formation confirm the conduc-
tance transition. As shown in curve a of Fig. 4, with
the NBMN-pDA in its initial high-impedance state, the
applied voltage can be varied from 0 to 2.1V but the
tunneling current remains small (about 0.2 nA). Beyond
athreshold of 2.1 V, the film changes to a low-impedance
state with the |-V relation of curve b. Curve b clearly
demonstrates conductivity and eliminates deposited charge
as a possible mechanism of the mark formation. For
comparison, the I-V curve from the graphite substrate is
shown in curve ¢ of Fig. 4. The |-V relation for the sub-
strate is inconsistent with that of the film in its conducting
state, eliminating the possibility that the conducting state
is reached by simply burning a hole through the film.

Several possible mechanisms for the conductance tran-
sition were considered resulting in the identification of a
candidate mechanism that isin agreement with all available
experimental data for this system. The first candidate con-
sidered was the charge transfer (ct) mechanism proposed
by Ma et al. [8] for conductance transitions in a thin or-
ganic film of N-(3-nitrobenzylidene)-p-phenylenediamine

(NBPDA). In the ct mechanism, hypothetically, a volt-
age pulse above some threshold brings about a shift in
6 \ \ \ \ \
L 2O [ ]
4 - ® a ’OO _
—_ O b 25 o
:(5 2 | o ¢ X 4 ... ]
g oF rf°®°° o
g2k ° ? g
b I i
[ J Oe
6 \ \ \ \ \
-3 2 1 0 1 2 3
Voltage (V)

FIG. 4 Typical STM current-voltage relations. Curve a: Be-
fore the voltage pulse, with the film in a highly insulating state,
which becomes conductive above a voltage threshold of 2.1 V;
Curve b: |-V relation after the voltage pulse, indicating a tran-
sition to the conductive state; Curve c: linear 1-V relation from
the HOPG substrate.

1781



VOLUME 84, NUMBER 8

PHYSICAL REVIEW LETTERS

21 FEBRUARY 2000

electron density into a charge-separated state. While such
an excited electronic state could presumably impart con-
ductance properties to the molecule different from those
of the ground state, in the present case, the ct mecha
nism is excluded by the transition time measurements.
As shown in Fig. 2(b), the transition time from the ini-
tial high-impedance state to the conducting state is about
80 ns, many orders of magnitude longer than even the most
sluggish of molecular electronic transitions. Furthermore,
it is highly unlikely that an appreciable population could
be sustained in the excited (ct) state for the hours to days
that the film remains in the conducting state [8].

As a second possible mechanism it was considered that
the individual molecular complexes of NBMN-pDA might
undergo an internal rotation into an excited molecular con-
formation whose geometry completes the conjugated
structure across the entire complex. This is essentially the
“conformational switching” mechanism of Joachim and
Launay [9]. In amolecule containing two or more benzene
rings in segquence, the electrical resistance increases by
about X 10* when the angle between the planes of adjacent
rings is changed from 0 to 90° [10]. In the present case,
the individual components contain extended 7r-conjugated
structures. If these components were brought into align-
ment in an excited conformation, completing the 7 struc-
ture across the entire complex, it would result in grestly
enhanced conduction in the excited conformation.

The present system proved too large to test the con-
formational isomerization hypothesis computationally, but
we were able to carry out electronic structure calcula-
tions on a closely related system that exhibits the same
electrical bistability behavior. Loca conductance tran-
sitions have been demonstrated on the nanometer scale
in NBPDA in the same laboratory as the present work
[8]. The structure of NBPDA is shown in Fig. 5 (inset).
We searched for stable conformations of this molecule at
the Hartree-Fock/SCF level of theory [11]. Earlier cal-
culations at this level resulted in excellent accuracy for
both structure and intramolecular conformational energy
differences in two conjugated organic systems similar to
NBPDA [12]. As shown in Fig. 5, NBPDA exhibits two
stable conformers. The predicted harmonic vibrational
frequencies for the more stable of these two conformers
reproduce the dominant peaks and features of the FTIR
spectrum of crystalline NBPDA very well [13]. In both
conformers, however, the two benzene rings are copla
nar. Since the 7-7 conjugation extends over the entire
NBPDA system in both conformers, we conclude that lo-
cal conductance transformations observed in NBPDA do
not arise from conformational isomerization, and by anal-
ogy it seems highly unlikely that such a mechanism would
be at the root of the same phenomena in the very closely
related NBMN-pDA system.

The most likely source of the local conductance transi-
tion in NBMN-pDA thin films is a mechanism whereby
the applied electric pulse leads to a reorientation of one or
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FIG. 5 The molecular structure of NBPDA (inset) and poten-
tial energy curvesfor internal rotations of NBPDA. Solid circles:
rotation about the (Cg), Nqy, Cu), Cis)) dihedral angle. Open
circles: rotation about the (Cy), C(2), C3), C(s)) dihedral angle.

more entire molecules, in effect introducing local disorder
into the crystalline thin film. The experiments demon-
strate that the crystalline films are insulating and the
amorphous films are relatively conducting. This result
is less surprising when one notes that this is an organic
system, and carbon, while an excellent insulator when in
the form of diamond, is much more conducting in various
less-ordered forms. It follows naturaly that if a local
area of the film is structurally disordered, that region will
become conducting. Since the NBMN-pDA system has
a permanent dipole, an electric field pulse could lead
to molecular reorientation. Such a reorientation would
effectively introduce local disorder into the film. This
“induced local disorder” hypothesis is aso consistent
with the mechanism for erasure. Only reversed polarity
pulses completely reverse the conductance transition,
and they must be applied for a longer duration than the
“write” pulse. Obvioudly, if the “write” pulse grabs the
permanent dipole and twists the molecule in one direction,
reversing the twist will require the application of force
of the opposite sign. Furthermore, the duration must be
sufficient to allow time for the order to redevelop. Finaly,
the 80 ns characteristic transition time for the conductance
transition, although much too slow for an electronic or
conformational transition, is perfectly reasonable for
reorientation of a large molecule. To test the hypothesis
that the conductive region of the film is disordered, TEM
and electron-diffraction studies were carried out on a
film before and after switching. The results are shown
in Fig. 6. As anticipated, the nonconductive film is
crystalline, but after switching to the conductive state, the
TEM and diffraction studies indicate an amorphous film.
In summary, we have demonstrated that conductance
transitions can be induced by a local electric field in the
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FIG. 6 Structural characterization of NBMN-pDA films. Be-
fore switching (nonconducting): (a) TEM, (b) diffraction. After
switching (conducting): (c) TEM, (d) diffraction.

NBMN-pDA crystalline organic complex on the nanometer
scale, and the transition can be reversed by the application
of reverse pulses for a longer duration. An analysis of
severa possible mechanisms suggests that the conductance
transition arises from the electric field pulse inducing local
disorder into the crystalline thin film.
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Atomic resolution Z-contrast scanning transmission electron microscopy reveals preferential
nucleation of electron-beam-induced damage in select atomic columns of a Si tilt grain boundary.
Atomic scale simulations find that the region of initial damage nucleation corresponds to columns
where the formation energies of vacancies and vacancy complexes are very low. The calculations
further predict that vacancy accumulation in certain pairs of columns can induce a structural
transformation to low-density dislocation “pipes” with all atoms fourfold coordinated. 1€99
American Institute of Physic§S0003-695(99)00742-]

Beam-induced processing is a widely studied A closer look at the structure of Fig(& reveals that in
phenomenon, and it has long been known that beam-the undamaged grain-boundary core there are four disloca-
induced amorphization nucleates preferentially at extendetion cores each dislocation core appearing as a “pentagon-
defects such as grain boundarfeBhe electron microscope triangle” combination in the projection normal to the tilt
has also been widely used to induce and study darfidde.  axis. All these cores have Burgers vectors in a plane normal
this letter we report experimental data showing that the ento the tilt axis and are therefore designated perfect edge dis-
ergetic electron beam of a transmission electron microscop@cations. Two of the core§)1 andD2 are adjacent to each
induces nucleation of damage at specific dislocation cores ifther and have opposite Burgers vectors, thereby constituting
a Si grain boundary. We also report atomistic simulations? dislocation dipole. The other two edge dislocation cées
that provide an explanation for this effect and further predic@nd E2 have Burgers vectora/2(110 and a/2(110), re-

a structural transformation that may occur under suitable exSPectively, where the direction is taken normal to the
perimental conditions. boundary plane and thedirection taken in the grain bound-

The experimental study was performed on a silicon bi-2Y Plane normal to the tilt axis. The Burgers vectorEaf
crystal wafer containing an isolated 16° symmetric tilt andE2 add up toa, which is the total dislocation content of

boundary with the tilt axis parallel to thé001) direction the boundary core. We note that all the columns with re-

(3 =25(710(001)). Plan view samples with @01) surface duced brightness in the damaged core are located on and

normal were prepared by mechanical polishing and ion mill_arouqd the edge dislocationsl gnd E2. In thg following, .
ing with 1—3 keV Ar ions, which was followed by charac- we discuss results of an extensive computational analysis to

terization with high resolutiorZ-contrast imaging using a understand(1) why a small region localized arourill and

HB603U scanning transmission electron microscope operat-
ing at 300 kV.

A symmetric =25 boundary with a commo#710
plane can be constructed by rotating two crystalline regions
about the(001) axis through equal and opposite angles of
8.13°. The boundary structure is periodically repeated, with a
period of one conventional lattice parameter=(5.43A)
parallel to the tilt axis, and a period of 38.4 A(50) in a
direction normal to the tilt axis. In each repeat period normal
to the tilt axis the grain boundary consists of two extended
cores, one being a mirror image of the other, separated by
perfect crystalline regions. Figuresal and Xb) display, in
the projection normal to the tilt axis, electron micrographs of
one of these extended cores at two stages of exposure to
electron irradiation(a) a nearly unaffected core with appre-
ciable intensity from all the columns; arft) a partially af-
fected core with a few of the columns having reduced bright-
ness. Figure @) displays in the same projection a three rig. 1. zcontrast images and derived structures of $he25 {710} (001)
dimensional computer model of the boundary structure.  symmetric tilt boundary at two stages of exposure to electron irradiipn:

a nearly unaffected core with all columns visible but those shaded showing

reduced intensity(b) a partially affected core with several columns appear-
dpresent address: Molecular Simulations, Inc., Burlington, MA 01803. ing darker.

0003-6951/99/75(16)/2380/3/$15.00 2380 © 1999 American Institute of Physics
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area, estimated to be 10° A? from the scan time and the
electron current in the microscope prolg;is the total Mott
scattering cross-section of the electrbrvhich decreases
rapidly with increasinggy. Since Si is a light element, the
Mott cross-section can be accurately computed using the
McKinley—Feshbach formul& Using appropriate values of
E4, we find that the electron beam creates 2%—5% vacan-
cies in bulk atomic columns and as many as 20% in grain
boundary columns. Point defects in Si are, however, known
to be very mobile under electron irradiation conditidis.
Therefore, these initial defects would either recombine, es-
cape to the surface, or segregate at low-energy sites in the
grain boundary. This analysis suggests that the low-intensity
columns in Fig. 1b) correspond to sites with large segrega-
tion energies of certain point defects.

To address the nature of these defects, we have com-
puted the formation energies of both vacancies and intersti-
tials in the bulk crystal and at various sites within the grain
boundary core. The segregation energy is the difference be-
tween formation energies in the grain boundary and the bulk
crystal. To describe the interatomic interaction for Si we
used the many-body potential due to Ters8fiyhich repro-
duces well the local density approximati@rDA) results for
vacancy and interstitial formation energies in the bulk crystal
(see Table IIl of Ref. 14 for more detajlsWe tested the
potential further against LDA results for vacancies at various
sites in the 2=5{310001) tilt boundary, which has a
smaller repeat cell than tie=25 boundary. Agreement was
satisfactory for both formation energies and atomic relax-
ations.

For the X =25 boundary, we computed the formation
energy of isolated vacancies, isolated divacancies, chains of
monovacancies$i.e., removal of an entire column of atoms
FIG. 2. (a) Three-dimensional atomic model of the boundary structure iden-@nd pairs, triplets, etc., of such chains. In each case, the
tifying the individual dislocations cores and labeling various sitesThe  relevant atorfs) were removed and the surrounding lattice
atomic structure of the transformed grain boundary resulting from the sedfully relaxed using a combined scheme of simulated anneal-

regation of thgb,c] divacancy chain. The edge dislocation c&2 of the . . . . .
original grain boundary dissociates into two mixed dislocation cdds ing and conjugate gradients. Similar calculations were done

andM2. (c) The transformed structure resulting from the segregation of thefOr self-interstitials.
[a,b] divacancy chain creating an extended edge dislocation core. Table | lists the formation energi¢aormalized per va-

cancy of the most stable vacancy structures in various con-

E2 is preferentially affected by electron irradiation, leaving figurations. Figure @) displays the site designations. The
the rest of the extended core unchang@ithe atomic scale vacancy formation energies at other sites are at least 2.5 eV
processes that underlie the observed phenome{®rany  Of higher. It is clear from the table that all the low-energy
possible low-energy defect configuration that might lead to gtructures occur in a localized region of the core in and
structural transformation of the boundary. around the dark region in the micrograph of Figo)1 From

In a relativistic elastic collision between an electron anda similar computational study on the interstitials, we find that
an atomic nucleus initially at rest, the energy required tothe lowest formation energies are around 2.5 eV, and the
knock an atom out of its position and create structural damlow-energy sites are scattered all over the dislocation core,
age,T,, must be greater than the “displacement energy’ showing no particular affinity to the low-intensity region of
The displacement energy is somewhat larger than the formd=ig. 1(b). These results lead to the conclusion that intersti-
tion energy of a Frenkel pair because of kinetic barriers andials are not trapped in specific regions and either recombine
has been determined experimentally to be-8%V for a  With vacancies or move to the surface. We conclude that
bulk Si crysta® It is expected to be smaller at a grain vacancies segregated in various low-energy configurations
boundary where the formation energy of a Frenkel pair isare primarily responsible for the low-intensity columns ob-
generally smalle(by 2—4 eV; see below The fraction of served in Fig. (b).
atoms in a column initially knocked out by the electron beam A closer look at Table | shows that the chain configura-
(i.e., the fraction of Frenkel pair defegtis given by tions have lower formation energy than the isolated vacan-
cies, which indicates a significant attraction between neigh-
boring vacancies. However, of the many different chain
Here,n,, is the number of electrons passing through per unitconfigurations explored, two divacancy chain structures, i.e.,

Downloaded 09 Feb 2001 to 128.219.47.178. Redistribution subject to AIP copyright, see http://ojps.aip.org/aplo/aplcpyrts.html.
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TABLE I. The formation energies of the most stable vacancies in various 6 T
configurations. Configurations are isolated unless indicated explicitly as a [ .
chain configuration. The letters indicate sites at which the vacancies are 5 [ — Orlgm‘al structure _'-'
initially placed, as designated in Fig(a2 [ - Transformed structure /' » ]
- ’ -
Vacancy configurations Formation ener@V/vacancy 5\ 4L ':' J
bulk 37 S i ]
[b] 1.7 ;0 3L Ad 3
[d] 1.7 8 C ! ]
[i] 1.8 =L E /’ ]
[a,b] 1.0 C ]
[b,c] 1.6 " ]
[b] chain 0.8 L .S .
[d] chain 1.4 Fm==" :
[d.i] chain 13 O: rufSl EFETET TSN EFETETENES EATIT AN N I SUAN AN AT RO Ova
[a,b] chain 0.3 o 05 1 15 2 25 3
%Z’Sgh;:;n (1)5 Compression (%)
[f’g ’h] chain 14 FIG. 3. A plot of the change in energy as a function of uniaxial compression
[t; c d.d chain 1.3 perpendicular to the boundary plane of the original boundary of Rig. 2
[d’f’h ﬂ chain 1'3 and the transformed grain boundary of Figh)2 Values are normalized per
e ) periodic segment of the grain boundary and are relative to the energy of the
astructural transformation. original boundary structure. A stability crossover occurs at a compression of

~1.5%.

cancy formation energy in the bulR Figures 2b) and 2c)
display the structures following the relaxation of thH®c]
and the[a,b] divacancy chains, respectively. Both these
structures have a noteworthy feature: all atoms are fourfol
coordinated, i.e., the segregation of a chain of divacancies
has led to a new structure without any dangling bonds! We would like to thank Mark Robinson for useful dis-

A comparison of the dislocation cores of Figga2and  cussions. This research was supported in part by Lockheed
2(b) indicates that the pure edge dislocation c&2 with  Martin Energy Research Corp. under DOE Contract No. DE-
Burger's vectob=a/2(110) has dissociated into two mixed AC05-960R22464, and ONR Grant No. NO0014-96-1-1286,
dislocations M1(b;=a/2(101)) and M2(b,=a/2(011)),  and by an appointment to the ORNL Postdoctoral Research
while all the other cores remain unchanged. The atomic arAssociates Program administered jointly by ORNL and
rangement shown in Fig(® is more complicated—heie2 ORISE.
splits up into an edge dislocation with Burger’'s vector
= a/2Q10>_ apd an “extended” que dislocation with !See, e.g.lon Implantation and Beam Processireglited by J. S. Williams
=a(010) indicated by the dotted line. These reconstructed and J. M. PoatéAcademic, New York, 1984
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is reduced by almost an electron volt compared to that in the 15 291 (1980.
untransformed grain boundary, making them effective diffu- “D. A. Muller and J. Silcox, Philos. Mag. &1, 1375(1995.
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As is evident from the micrographs of Fig. 1, electron*Chains of interstitials were also found to be more stable than isolated
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the relevant phase space, e.g., irradiation at elevated tem-
peratures and/or pressures, which is not currently feasible on
our instrument. Finally, external stress might be used to in-
uce a spontaneous transformation.
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Abstract

Recently, the scanning transmission electron microscope has become capable of forming electron probes of atomic
dimensions. Through the technique of Z-contrast imaging, it is now possible to form atomic resolution images with high
compositional sensitivity from which atomic column positions can be directly determined. An incoherent image of this
nature also allows atomic resolution chemical analysis to be performed, by locating the probe over particular columns or
planes seen in the image while electron energy loss spectra are collected. Such data represent either an ideal starting point
for first-principles theoretical calculations or a test of theoretical predictions. We present several examples where theory
and experiment together give a very complete and often surprising atomic scale view of complex materials. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Grain boundaries; Atomic structure; Impurities; Segregation; Transformation; Electron microscopy; Total energy calcu-

lations

1. Direct imaging with electrons

The images we see with our eyes generally appear to be
a direct representation of the world around us. This is
because they are formed incoherently; objects are illumin-
ated by light over a large range of directions and the
intensity scattered depends primarily on the nature of the
object and not on the direction of illumination. If objects
are illuminated by coherent laser light they show
a speckle pattern, which is due to interference effects.
These are directly related to the object, but not in a man-
ner that can be directly interpreted. Except for special
applications, optical instruments such as a projector or
a microscope invariably use incoherent illumination to
maintain this capability for direct interpretation.

* Correspondence address. Solid State Division, Oak Ridge
National Laboratory, P.O. Box 2008, Oak Ridge, TN 37831-
6030, USA. Tel.: + 1-423-574-5504; fax: + 1-423-574-4143.

E-mail address: pky@ornl.gov (S.J. Pennycook)

It is over one hundred years since Lord Rayleigh first
explained the difference between coherent and incoherent
imaging in the context of the light microscope. He clearly
pointed out the advantages of incoherent imaging: ab-
sence of interference artifacts, and in addition a factor of
two improved resolution [1]. Ideally, a self-luminous
object is required for perfect incoherent imaging, so that
each point will emit light independently. But Lord
Rayleigh showed how the condenser lens can be used to
give a close approximation to incoherent imaging. If the
condenser lens subtends a sufficiently large range of
angles, then we approach the incoherent imaging condi-
tions of normal vision. Specifically, for an illumination
semiangle 0, the transverse coherence length in the
sample, /', is 0.614/0, which can be made comparable to
the resolution limit.

In the conventional transmission electron microscope
(CTEM), historically, a small condenser aperture has
been used to give an approximation to perfect coherent
imaging. This is necessary for low-resolution diffraction
contrast imaging of defects such as dislocations, but this

0921-4526/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Fig. 1. Schematic comparing the transverse coherence lengths
for coherent and incoherent imaging. In bright field (BF) con-
ventional TEM the coherence length is large compared to in-
teratomic spacings, whereas in the STEM, a large-angle BF or
annular dark field (ADF) detector effectively breaks the coher-
ence between neighboring atoms.

leads to a transverse coherence length much greater than
typical interatomic spacings as shown in Fig. 1. As elec-
tron microscope resolution gradually improved it be-
came possible to resolve atomic-scale features, but the
coherent imaging conditions were maintained. In a co-
herent image (referred to as a phase contrast image)
atomic columns can be bright or dark depending on
specimen thickness and objective lens focus (which alter
the relative phases of the scattered beams). It is clear that
simply increasing the illumination aperture will reduce
the transverse coherence length. Eventually, it will reduce
below the typical interatomic spacings of materials, and
the coherence between columns will be broken. We
would then achieve incoherent imaging, and we would
expect atomic images to become directly interpretable.
This has indeed proved to be the case. In practice, how-
ever, it is more efficient and results in higher image
contrast to reverse the direction of the electrons, and to
use the complementary high-angle annular detector
shown in Fig. 1. Then the image is formed by scanning
the illumination across the sample, a scanning transmis-
sion electron microscope (STEM).

The principle of Z-contrast imaging in the STEM is
shown schematically in Fig. 2. A small electron probe is
scanned across a thin specimen, and the Z-contrast im-
age results from mapping the intensity of electrons reach-
ing the annular detector [2-7]. The detector performs the
function of Lord Rayleigh’s condenser lens. But it not
only breaks the coherence in the transverse plane [8], it
enforces high scattering angles, so that Rutherford scat-
tering dominates and atoms contribute to the image with
a brightness determined by their mean square atomic
number Z. For this reason the image is referred to as
a Z-contrast image. In a crystal, Rutherford scattering
becomes phonon scattering, and effectively breaks the

Objective Lens
Forms a1.3A
Probe

GaAs

Z=31 Z=33

Annular §
Detector \

1o 22

JL

o0 00 oo

© oo 0o
1.4A

EELS
Spectrometer

Fig. 2. Schematic showing a fine probe formed by the objective
lens of an STEM. A Z-contrast image is formed by mapping
high-angle scattered electrons as the probe is scanned across the
sample, while atomic resolution electron energy loss spectro-
scopy is possible with the probe stationary on specific columns
selected from the image. The Z-contrast image of GaAs shows
As columns with higher intensity than Ga.

coherence through the thickness of the sample [9]. The
thickness dependence of the image becomes relatively
intuitive, and atomic images from thicker materials can
be interpreted equally well on the basis of Z-contrast.
In the image of GaAs shown in Fig. 2, bright features
correspond directly to columns of As, and the less bright
features to columns of Ga. Unlike the coherent imaging
of conventional high-resolution electron microscopy
(HREM), the positions of atomic columns can be deter-
mined directly and uniquely from the image to a high
accuracy, without the need for extensive image simula-
tions of model structures. Incoherent imaging effectively
bypasses the phase problem of HREM, a particular ad-
vantage for complex materials. The VG Microscopes
HB603U STEM at ORNL has a 300 kV accelerating
voltage, and a directly interpretable resolutionoof 1.26 A,
although recently information transfer at 0.78 A has been
demonstrated in Si<1 10> [10]. This also demonstrates
the factor of two improved resolution available with
incoherent imaging; the comparable phase contrast im-
age resolution on this microscope is 1.93 A. There are
now many examples where the high resolution and the
direct interpretability of Z-contrast imaging have proved
very successful. Examples include the direct determina-
tion of dislocation core structures in GaN [11] and at
CdTe/GaAs interfaces [ 12], and in imaging structure and
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Fig. 3. Z-contrast image of a 23° <00 1) tilt grain boundary in
Si showing its unexpectedly complex structure. The five-fold
rings (with black centers in the image) are dislocation cores
arranged in a repeating sequence along the boundary. Columns
shown black in the schematic are those seen brighter in the
image due to segregated As.

impurity sites at grain boundaries, as shown in the exam-
ples below.

The ability to retrieve atomic structures directly from
experiment is a great advantage for first principles simu-
lations, as it avoids the need to calculate large numbers of
trial structures. This is especially true for complex mater-
ials where there are a great many possibilities. A further
advantage of the STEM is that it allows electron energy
loss spectroscopy (EELS) to be performed simulta-
neously with the Z-contrast image, allowing composi-
tional analysis and local band structure to be determined
at atomic resolution [13,14].

2. Arsenic segregation sites at a silicon grain boundary

Z-contrast imaging enables low concentrations of
high-Z impurities to be directly observed. A recent
example of this capability is shown in Fig. 3, a Z-contrast
image from a 23° grain boundary in Si, after doping with
As [15].

The atomic structure of the boundary is directly deter-
mined from the positions of the bright features in the
image, and is different from all structures proposed pre-
viously. It comprises a continuous sequence of disloca-
tion cores, a perfect edge dislocation (1) and two perfect
mixed dislocations (2,3) arranged as a dipole, followed by
the same sequence (1',2',3") mirrored across the boundary
plane. In the <00 1) projection, these dislocations ap-
pear as a connected array of pentagonal and triangular
arrangements of atomic columns. The presence of the
dipoles is surprising, as being of equal and opposite

Burgers vector they could equally well be replaced by
perfect crystal. However, precisely the same atomic ar-
rangement is seen in the undoped boundary given the
same annealing treatment.

Looking closely at the relative intensities of the col-
umns in the doped sample, it is seen that one of the
dislocation cores contains columns that are 20% brighter
on average than other similar columns. This must be due
to the presence of the As dopant. Taking into account the
scattering cross section, the increased intensity corres-
ponds to an average of only 5% As concentration, ap-
proximately two As atoms in each atomic column.

In a previous theoretical study of the shorter-period
36° grain boundary, it was found that isolated As atoms
have only a small segregation energy of ~ 0.1¢V, too
small to account for the concentrations observed experi-
mentally [16]. However, as arsenic prefers to be three-
fold coordinated, calculations were performed for arsenic
dimers. It was found that the two As atoms repel and
become three-fold coordinated without having to create
an Si dangling bond. Thus binding of the dimer occurs
through repulsion. After the image of Fig. 3 was ob-
tained, calculations were repeated for the 23° boundary,
and preference was found for those sites seen bright in the
image. The segregation energy was again increased, be-
coming consistent with the As solubility limit in the bulk
at the annealing temperature of 700°C. This combined
use of experimental and theoretical techniques produced
a remarkably detailed and consistent atomic-scale pic-
ture of impurity segregation at this grain boundary.

Very recently, an extensive ab initio study has con-
firmed the observed grain boundary structure, with its
redundant dislocations, to be energetically preferred in
the undoped grain boundary [17]. Further theoretical
work could build on these results to determine grain
boundary diffusion coefficients, as well as to extend stud-
ies to other boundaries and polycrystalline materials.

3. Impurity-induced grain boundary transformation
in MgO

In Fig. 4, STEM imaging of an MgO grain boundary
[18] reveals a structure that is inconsistent with the
widely accepted structure of the boundary proposed by
Harris et al. [19], based on theoretical modeling using
classical potentials. The observed structure is similar to
that proposed much earlier by Kingery [20]. The large
empty core of the Harris structure is obviously very
different from the more dense core of the Kingery model.
On careful examination of the intensity in the experi-
mental image, it can be seen that certain specific atomic
columns at the grain boundary are again significantly
brighter than neighboring columns, as arrowed in the
figure. This suggests that impurities, with Z > 12, may be
segregated at these sites. EELS measurements indeed



456 S.J. Pennycook et al. | Physica B 273-274 (1999) 453-457

Fig. 4. Z-contrast image from a 24° <0 0 1) tilt grain boundary
in MgO showing occasional bright atomic columns at the grain
boundary (arrowed), compared to two structures for the 36°
<00 1) tilt grain boundary proposed by (a) Kingery [20] and (b)
Harris et al. [19]. Sites of Ca segregation are arrowed.

established that significant concentrations of Ca were
present in the grain boundary, approximately 0.3 mono-
layers, consistent with the bright intensity in the image.

To reconcile these observations with the apparently
conflicting prior experimental and theoretical work,
first-principles theoretical calculations were performed.
These calculations in fact reproduced the results of the
classical potential calculations for the clean grain bound-
ary, indicating the open structure to be 0.5 eV lower in
energy per periodic repeat unit. Theory further deter-
mined that Ca has a large segregation energy in both
boundary structures, but significantly higher in the dense
structure, sufficient to make the dense structure the lower
energy boundary. These calculations therefore estab-
lished that the dense structure is in fact stabilized by the
Ca segregation, an example of a segregation-induced
structural transformation [18]. Examination of the elec-
tronic charge distribution revealed just a small perturba-
tion to the oxygen ions next to the Ca atom, indicating
that the transformation is structural and not electronic in
origin, i.e. it is driven by the size difference between Ca
and Mg ions.

4. Structure and composition of the Si-SiO, interface

In the case of an amorphous material, no channeling of
the probe can occur, and a Z-contrast image reflects only
changes in projected atomic density. This is in marked
contrast to conventional HREM images where amorph-
ous materials always show a speckle pattern due to
random interferences, and interfaces show Fresnel fringes
and other coherent interference phenomena that can
obscure the structure. In the Z-contrast image of Fig. 5,
the last monolayer of the crystalline Si is clearly visible,
and the Si columns are in almost exactly the expected
positions for bulk Si [21]. Here again theory can be very

Si0,

[001]

Fig. 5. Z-contrast image of a sharp Si/SiO, interface showing
the last monolayer of Si in atomic positions close to those of the
bulk.

useful in establishing the relative energies of various
possible interface structures. Recent calculations have
established that atomically abrupt interfaces are in fact
energetically preferred over structures involving subox-
ides [22]. This is due to the softness of the Si-O-Si bond
which allows strain relaxation to occur. Experimentally,
however, suboxides are always found, presumably due to
the non-equilibrium nature of the oxidation process and
indicating the potential for improved characteristics.
EELS provides a sensitive means to detect suboxides at
the Si/SiO, interface, with high sensitivity and spatial
resolution [23]. An example of an extended zone of
suboxide is seen in Fig. 6, where Si-L edge spectra are
plotted for a series of beam positions moving from the
crystal into the oxide. The edge onset is 99 eV in the
crystal, moving to 104 eV for stoichiometric SiO,, but for
approximately 2 nm both features are seen indicative of
suboxide. The width of the suboxide zone is an order of
magnitude greater than the beam size; this is confirmed
also by profiles of the O-K edge [21], where there can be
no contribution from the crystalline Si.

5. Conclusions

It is now possible to determine, without prior know-
ledge, the structure, impurity content and local electronic
states, at grain boundaries, dislocations and interfaces by
the combination of Z-contrast imaging and electron en-
ergy loss spectroscopy in the STEM. Atomic-scale total
energy calculations are a natural complement and exten-
sion to these STEM techniques, giving critical insight
into the underlying physics through the ability to study
segregation energies, electronic states, and atomic-scale
dynamics.
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Fig. 6. Si-L, 3 EELS profiles across a Si/SiO, interface showing
evolution of the SiO, band gap. The full gap is not established
until 2.4 nm into the oxide.
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Abstract. The key spatial and temporal scales for single-Recent experiments also show that SWNTs are highly ther-
wall carbon nanotube (SWNT) synthesis by laser vaporizamally conductive [1], resistant to high temperatures and harsh
tion at high temperatures are investigated with laser-inducechemicals [10], lightweight [11], incredibly strong in the
luminescence imaging and spectroscopy. Grapfite Co)  axial direction {-TPaYoung’s modulus) and resilient in the
targets are ablated under typical synthesis conditions witlransverse [6], and their hollow structure makes them ideal
a Nd:YAG laser atl000°C in a 2-in. quartz tube reactor for hydrogen storage [11] and drug delivery. These properties
in flowing 500-Torr Ar. The plume of ejected material is broaden the scope of nanotube applications into aerospace,
followed for several seconds after ablation using combinettansportation, and biotechnology.

imaging and spectroscopy of Co ator@s,andC3 molecules, However nanotube growth is not controlled or understood.
and clusters. The ablation plume expands in stages durirlg situ diagnostics have not been applied during growth, and
the first 200us after ablation and displays a self-focusingtherefore no mechanisms have been determined to control
behavior. Interaction of the plume with the background gashe atomic-scale structure (chirality) of nanotubes during syn-
forms a vortex ring which segregates and confines the vahesis. Since the electronic properties of chemically unmod-
porized material within a~ 1-cm® volume for several sec- ified SWNTs are entirely determined by their chirality, elec-
onds. Using time-resolved spectroscopy and spectroscopimnic transport in as-grown nanotubes is currently uncon-
imaging, the time for conversion of atomic and moleculartrolled. Furthermore, approaches for large-scale production of
species to clusters was measured for both car@®@(s) SWNTSs for structural applications await measurements to de-
and cobalt 2 mg at 1000°C. This rapid conversion of car- termine their growth rate using current synthesis techniques,
bon to nanoparticles, combined with transmission electroand methods to increase it toward the theoretical maximum.
microscopy analysis of the collected deposits, indicate that Up until now, three principal methods have been used
nanotube growth occurs over several seconds in a plunte synthesize carbon nanotubes. These include laser va-
of mixed nanopatrticles. By adjusting the time spent by theporization (LV) [12], dc-arc vaporization (AV) [2,3,13],
plume within the high-temperature zone using these in situ diand chemical vapor deposition (CVD) [14,15]. Unlike
agnostics, single-walled nanotubes of controlledlQOnn)  CVD, both LV and AV now produce nearly exclusively
length were grown and the first estimate of a growth rate oSWNT. However, very little is known about where and

single laser shot€(2 um/s) was obtained. when the SWNTs are formed in LV or AV growth cham-
bers, the identity of the precursor species, and the growth
PACS: 42.62.Fi; 52.70.Kz; 81.05.Tp rates.

Laser vaporization is arguably the best method to grow

high-quality, high-purity SWNTs. As typically employed,
Single-wall carbon nanotubes (SWNTSs) exhibit remarkabl@ small amount of materiat( 10 carbon atoms ane 10
electronic and structural properties which promise to revimetal catalyst atoms) is laser-vaporized inside a hot oven with
olutionize application areas from nanoscale electronics tgently flowing inert gas. On a single laser shot [16], this mate-
ultralightweight structural materials [1]. In the six yearsrial self-assembles to form an astounding fraction of SWNTs
since SWNTs were discovered [2, 3], research on their ele¢70-90vol. % yield) under the correct conditions [17, 18].
tronic properties and chemical functionalization has providedespite the wide range of metal catalyst nanoparticle diam-
strong evidence that carbon nanotubes (in striking contrast teters produced during pulsed-LV, only SWNTs are formed.
earlier fullerenes) will enable major advances in nanoscalélthough SWNTs grow easily by nanosecond time-scale
electronic devices [4], micro electro mechanical system$aser vaporization followed by annealing in a hot oven,
(MEMS) [5, 6], biological probes [7], and field emission de-they can also be grown by LV at room temperature where
vices [8, 9]. Possibly of greatest significance, nanotubes may appears that sufficient heating of the target or ejecta
serve as molecular wires for inpiaiutput paths and intercon- is accomplished by high-repetition-rate [19] or long-pulse
nects between molecular electronic components or device§~ 10 m9 [20] lasers.
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Pulsed-LV with ns lasers is especially amenable to diagmental and thés32nm 2nd-harmonic were used (with no
nostic investigations. The vaporizing pulse lasts onl¥0ns  time delay) to provide a total energy d#0 mJat the target.
and SWNT growth then can occur undisturbed from furtheiAn unfocused, time-delayed XeCl-laser pul368 nm 30-ns
excitation, even for single laser ablation events [16]. RecerfWHM, 20 mJcn?) was used to induce luminescence in the
spectroscopic measurements of the luminous laser plasnablation plume.
have been made for pulsed-LV at early times after Nd:YAG To permit imaging of the plume with a gated ICCD-
laser ablation £ 200u.s) [21] and after long-puls€0, laser  camera system (Princeton Instrumerigis minimum gate,
ablation at room temperature [20]. However, these measur@00-820 nm spectral range) the furnace was opened for
ments were limited to times while the ablated material is still~ 3 secondgper image. Alternatively, at each plume location
quite hot. lenses collected the plasma emission/amdaser-induced lu-

Recently laser-induced luminescence (LIL), gated iniminescence for optical emission spectroscopy usifgan
tensified charge-coupled device (ICCD) imaging, and optispectrometer (Acton VM-503, resolution eith&0 nm or
cal emission spectroscopy were applied to understand hot3 nm) with an intensified, gated diode array (Princeton In-
nanoparticles form and grow in pulsed laser ablation plumestrument IRY-700RB).
at room temperature [22—24]. In this study these techniques
are applied to understand how SWNTs grow from laser-
vaporized carbon and catalyst species under typical growth Single-wall carbon nanotube deposits
conditions at high temperatures.

Carbon nanotubes were synthesized under a variety of laser

repetition rates, flow conditions, target positions, and num-
1 Experimental bers of total shots on the target. Following each run, deposits

were collected at various points in the reactor and analyzed by
The SWNT growth setup in Fig. 1 was fashioned after thabright-field TEM for correlation with the transport dynamics
used by Guo et al. [12]. It consists of a quartz tuBén(  observed during the run with time-resolved imaging /4and
diameter,24 in. length) mounted inside a hinged tube fur- spectroscopy.
nace (2in. length) operating al000°C. The quartz tube When the target was positiondd= 21 cmfrom the front
was O-ring sealed to standadids-in. Conflat vacuum com- of the furnace; 10pum-long SWNT bundles comprised very
ponents. The ablation and probe laser beams entered throulgigh fractions of the deposit found downstream on the collec-
the same Suprasil window which was mounted in a vac-
uum flange. Argon gas was introduced around this window,
controlled at100 sccmto maintain a500 Torrpressure, and
pumped out through a needle valve downstream of a brasy +*#
water-cooled collector which was inserted into the quartz tubZes
and positioned just outside the oven.

A 1-in. diameter graphite target containidgt % each
of Ni (Alfa, 2.2-3.0pum, 99.9%) and Co (Alfa,1-6 um,
99.8%) powders was prepared with the carbon cement (D
lon GC) procedure described in [12]. The target was screwe
onto a0.25in. diameter graphite rod and was rotated dur
ing operation. This rod was mounted along the tube axi
through a hole in the collector. The ablation laser (Nd:YAG,
8-nsFWHM pulse) beam was focused td.& mm-diameter,
donut-shaped spot on the target. Both thé6-um funda-
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Fig. 1. Schematic of the "2diameter quartz tube and hot furnace used for ﬁ 2N
laser vaporization growth of SWNT with in situ LIL-imaging and spec- ®& :
troscopy diagnostics. Beam geometries and imageable area are indicatétlg. 2. a Field-emission SEM image of SWNT bundles, metal catalyst
The black dotsand thenumbersshow the collection points of the ablated particles, and unconverted carbon soot produced by laser ablation of
material: 1-upstream; 2-collector. The/Mli/Co target was positioned at a C/Ni/Co target atl000°C. b TEM images of the raw soot collected:
two distancesd, from the front of the furnace. Thieset on the lefshows downstream on the collector (point 2, fdr=21cmin Fig. 1), showing
the relative timing between ablation (Nd:YAG) and and LIL-probe (XeCl) a very high fraction of SWNT bundles along with metal nanoparticles
laser pulsesAt), and the ICCD gate delay after the XeCl lasexz} (black dot$
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diameters of the hollow SWNT

tor. Figure 2a shows a field-emission SEM image of a depos

produced at a laser repetition rate of 001916 Hz Over90%

of the deposit appears to consist of SWNT bundles as esl
mated from an areal analysis. Bright-field TEM images as
in Fig. 2b show that metal catalyst nanoparticles and sma
amounts of amorphous carbon account for the rest of the d|

posit (as described in the literature) [12,17,18].

High-resolution scanning TEM images such as those il
Fig. 3a confirm that the bundles consist of SWNTs. Cross
sectional images of the bundles permit an estimate of th

nanotube diameters, as shown in Fig. 3b.

The ability to correlate these TEM and FESEM images ol

Fig. 3. aHRTEM images of bundles of SWNTs grown by laser ablation at
1000°C. b A cross section of a nanotube bundle, revealing the shape an
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radial directions. Just after ablation, the plume expands
both radially and axially and compresses the background
gas. However, the initial kinetic energy of the plume con-

tributes to its overexpansion into the background gas, and
it expands past the position where the plume pressure
equals that of the surrounding ambient. Recovering from
this overexpansion, a backward motion is induced in the
plume. In addition, a backward motion in the radial direc-

tion results in an axial focusing of the plume, as shown

in Fig. 4.

The position of the leading edge of the plasma plumes
is plotted versus time in Fig. 5. At000°C, four axial os-
cillations, decaying in strength