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1. Overview, 

'This report compa~cs the results of a set of benchmarks run on e Intel i860-based 
hypercube, the i P ~ ~ / ~ ~ ~ ~  and the Ncube 64 with earlier results reported in IDUN90] 
for older Intel hypercubes (i$S@/1 and iPSC/2) and the first generation Ncube hypercube 

). These hypercubes we descendants of the pioneering work dolie at Caltedi 
hypercube pkirallel processor is an ensemblc of small computers intercon- 

nected by a communication network with the topology of an n-diniensional hypercube. 
Each processor, QT node, bas its own local memory and communication channels to n 

other nodes. The processors work coricurrently an  an application and coordinate their 
computation by passing messages. 

We are interested in the peifomance of hypercubes for several reasons. First, our 
main area of research is the ~ e v ~ ~ o ~ ~ ~ e i ~ t  of algorithms for matrix computations on p a d -  
lel computer architectures. To produce algorithms that make effective use of a parallel 
architecture i t  is necessary to understand the basic structure of the architecture and the 
relative pedomance and capacities of the fundamenbl components - CPU, memory, 
c ~ ~ ~ ~ ~ u n i c a t i o n  (message passing), and I/O. Second, some of our development work is 
dorne on hypercube simulatcm, both to debug and to analyze our algorithms [UUNSC,\. 
Performance: results from seal hypercubes enable us to conswuct more accurate simula- 
tors. ~ i ~ ~ l l y ,  a set of benchmarks and performance results can help us evaluate new 
hypercubes or other architectures. 

In the rerrsaindcr of this section, we shatnmarize the hypercan e c o ~ i ~ ~ ~ ~ ~ ~ ~ o n s  and 
programs used in our test suite. Section 2 discusses the hypercube architectures in more 
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detail, emphasizing the distinctive features of each implementation. The computational 
power arid memory capacity of the hypercubes and their message-passing perromance 
are compared in Sections 3 arid 4, respectively. Section 5 examines the performance of 
the file system (UO), including the conciment file system (C:E;S) of the iPSC/860 hyper- 
cube. Section 6 summarizes and rcpog~s aggregate pedomance. 

1.2. Test eaavErson~mtn$. 

Five commercially available 64-node hypercubes were uscd for our benchmark 
suite. We h a w  both Intel and Ncube 3200 hypercubes at Oak Ridge National Idahoratory 
arid have access to a 64-node Ncube 6400 at Anies National Laboratory. The 
configurations utilized in the tests are summuizd  in Table 1. In this report, “iPSC/l” 
rcfers to the first generation Intel hypercube, “iQSC/2” refers to the second generation 
Intel hypercube, and “iPSC/860” to the new i86O-based Intel hypercube. “N6400” is 
used to denote thc new Nciihe hypercube, and “N3200” refers to the first-generation 
Ncube. 

Nmmbcr of nodes 
Node CPU 
Clock ratc 

Menorylnode 
Nominal data rate 
Node OS 
C compiler 

iPSC/XGO 

128 
i860 

40 MI-iz 

8M 
22 Mbps 
NX v3.2 
E v2 

______I...- 
___l_l- 

Confimrations FOP Tests 
.I 

..... iPSC/2 

64 
80286/357 

16 Mhz 
4M 

22 Mbps 
NX v2.2 

C-386 1.8.3A .._.. 

iPSCI1 

91. 
80386D87 

8 MHz 

5 12K 
10 Mbps 

v3.0 
Xenix 3.4 

@-bit 

20 MHz 

20 M bps 
Vertex 2.0 

I_--x__ 

N3200 

64 
32-bit 
8 MHz 
5 12K 

8 Mbps 
Vertex v2.3 
CF&G v 1 .o 

‘I’ablle I. Hypercube conjguraiions lased in tests. 
The test programs were written in C (except where noted) and were run on the 

iPSC/l hypercube in the first qua-ner of 198’7. Tests of the iPSC/2 and Ncube 3200 
hypercubes were performed in the second quarter of 1988 and revised in the last quarter 
of 1990. The 1PS@/860 and Ncube 4400 hypercubes were tested in the first quarter of 
1991. The large model memory option was used with the: C compiler for the Intel iPS@/l 
(-A@), and stack checking was disabled for the iPSC/l and Ncubc 3200 C compiles. An 
optimizatioii level of -02  was used for C compiles on the iPSC/860 and Ncube 6480. 
‘[he test suite was selected for simplicity of implementation and widespread use, permit- 
ting us to implement the tests with few source changes and to compare our results with 
results for other architectures rcps~ted in the literature. For the computation tests, the 
call to the node clock subrouiitnc and the code to send the result back to the host were the 
only source-code changes made in porting the tests from one vendor to anothcr. Table 2 
summarizes the test programs. 
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etic and built-in 

iiration consists of a faypercube aisached to a host processor. 
f w  prosgram develnspsanefit and as an interface 10 the outside 

rcube. A typical bypCrCklh@ apylica rn consists of one or 
ta anad report results. 

2,1. 

attached to ai Bbntel 310 host prwessor. 
The fjrst ~~~~~~t~~~~ Intcl hypercu 1 .  consists of from 32 to 128 nodes 

287 processors 

expandcd to 4.5 Megabytes 

Xenix and supports the typical lJMlX p~ ent e ~ v ~ ~ ~ n ~ e n t ~  Since the host 
and node CPlJs ape the s;lfxle, one compiler supp 
are supported on the hypercube, and Lisp i s  ~~~~0~~ with the large memory option. 
The iPSC/l hypercube is a single-user ~ ~ ~ ~ s ~ ~ ~ ~ ~ ~ ~ ~ .  

e operating system supports message routing, asynchronous communica- 
tions, and multi-tasking within each node. A n -to-host logging facility is provided for 
application debugging and diagnostics. Messa larger that1 1024 bytes are broken into 
1024-byte segments. A node debugger is provided on the host as well as a simulator. 

The second ge lion Intel hypercube, iPSC/2, consists of from 32 to 128 nodes 
attached to an liltel hose processor. The host and node prcxessors are 80386/80387 
processors running at I6 z, where each aide processor has a 64 kilobyte cache 
memory. Each node has gabytes of main memory, expandable to 16 megabytes. 

ed to the host processor, The host processor runs System V u??Ix. Sub- 
cube allocation is supportwl, allowing multiple users to access the hypercube. A 
debugger is also pruvicled, and a vector processor option is available, 

Hi?. Each mde has 5 cmory and is atiached to the 

as well, nit: host operating system is per node, and a vectnr I-)rc~c~sso's option 
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N d e  communication is supported by direct-conncct routing modules on each node. 
Messages of 100 bytes or less travel as part of the route-acquisition protocol. The node 
opcrating system supports multi-tasking, asynchronous communication, and remote I/O 
support to the host system. 

The iPSC/860 hypercube utilizes the same comunication hardware as the iPSC/2, 
but a 48 MHz i860 RISC processor replaces the 80386/80387. The 868  has an 8 KB 
data cache, 8 inegabytes of main memory, and multiple arithmctic units, pemiitting mul- 
tiple operations per cycle. The pipelined floating point units are capable of a combined 
peak rate of 80 megaflops (32-bit) or 60 megaflops (@-bit). Thc present compilers are 
achieving only 15 megaflops, and even hand-coded assembler routines may achieve only 
two-thirds of peak performance. Peak performance is difficult to achieve because of 
various memory delays (cache miss, page-translation miss, DRAM access delays, eec.). 
Figure 1 compares the performance of a dot product in single and double precision for 
both Fortran and asscmbler. The dot product i s  repeated 10,000 timcs for each vector 
size to take advantage of the cache. Performance decreases for larger vector sizes, since 
the larger vectors cannot be contained in the cache. Fortran caches both vectors of the 
dot yrduct. Additional i860 performance results are reported in [HEA90]. 

5 -  

Figure 1. i860 Fortran and assevzbler dot product performance. 
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hyperciibe consists of from 4 to 1024 nodes attached to an 
node processor is a 32-bit chip that was designed by Ncube and 

e chip contains both a floating point unit and 10 ~ o ~ ~ ~ ~ u n ~ ~ a t i o n  chan- 
nels. It is sunounded by 512 kilobytes of memory. The processor chip i s  also used as 
the intedace processor between the hypercube and the host. The custom chip permits a 
large number of gr~cessors in a small f0i-111 factor. For example, a four nude board is 
available for the e hypercube may be into logical subcubes for 
multi-user use [N 

is “UZTNSIX-like’~ but still lacks many of the features of a 

node-level debugger. The node operating sys tern supports message rouring and asyn- 
chronous conmnunication. 

The Ncube 6400 hypercube supports up to 8192 nodes. The node processor is a 
@-bit chip driven by an 80 ME-Ia crystal supporting from 1 to 64 megabytes of memory. 
The chip contains a networking communication unit that supports 13 channels, cut- 
through routing, arid broadcast [NCU901. The host prmessor for our tests was a Sun 4 
system. Cross-compilers and linkers are provided on the Sun, along with utilities to ini- 
tialize, load, and debug the hypercube. 

The host operating syste 
x ~ n v ~ ~ o n ~ e ~ t .  th G and Fortran compilers are provided along with a 

3. Computation Benchmarks. 

3.1. Arithmetic tests. 

To compare our test results with earlier hypercube benchmarks performed at Cal- 
tech [KOLSS], we i ~ ~ ~ e ~ e ~ t ~ ~  a series of tests to measure the arithmetic speeds of the 
CPU for integer and floating point arithmetic. The time to perform a binary arithmetic 
opexatioai and assignment in a loop was measured for both single axid double precision 
scitla-s in C. The r i m  for the loop overhead was subtracted, and the resulting time 

by the xaurnber of ilebations to give a mugh estimate of ~ ~ ~ e - ~ e ~ ~ ~ ~ e ~ ~ t i o ~ .  Table 
s the results o$ rhsse tests. In the table, Fortran novation is wed for clarity to 

escrclhe the data types; the ~ C S C S  were run  in  61. 

oses of cc’3mpa~son, times for a EC VAX llJ780 wit FPA and running 
e times illustrate both CPU speed and cssmpiler differ- 
he average ~ ~ e ~ ~ t ~ ~ ~  time for a ski of three products. 

‘rhmeric units to retain ~ ~ i t e ~ e ~ ~ ~ t ~  results and get 
also be noted that C7 requires that all floating point 

e x p r ~ s s i ~ ~ §  be calculated in double precision and that all integer expressions be cslcu- 
lated in the word size of the machine. The default integer word size is 16 bits for the 
iPSC/% and is 32 bits for the othcrs. The degree to which the compilers comply to the C 

xat varies. For double precision floati int computations, an Ncube 3200 
roiighly three rimes Faster than an iPSC/l operating at 0.12 megaflops to thc 

ops. An 80387-based if>SC/2 node operates at 0.29 megaflops. An 
d at 18 megaflops compared to 2.5 megaflops for the Ncube 6400. 
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_____ 

INEGER*2 a- 
INTEGER*4 -I- 
INTEGEK*2 * 
INTECER*4 * 
REAL,*4 3- 
REAL*8 4- 
REAL*4 * 
REAL*8 * 
REAL"4 *-I-*+* 
REAL*8 *+++* 

I Arithmetic Times 

iPS.C186& 
0.1 
0.1 
O. 3 
0.3 
0.1 
0.1 
0.1 
0.1 
0.18 
0.05 

iPSC/l 
2 5  
5.0 
4.0 

36.5 
38.0 
41.5 
39.5 
43.0 
23.1 
24.1 

microsec 

iPSCd I 
1.1 
0.s 
1.3 
1.5 
5.5 
6.4 
5.9 
7.0 
3.4 
3.8 

N6.100 
0.6 
0.5 
0.8 
0.8 
0.8 
1.3 
0.8 
1 S  
0.4 
0.7 

4.5 
4.9 
6.0 
6.3 

16.6 
11.5 
18.5 
13.5 
10.6 
7.8 

3.3 
1.8 
5.1 
2.4 
9.1 
4.6 
9.3 
6.5 
5.6 
4.4 

Table 3. Arithmetic operation times (microseconds). 
3.2. Synthetic tests, 

The results from the arithmetic operation tests are consistent with the next level of 
tests performed using a simple integer test of finding primes (sieve) and a sequence of 
dependent floating point operations (@oatmath). The times for 100 iterations of finding 
the primes from 1 to 8190 and for 256,000 repetitions of the double precision floating 
point arithmetic operations are listed in Table 4. In the sieve, variables of type register 
int are used, which means 16-bit arithmetic for the iPS@/l and 32-bit arithmetic for the 
others. 

~ ~~~ ............... 

I Simple Compmtatic~n Tests 
....................... seconds 

- ................... -. ......................... 

'Fable 4. Execution time in seconh for various test suites. 

Table 4 also shows the times for 50,000 iterations of the Dhrystone test. The test 
cltercises integer arithmetic, function calls, subscripting, pointers, character handling, 
and various conditionals [WdT84]. There are no floating point calculations. The times 
arc from tests using the register storage class of C. The test uses the type itit, which 
means 16-bit arithmetic for the iPSC/l C compiler and 32-bit arithmetic for the others. 
The table also compares times for one million Whetstone operations. The Whetstone test 
measures double precision floating point performance, conditionals, integer arithmetic, 
built-in arithmetic functions, subscripting, and function calls [CUR76]. The iPSC/860 is 
three to thirtcen times faster than the Ncube 6400 for the computational kernels in Table 
4. 



The double-precision version of LINPACK [DON91]/ and the Livermore Loops 
were used to compare the performance of Fortran. Using the p f l 7  v2.0 wish the -03 
option, the iPSC/860 bad a LINPACK rating of 6.0 megaflops and a harmonic mean of 
5.7 megallops on the Livemiore Loops. The Ncube had a LINPACK rating of 0.5 
megaflops and a Livemore harmonic mean of 0.6 megaflops using the -02  optjon. 

3.3. Memory mtilimtioxl. 

The amount of memory available to an application on a node was measured using 
the pnalEoc() function of C. The test program requested memory in kilobyte increments. 
Table 5 shows the amount of memory available to the application program compared to 
the total mount  of physical memory for the test configuration. 

Memory Capacity Per Node 

Table 5. Node memory capacity and usage. 

The difference between the total and available memory gives a rough measure of 
the amoutit of memory required by the node’s operating SYS~~TTI, message buffers, and C 
run-time environment. For the 80286 architectures, memory is managed in 64 kilobyte 
segments, so there may be additional small chunks of free memory wailable. 

For any ~~~~~1~~~ system, the amount of main memory is a critical metric, and there 
never Seems to be enough. For a hypercube, the amount of node mernory can determine 
the size af problem that might be solved. Shortage of memory is paid for in problern- 
solution time (due to the 183 or message-passing delays) and in prcqyiarnrner time (due to 
the additional coding required to multiplex the node memory). 

4.1. Echo tests. 

Ta measure communication data rates, an echo test was constructed. A test node 
sends a message to an echo node, The echo node receives the message and sends it back 
to the test node. The test node measures the time to send and receive the message N 
times. On the Intel iPSC/1 sendwlrecvw were used, csendcrecv were used 011 the 
iPSC/860 and iPSC/2, and nwritdnread were used on the Ncube. Figure 2 shows the 
data rates averaged over 100 repetitions for the five hypercubes using various message 
sizes, where the echoing node is one hop away. Averaging hides a slight variance in 
message transfer times LDUN911. For a message size of 8,192 bytes, the hypercubes had 
the following utilization of the peak hardware bandwidth. The Ncube 3200 has a peak 
data rate of about 380 KB/s or about 38% of its bandwidth. The Ncube 640 has a peak 
data rate of about 1558 KB/s or about 62% of it bandwidth. The iPSC/i has a peak data 
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25QQ 

2000 

150 
M 
rli 
Y 

1000 

500 

4 8 10 12 

Figure 2,One-hop data rates. 

rate of about 505 KB/s or about 40% of its maximum bandwidth, and the iPSC/2 has a 
peak data rate o€ about 2247 KB/s or about 81% of its bandwidth. The iPSC/860 has a 
peak data rate of 2605 KB/s or about 93% of its bandwidth. Also evident in the curve €or 
the iE’SC/i is the distinct discontinuity at the 1024-byte message size. Recall from sec- 
tion 2 that the iPSC/1 breaks messages larger than 1024 bytes into 1024-byte segments. 
The iPSC/86(9 CUI-VC illustrates the faster message-passing for messages less than 100 
bytes. The tables in Appendix A detail the data exhibited in the figures. 

The dotted lines in Figure 2 show the data rates when messages are echoed from a 
node six hops away. (Ibe tables in Appendix A give data rates for fewer hops.) The 
curves for the Ncube 3200 and iPSC/1 are what would be expected from a store-and- 
forward network, with the data rate decaying in proportion to the number of hops. The 
Ncube 6400, iPSC/2, arid iPSC/860 hypercubes use special routing hardware, relieving 
the node CPU of any routing overhead and greatly reducing the penalty for multi-hop 
messages. For the Ncuhe 6400, each additional hop adds about two microseconds to the 
transmission time. For the iPSC/860, each hop adds about eleven microseconds for mes- 
sages less than 100 bytes, and about 33 microseconds for messages greater than 100 
bytes. Figure 3 shows the average message latencies for the Ncube 6400 and iPSC/860. 
With the second gencration routing hardware, the nodes can almost be treated as if they 
were directly connected. 



350 

300 

250 

200 

1 50 

100 

50 1 ~ 1 0 0 :  t E 59 4 0.4% t (h-lyll 
'psC": t = 156 + 0.4% + (h-lY33 

L.-.-& I .......... -& __c - ............ I-- 
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Bytes 

Figure 3. Echo-test messctge latency. 

Measuring the time it takes a node to send a message to itself can give a rough esti- 
mate of the amount of software overhead involved in message management, since no 
actual data transmission is required. Figure 4 shows the data rates for a node sending a 
message to itself for different size messages. The overhead in passing a message from 
one node to another is made up of several components, some fixed and some proportional 
to the size of the message. Typical components are: the application gathering the data 
into a contiguous area, overhead in performing the call to the message-passing subrou- 
tine, context switch to supervisor mode, buffer allocation, copying the user data to the 
buffer area, constructing routing and error checking envelopes, obtaining the communi- 
cation channel, direct-memory access (DMA) transfer with memory cycle stealing, and 
intermpt processing OJI transmission completion. The receiving node must obtain buffers 
for message receipt, usually initiated by an interrupt request, receive the data via DMA 
cycle stealing, copy the data to the user area, or, if it is a message to be forwarfded and if 
routing is done with software, obtain a channel and initiate a DMA output request. To 
this is added the delay due to the actual transmission on the hardware medium, delays 
due to contention for the media, and delays due to synchronization and error checking 
acknowledgements. For segmented address spaces, like the 80286, additional overhead 
may be incurred for segment crossings. One or both of the DMA's may directly access 
the user data area, eliminating a data copy operation. 
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Figure 4. Node-to-self data rates. 

Empirically, for all five hypercubes, the cornmunication time for a one-hop message 
is a linear function of the size of the message. That is, the time 1' to transmit a one-hop 
message of length N is 

whcre a represents a fixed stamp overhead and p i s  the incremental transmission time 
per byte. Table 6 shows the startup and transmission time coefficients that were calcu- 
lated from a least-squares f i t  of the echo data for single-hop messages. Transmission 
times are affectcd by message segmentation, buffer management, and acknowledgement 
policy. The fixed message-passing times for small messages on the iPSC/l system sug- 
gest that messages are being padded up to some minimum packet size of 32 or 64 bytes. 
The Intel iPSC/2 and iPS@/860 have a smaller startup rime far rnessages of 100 bytes or 
less (e.g., a startup tirns of only 75 microseconds for the iPSC/860). 

We also used the echo test to measure the pcrfomance of host-to-node cominunica- 
tions. The test was performed with the corner node (node 0) for the iPSC/860, iPSC/2, 
and Ncube machines. Node 0 was also used for the iPSC/l~ though all iPSC/l nodes arc 
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Table 6. Least-squares estimate of communication coejyicients. 

attached to a global communication channel with the host. Figure 5 shows host-to-node 
data rates for various message sizes. The host-to-node performance of the iPSC/l is 
nearly six times slower than Ncube 3200 and is nearly ten times slower than the iPSC/i 's 
node-to-node speeds for large messages. The iPSC/2 and iPSC/860 reach host-to-node 
speeds of nearly one million bytes per second, nearly twice the speed of the Ncube 5400. 
The relative performance of a vendor's node-to-node and host-to-node communications 
clearly should affect the extent to which the host participates in a problem solution. 

1000 

800 

600 
u) 

63 
Y 

400 

200 

I IPscfl 
2 Ipsu2 
R IpSv860 

n Ncuba 
N kub54M) 

4 6 8 10 12 
log2 Bytes 

Figure 5. Host-to-node data rates. 
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Two tests were constructed to measure the interaction of computation with com- 
munication on the Intel and Ncube hypercubes. In the first test, an echo test was run 
between two nodes that were two hops apart. The routing node between the two nodes 
was running an application level program that was executing an infinite loop. In fact, for 
both Intel and Ncube hypercubes, the routing algorithm is such that the return path of the 
echo message is different from the initial message path, thus two routing nodes partici- 
pate. With both routing nodes Punning the infinite loop, data rates for the two-hop echo 
were calculated for various message sizes. The data rates were the same as measured 
when the routing nodes were idle. Thus the computing an application might be doing on 
a node will have no effect on the communication throughput of the node. This is due to 
the high priority given to communication iritempts on the first generation hypercubes. 
On the Ncube 6400, iPSC12, and iPS@/868, routing is handled by a dedicated communi- 
cation processor on each node. 

ipsa1 

~ --- -I-' '- 4 
4 6 8 10 12 

Figure 6. Application slowdown due to routing. 

A second test was constructed to measure the effect thac routing messages had on 
node computing speed. First, thc time for a node program to spin a loop N times was 
measured with no communications. The node program was then run on the routing nodes 
of the tsvo-hop echo test. The execution times for the loop were measured for various 
message sizes of the echo test. Figure 6 shows the degradation in computing speed due 
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to routing for various message sizes for both the Ncube and Intel hypercubes. The verti- 
cal axis is the percentage the loop program slowed down from its speed with no com- 
munication. For small messages, the iPSC/1 and Ncube 32OQ hypercubes exhibit about a 
30% loss in “application” cornputation speed. As the message size increases, the inter- 
rupt rate from incoming messages decreases, and the slowdown diminishes. For the 
iPSC/l hypercube, the interrupt rate increases again for messages larger than 1824 bytes, 
since the iPSCI1 breaks messages in to 1024-byte packets. However, the Ncube 6400, 
EPSCI2, and iPSC/XGO sRow no loss in computation speed, since routing is handled by 
independent commu n icat ion h wdw are. 

4.3. Contention, 
All of the communication data rates that we have reported have been measured on 

idle hypercubes. In actual applications, other message traffic may compete for the COM- 
munication channels, either from the application itself or from applications in other sub- 
cubes. Other sub-cubes may need to use another sub-cube’s communication channels to 
reach the host processor, VO processor, or other service nodes. The iPSC/2, iPS@/860, 
and Ncube 6400 use circuit-switching to manage the communication channels. When a 
message is to be sent, a header packet is sent to reserve the channels required. When this 
“circuit’ ’ is established, the message is transmitted, and an end-of-message indicator 
releases the channels. 

A program was developed to measure the effect of contention on the data rate of a 
communication channel. The program has node 0 continuously send messages to node 7. 
The messages fiom node 0 to node 7 pass through node 1 and node 3. The amount of 
load (measured as a percentage of the total available bandwidth of a single channel) 
presented by node 0 is varied by selecting various messages sizes. With a communica- 
tion load from node 0 to node 7, node 1 then sends a stream of messages to node 3, Node 
3 measures the data rate of messages arriving from node 1 under various loads and for 
various message sizes. Both the iPSC/860 (Figure 7) and the Ncube 6400 (Figure 8) 
exhibit the expected behavior, as tbe load from node 0 to 7 increases, the data rate from 
node 1 to node 3 decreases* ‘I’he effect of contention can vary from run to run and can 
slow down an application. 1Bokha-i I ROK9OJ reports more extensive contention meas- 
urements on the iPSC/860. 



2500 

2088 

1500 
Q z 
Y 

10010 

500 

2500 

2000 

1500 
u) 

2 
hi 

10100 

500 

log2 Bytes 
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Figure 8. Data-rares for the Ncuhe 6400 with channel contention. 
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4.4. Concurrent Communication. 
The message-passing performance of a node may be improved by utilizing more 

than one of its comniunication channels at the same time. A fan-in test was constructed 
to measure the aggregate data rate of a single node when one or more of its nearest 
neighbors are sending it messages. Figure 9 shows the aggregate receive data rate for 
various size messages when 1, 2, 4, and 6 nearest neighbors send concurrently. The 
iPSC/860 shows only a slight improvement in data rate as more neighbors send mes- 
sages. The data rate is still bound by the maximum single-channel data rate of 2.8 mil- 
lion bytes per second. Even though the iPSU860 channels can operate concurrently, 
only one channel can use the node memory buffers at any given time [NUCSS]. In con- 
trast, the data rate measured by the receiving Ncube 6400 node increases markedly as 
additional nearest neighbors transmit to it concurrently. (The drop in throughput from 
256-byte messages to 1024-byte messages for the Ncube 6400 is reproducible but not 
explainable at this time.) 
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Figure 9. Receive data rates for concurrent sends. 
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5. File System Benchmarks. 

Most applications require some access to secondary storage. Some computationally 
intensive applications, such as mapping the human genome or global climate modcling, 
require fast access to large amounts of secondary storage. Secondary storage for hyper- 
cube systems is usually provided through the attached host processor. The run-time 
environment on the Intel and Ncube hypercubes permit the application programmer to 
use the conventional 1/0 cornsuucts of C and Fortran to read and write files on the host 
processor. Figure 10 shows the data rates for reading various sized host files from a 
hypercube node on the iPSC/860 and Ncubc 6490. The iPSC/840 host used in the test 
was an Intel 310, an 80386-based processor with 8 million bytes of memory running Sys- 
tem V version 3.2 and NFS. Data rates for reading from the local 340 million byte SCSI 
drive are much worse than reading from an NFS-mounted filc system (mountcd on a Sun 
4/390). The Ncube 6400 host used in the test was a Sun 41390. Performance i s  affected 
by the host-to-node communication speed, iilc management (buffcring, blocking), and 
disk speed. 

To avoid accessing files from or through the host processor, both the lntel IPS@/:! 
and iPSC/860 support a concurrent disk subsystcm attached directly to the hypercube. 
The concurrent file system (CFS) consists of one or more I/O nodes, each with one or 
more disks. The 1/0 nodes arc 80386-based processors with 4 megabytes of mernory and 
a SCSI disk interface, providing roughly 500 i-ncgabytes of disk storage per drive. Each 
1/0 node i s  attached to one of the hypercube compute nodes. A file created on CFS is 
stiped across all of the drives using 4 kilobyte blocks. The node program can read and 
write files to CFS in the same manner used to access files on the host processor. 

Figure 11 shows the aggregate read throughput of CFS when one or more compute 
nodes arc reading different files concurrently using one or more I/O nodes. The read 
throughput of CFS from a single node is an order of magnitude faster than the node-to- 
host file systcm data rates. ‘The read throughput for a single node decreases when multi- 
ple tiodes are reading €ram the CFS. Furthcr more, when the number of compute nodes 
doing I/O exceeds the number of I/O nodes, aggregate throughput decreases as well. 
Throughput improves with larger block sizes, and write times improve if the file space is 
pre-allocated with [size(). 

An optional 1/0 node with an Ethernet interface provides remote access to the CFS 
without going through the host processor. File transfer rates of 2 0 0  #B/s were meas- 
ured Irom a Sun 4 to the CFS using FTP. In addition, node applications can communi- 
cate with remote hosts over this node Ethernet interface using the Berkeley socket 
library, Transfer rates from 40 KB/s (8-byte messages) to 304 KBJs (4096-byte mes- 
sages) were measured between an i860 node and a Sun 4 host. These data rates are four 
times fasten. than cornmunicating with a remote host through the host processor [DlJN89]. 
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The Ncubs 6400 and htcl iPSC/860 show marked performance improvements over 
the earlier hypercubes, providing an increase in both communication and computation 
speeds and providing increased memory capacity and high-speed routing. Table 7 sum- 
marizes the performance characteristics of the five hypercubcs. The data rates represent 
the 8192-byte transfer speeds, and the megaflops rate i s  calculated from compound 
expression results of the Caltech suite. 'Ihc $-byte transfer time is based on the %byte, 
one-hop, echo times. The structure of a hypercube algorithm will be dictated by the 
amount of memory available on a node, the host-to-node communication speed, and the 
ratio of communication speed to computation speed. As can be seen from the table, the 
Ncubes, iPSC/l, and iPSC/2 have roughly equivalent comxnunication-to-computation 
ratios. (The ratio was calculated using the 8-byte transfer and multiply times.) The ratio 
on the iPSC/86Q (due bo its much faster C19U) suggests the need for coarser grained pard- 
lelisrn. 

1 ~ 1 " 1  .. . .......... ..... 

rn!Q::: 
1558 

2.5 
161 
1.5 
107 -. ....... 

... N3200 
38 1 
0.14 
40 1 
13.5 

30 .......I___ 

As a supplement to the component pdormance results presented so far, Figure 12 
illustrates the aggregate performance in megaflops of the ve hypercube systems in per- 
forming a single-precision Cholesky factorization of an nxn matrix in C [GET86]. The 
Ncube 3200 system that we used is a 7 MHz system with only 128 kilobytcs per node. 
The aggregate perfomancc for a ZOOOxlOOO matrix using 16 nodes was 45.8 megaflops 
for the iPSC/860 compared with 7.4 megaflops for the Ncube 6400. As another aggre- 
gate test a parallel, double precision, Fortran implementation of SLALOM (a program to 
solve a radiosity problem that includes file I/O [G[JS91]) ran at 15.6 Megatlops on a 64- 
node Ncube 6400 and at 134.8 megaflops QII a 64-node iPSC/860. The performance of 
these application is consistent with component timings in the preceding sections and with 
results reported in [HEA90]. 
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Appendix A 

Data Rate Tables 

Length 
8 

16 
32 
64 

128 
256 
512 

1024 
2048 
4096 
8192 

Host 
2.4 
4.6 
9.8 

20.7 
26.9 
52.2 

105.6 
110.7 
369.0 
535.4 

1043.6 

Intel iPSC/860 Communication Speeds 

Self 
400 
800 

1 600 
3200 
5120 

10240 
17077 
29257 
37236 
48188 
49649 

1 hop 
100.0 
200.0 
376.5 
640.0 
581.8 
914.3 

1365.3 
1780.9 
2111.3 
2423.7 
2604.8 

KB/s 

2 hops 
94.1 

188.2 
336.8 
581.8 
512.0 
853.3 

1280.0 
1706.7 
2058.3 
2388.3 
2576.1 

=2sQ.& 
84.2 

160.0 
304.8 
533.3 
449.1 
764.2 

1177.0 
1612.6 
1988.4 
2347.3 
2556.0 

4 hops 
76.2 

152.4 
266.7 
492.3 
4 12.9 
701.4 

1101.1 
1539.9 
1941.2 
2301.1 
2528.4 

5 hops 
69.6 

133.3 
256.6) 
457.1 
365.7 
640.Q 

1034.3 
1462.9 
1896.3 
2269.3 
2509.0 

6 hops 
64.0 

123.1 
237.1 
412.9 
341.3 
602.4 
966.0 

1412.4 
1836.8 
2232.2 
2486.2 

Lelleth 
8 

16 
32 
64 

128 
256 
5 12 

1024 
2048 
4096 
8192 

Host- 
0.8 
2. I 
4.6 
9.3 

18.1 
31.5 
68.5 

112.4 
257.5 
389.9 
523.7 

Ncube 6400 Communication Speeds 

-3 .€lL 
7 34.4 
265.9 
515.5 
980.4 

1801.8 
3100.8 
4907.9 
6866.9 
8625.3 
9861.3 

1063 1.2 

KB/s 

=2JERL 
48.3 
95.4 

179.2 
320.5 
530.5 
796.8 

1066.7 
1274.9 
1426.6 
1510.2 
1556.2 

47.9 
93.9 

177.3 
315.5 
529.1 
792.1 

1066.7 
1283.1 
1426.5 
1509.1 
-- 1554.6 
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Intel iPSC/2 Communicati 

Length 
8 

16 
32 
64 

128 
256 
512 

1024 
2048 
4096 
8 192 

._.._.__I__ 

Host 
1.9 
3.9 
7.9 

15.8 
21.7 
43.4 
66.0 

139.2 
301.1 
546.1 
910.2 

Self 
26.2 
42.1 
84.2 

168.4 
232.8 
441.4 
8 12.7 

1402.8 
2133.4 
2989.8 
3608.8 

1 hop 
20.5 
40.5 
80.0 

160.0 
172.9 
324.1 
581.8 
961.5 

1427.2 
1887.6 
2247.5 .......I___ 

KU/s 

2 hous 

20.0 
40.0 
79.0 

156.1 
166.2 
3 16.0 
568.9 
939.5 

1397.9 
1870.3 

-.._..._.-_I 2238.3 

3 hops 
19.5 
39.0 
78.0 

152.4 
166.0 
306.5 
547.6 
922.5 

1379.1 
1845.0 
2220.0 

A h !  
18.8 
37.6 
74.4 

147.1 
153.3 
289.3 
527.8 
886.6 

1338.6 
1812.4 
2193.3 

&&!L 
18.6 
36.8 
73.5 

145.4 
148.8 
282.8 
514.6 
867.8 

1317.0 
1788.7 
2181.6 

6 hops 
18.2 
36.3 
71.9 

143.8 
143.8 
275.3 
499.5 
849.8 

1296.2 
1773.2 
2164.3 

Length 
8 

16 
32 
64 

128 
2% 
512 

1024 
2048 
4096 
8 192 

....-. Host _. ._ 
0.7 
1.3 
2.7 
5.3 

10.4 
19.8 
36.6 
63.2 
71.4 
79.8 
82.7 

lntel iPSC/I Cornniunicatioim Speeds 

_____. Self . . . . ... 
7.6 

15.3 
30.5 
70.0 

116.4 
222.6 
409.6 
660.7 
835.9 
963.8 

-. 1050.1 .. . . . . 

..k..hoD 
7.1 

14.2 
28.4 
55.6 

108.9 
196.9 
320.0 
48 1.9 
494.5 
501.0 
504.1 ~ 

KB/s 

5.0 
10.0 
19.7 
37.1 
‘70. I 

124.9 
202.8 
292.6 
405.5 
489.1 
546.1 ~ ” 

2fiC!J?& _I_ 
3 hops 

3.7 
7.4 

14.5 
28.1 
51.7 
91.4 

147.3 
21 1.1 
3 18.7 
421.1 
501.4 

LLhQL?L 
2.9 
5.8 

11.5 
22.3 
41.3 
72.1 

115.7 
165.1 
263.4 
369.0 

. ... 462.8 .- 

s_hp_gs 

2.4 
4.9 
9.6 

18.4 
34.4 
59.9 
95.2 

135.6 
216.1 
321.9 
424.4 -. .... ... .- 

6 hops 
2.1 
4.2 
8.2 

15.8 
29.3 
50.9 
80.9 

114.7 
190.5 
296.8 
401.1 
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Length 
8 

16 
32 
64 

128 
256 
512 

1024 
2048 
4W6 
8 192 

Host 
7.4 

14.5 
28.1 
51.7 
91.1 

147.2 
207.3 
265.5 
303.3 
334.5 
349.7 

Ncube 3200 Communication Speeds 

x 
30.9 
58.9 

107.9 
185.2 
289.0 
401.8 
498.4 
565.8 
601.1 
630.5 
642.6 

1 hop 
19.8 
37.8 
68.5 

116.3 
179.1 
245.5 
300.2 
338.2 
361.5 
373.8 
3 80.6 -- 

5 hops 
6.9 

13.1 
24.1 
41.4 
64.6 
89.9 

111.5 
126.8 
136+2 
141.4 
144.2 

6 hops 
5.9 

11.3 
20.7 
35.7 
55.7 
77.5 
96.3 

109.7 
117.9 
122.4 
124.8 -- 
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