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ABSTRACT 

T h e  hw.an-sabot s i o s i s  concept has the fundamenral 
objective of bridging the gap 
and ful-ly autontmous systems t:e, achieve true human- robot: 
cooperative control and intelligence. Such a system would 
allow improved speed,  accuracy, and efficiency of task execu- 
t i o n ,  while retaining the human in the loop for innovative 
reasoning and decision-niaking Earl ier research has resul ted 
in the development: of a ro'taotie: system architecture facilitat- 
ing t he  symbiotic integration of  teleoperative and automated 
modes of task execution. This architecture reflects a unique 
blend of many disciplines o f  a r t i f i c i a l  intell igence into a 
working system. including job or mission planning, dynamic task 
allocation, hwnan-robot comunica t ion ,  automated monitoring, 
and machhne learning. This report focuses on two elements <]E 
t h i s  a rch i t ec tu re :  the J o b  P l a r m e r  and the Automated Monitor. 

between ful.ly human-controlled 

vi i 





nuri.ng the  l a s t  f e w  decades,  a growing awareness and b e l i e f  has 
nr is en t.ha 6: automa ti.01: rel.ated technologies and i i r t e l1  ?.gent machines w i  11 
p lay  an increasing r o l e  i n  improving the de-vt;..’B.cpment and opera t ion  o f  
complex and advanced systems, Pn t h i s  contex t ,  research  and development 
have taEcen place ox? 13. broad range of -t:echnn3.ogie.s aimed at a&i.evi.ng 
advanced systems varying from f u l l y  remotely-control led systems, such 
a s  advanced t e l e o p e r a ~ o r s  axid servomanipu1at:ors , to f u l l y  titxtoxiomous 
in t e l lLgen t  r o b o t s  iai-voEving artificial i n t e l l i g e n c e  super-computing , 
machine v is ion ,  and a.dvanced corit.roZ. Within this large spectrum of  
techrio1ogical research ,  work bas been i n i t i a t e d  on a new c l a s s  of  
automated systems which o f fe r s  promise for  rimpro-ving the p roduc t iv i ty ,  
qual. i ty,  and s a f e t y  of opera t ion  of advanced systems. 
automated system i s  referred to as ‘nHman-Robot S y m l ~ i o s i s  . “ 

This new type of  

I n  ii symbiotic system, h t x e i a n s  and .robt>ts cooperate i n  the  dec is ion-  
making and control of  tasks in a complcx, dynamic. environment, comrnunicat- 
i.ng f requent ly  i n  the exchange o f  t a s k s .  The fundamental ob jec t ive  o f  
human-robot symbiosis i s  t o  br idge the  gap bet:ween autonomous and human- 
control.l.ed systems by merging the advantages of f u l l y  autonomous systems 
( e .  g .  e f f i c i en t  re.peti t ive t a sk  execution and immunity from f a t i g u e  j with 
d i o s e  of f u l l y  P-iuloznn-controEl-etl systems ( e  g .  expe r t i s e  i n  a wide var ie ty  
of  task domains and Che a b i l i t y  t o  cope with unexpected even t s ) .  The 
f imct ion  of  t he  syiiibiotic syst:ein i s  t o  dynamically opt imize the d i v i s i o n  
of work between the human and the  robot ,  with the  u l t ima te  goal of  
improving the admissible t ask  range ~ aecuracy , and work e f f i c i e n c y  of 
the syst.em. The suc.cessful c r e a t i o n  o f  such systems requires an e f f e c t i v e  
approach t o  several. fundamental. techni.cal Lssvies , such a s  liuman- robo t  
communi.c:a t i n n ,  a i i t :o r~moi~s  cask planning and ex-ecution monltoring ~ dynamic 
t a s k  all.ocati.on, human-rabet system a r c h i t e c t u r e ,  and machine 1.eartiing 
v i a  exper  Ecmce arid human ob.servat;fon. (Refer t o  i 8 1 f o r  more de t a i l s  
on h?lmaan-~maclaine symbiosis. ) 

E a r l i e r  research has resulted fn the development of a robotic system 
archi tecture  facilItaa:ir?.g the s y r n b i ~ i C 1 ~  integration of  t e l e o p e r t i v e  and 
automated iiiodes o f  t a sk  exec”utiosr [ 91 ~ Shown i.n F i g .  1 ~ the  a r c h i t e c t u r e  
r e f l e c t s  a unique blend sf many d i s c i p l i n e s  o f  a r t i f i c i a l  i n t e l l i g e n c e  
into a working  syst:i>m. P K ~ V ~ O U S  Pesearch has a lso  resul ted.  i n  the  
devel.opme?nC af a methodology f o r  Dynamic Task AI.l.ocntion, described 
i n  [ 1.0 1 2  1 . TEifs report: EOCIPSCS on the rnettmdologLes developed f o r  
two add i t iona l  elements of  the symbiont a r c h i t e c t u r e :  t he  Job Planner ,  
descr ibed in S e e t i o n  2 ,  and the AuQomnted Mr~xrl?.or, descrik~ed i n  S e c t i o n  3 .  
Section G descrfbes ?:lac? int:erfat::e of  these rnndriPes t o  the o the r  compo- 
nents  o f  the symbiont a r c h i t e c t u r e ,  while concluding remarks are given 
in Sect;ioa-i 5 .  
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2.0 JOB P -1RQBldT GYHBIONT 

2.1 INTRODUCTION 

I n  a human-robot symbiotic system, the  Job  Planner is responsible  f o r  
planning the pr imi t ive  t a s k  activity sequences t h a t  Lead t o  e f f i c i e n t  j o b  
completion. The t a sk  s t r a t e g y  derived by the  Job Planner is important,  
as it e s t a b l i s h e s  the s t eps  t o  be followed by the human and the robot t o  
complete the j o b ,  o r  achieve the goal .  Many 3 ob planning methodologies 
c u r r e n t l y  e x i s t  which provide various approaches t o  the j o b  planning 
problem [for example, 3 - 5 ,  13-191. In t h i s  symbiotic system, the  se l ec -  
t i o n  of a j o b  planning approach was clcasely r e l a ~ e d  t o  the d e f i n i t i o n  of 
a language through which the modules of the  symbiont communicate. This 
language provides the  b a s i s  f o r  the i n t e r a c t i o n  of the modules during 
symbiont operatsion, and c o n s i s t s  of an ac t ton-objec t  r e l a t ionsh ip .  A s e t  
o f  v a l i d  ac t ions  which can be performed i n  the enviromnent i s  def ined,  
along with the set  of objects which e x i s t  i n  the symbiotic world and the 
r e l a t i o n s h i p s  between the ac t ions  and ob jec t s .  These sets w i l l  l i k e l y  
vary over time as new ac t ions  a r e  learned,  or as new o b j e c t s  appear i n  
the world. Each of  the components of the syrrihiorit a r c h i t e c t u r e  uses this 
language t o  accomplish it-s objec t ives :  the Job Planires plans ac t ions  t o  
be performed on o b j e c t s ,  the Dynamic Task Allocator  ass igns a c t i o n s  t o  be 
performed t o  the  human o r  the  robot ,  the  Automated Monitor observes the 
execution of  a c t i o n s  or the s t a t e s  of objects, and the  Learning System 
l ea rns  new ac t ions  o r  ob jec t  c h a r a c t e r i s t i c s .  

with t h i s  ac t ion-objec t  language i n  mind, the j o b  planning 
methodology used by the  symbiotic system was c h n s ~ n  t o  e x p l o i t  the  
r e l a t i o n s h i p  between the ac t ions  t o  be performed and khe objec ts  i n  tlbe 

t a s k  execution environment. This rnethodol ogy u t i  Ibzes  an h i  t- ia l  s t a r t i n g  
s t a t e ,  a goa l  s t a t e ,  and a s e t  of  act.ion operator  rules t o  generate a 
sequence o f  operators  which transforms the planning wozrici motlel f rom the 
i n i t i a l  s t a t e  t o  the goal  state .  The Planner performs a d e p t h - f i r s t  
search of the a c t i o n  operators  t o  c rea t e  a l i n e a r ,  non-h ierarch ica l  plan.  
The i n i t i a l  and goal s t a t e s  c o n s i s t  of  modified f i r s t - o r d e r  predicate  
ca lcu lus  s ta tements  def ining eondi t io i i s  which descr ibe the  world s t a t e ,  
Idea l ly ,  t h i s  model would p r e c i s e l y  r e f l e c t  the s t a t e  of  Pl-Pe t rue  world 
during a c t u a l  plan esecut.iari. A n  operator  is a d e s c r i p t i o n  of  an action 
whlch may be performed by the human or the  rohnt ,  and has a syntax s imi l a r  
t o  t h a t  o f  the STRIPS plannhng system [ 3 ] ,  consis%ing of the set  o t  condi- 
t i o n s  which must be t rue  before  the action opera to r  can be exercised and 
the condi t ions which e i t h e r  become t rue  o r  become f a l s e  subsequent t o  the  
a p p l i c a t i o n  of  the opera tor .  

T h e  job drcomposjtion derived by the Job Planner Es passed t o  tile 
Dynamic Task Allocator  I n  t he  form of  a tree for the assignment of t a sks  
to the human or the robot. The task sequence derived by the .Job Planner 
must a l l o w  f o r  rap id  reconf igura t ian  due t o  problrrns i n  task execution o r  
changes i n  the  buman o r  robot cayahi Z i t i e e .  "hihis reconf tgura t i  c m  w i l l  
occur i n  close coopelrat ion w i t h  che Automated Monitor ~ described i n  
Sect ion 3 ,  which i s  responsible  for detec t ing  events requi r ing  
modif icat ion of the t a s k  plan.  
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The following sections describe the Job Planning methodology in more 
d e t a i l .  

2.2 J O B  PLANNER INPUT 

In order to plan jobs, the Job Planner must be provided with the 
following input data: 

1) Act.ion operator rules to use during planning 
2) Initial environmental conditions, or planning world model 
3 )  Goal condition 
4 )  Information on the '$types" of  the objects in the environment 

(required when the action rules include references to object 
types, indicated by prefixes of "#" in object references. For 
example, "Small pin" would be the type o f  particular pins named 
"Small pin 1" and "Small - -  pi.n 2 " . )  
Condition <lifficulties, giving the conditions which are 
considered to be the most difficult to accomplish (required 
if more than one rule can be used to achieve the same effect) 

5 )  

The Job Planner expects data i tems 1 - 3  tu be provided in a particular 
format created exclusively for this purpose. This format can be easily 
expressed a s  production rules in Backus-Naur form. The following nota- 
tions are used for these expressions: 

indicates syntactic categories 
"to be written as" symbol 
vertical bar separating choices (OR) 
choose 1 of the enclosed itxrns 
repeat the enclosed items 1 or more times 
repeat the enclosed items 0 o r  more times 
optional items 

are terminal symbols o f  the language 

The subsequent sections describe the required input data in more 
detail. 

2 . 2 . 1  Action Operator Rules 

The syntax for the action operator rules is similar to the STRIPS 
format, and must be expressed according to the following productions: 

operator-rules : :=  {operator-decl)l+ 

opexator--decl ::= operator-name PRECONDITIONS: (condition)o+ 
END 

DELETE-LIST: (conditisn)o+ 

ADD - LIST: (condition)o+ 
END 

END 



(i.e-, any p r in t ab le  charac~er expect 'space', ' coma ' ,  #, ( ,  I ,  *) 

(NOTE: Four types of p a r m e t e r s  are poss ib l e  with the above 
d e f i n i t i o n s .  An i d e n t i f i e r  preceded with P'*n refers t o  an un ins t an t i a t ed  
parameter ( r e f e r  t0 Section 2.3.7 for m ~ r e  information on parameter 
i n s t a n t i a t i o n )  which can be matched t o  anything;, as long as it  is 
i n s t a n t i a t e d  t o  the  same value i n  every occurrence of the  parameter 
i n  an opera tor  r u l e .  For example, "%bj e c t n  i n  "Graspecl(*obj ecr) 11 

could be i n s t a n t i a t e d  t o  nCrasped(Caskig)'a o r  wGrasped(Lever)." An 
i d e n t i f i e r  preceded with "#r' refers t o  an untrastant ia ted parameter 
which must be matched t o  a value ( i . e .  ob jec t )  o f  a c e r t a i n  type 
(given by the  i d e n t i f i e r )  thr0ughoil.t the r u l e .  For in s t ance ,  the  
condi t ion  "Grasped(#BoXt) could 'be instaat ia t ;ed t o  "Grasped(I3ol.t-1)" 
OK "Grasped(Boft-21, 'I 'Rut not  "Grasped(Lever). An i d e n t i f i e r  without 
a preffx must remain exactly as is  given i n  the 1-ule. For example, 
"Curr loe" i n  '"Move - Arm(@uarr I_ ~ o c , * ~ ~ Q - P Q c ~ ' ~  must remain as "Gurr _- loc". 
FinaZTy, a parameter of ' 1 - n  serves as a t ype  of p lace-holder ,  meaning t h a t  
it can match anything. An example of this type is given by "'Atl(Hand, - ) I T ,  

i n  W l l i C k a  tEae 1 ' - ' 1  could bc matched to anything,  sucla as i s  shown i n  
"AtIHand,I.ever:Hover ._" pas)"  or "At(Hand,S&arting - lot)"], 

A n  example o f  a ~ a l i d  set of a c t i o n  ope ra to r  rules used t o  plan the  
Assembly/Disassembly of the Cranffeld Beiichmark (which is discussed i n  
Section 2 . 4 )  is  included in Appendix A. 

2 . 2 . 2  Goal Condition 

The goal condi t ion  provided by the human throczg8i the human-machine 
In t e r f ace  (Presenter /Pnts rpre te r )  must be i n  the  fal lowing €omat: 

goal-condition : := condiCS.on 

I n  the context  of  the Cranfieid Benchmark and using the sample rules 
given i r r  Appendix A ,  the  input  goa l  f o r  a Cranfield assembly would be 
"Assembl ed(Benchmark) , while the goal  frsr- a disassembly would be 
'I D I s a s s cmb 1 ed ( Benchmark 1 . '' 
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The tnzriro~lmental conditions describing ehc: initial state of the 
5arorl.d must be in a f i l e  in the following format: 

environmental-state : : <= (condition) I+ 

For exniniple, if the Cranfield Benchmark i s  in a disassembled state 
and the robot end-ef fec tor  i s  empty at the beginning of  t a s k  execution, 
the  enviro~arnent could be described as follows : 

'These conditions coiiipose the iniLial planning world model, sometimes 
referred izn as the ezllriramental model, which the Job  Planner w i l l  update 
during planning to reflect the envjromemtal effects of actions added to 
the j o b  plan. 

2.2.4 Object Types 

The informatlon describing the ob jec t  t ypes  is obtained from the 
objects knowledge base and is necessary to allow the Job Planner t o  handle 
operator rules which rrrer  to generic types o f  objects ,  rather than 
specific objects 
t i o n  that a small p i n  is to be grasped ("@rasped(#S-pin)") without naming 
an individual small p i n .  T h i s  allows more than one object eo satisfy the 
reyuired conditions , thus providing tilae possibility for more Ilexible j o b  
plans. When the Job Planner encounters a parameter preceded by ' # ' ,  it 
caiinot instantiate the parameter without first comparing the type of the 
possible instantiattng .salde with the required parameter type. 
parameter can only be instantiated if the object types match. 

For example, an operator rule can include a precondi- 

The 
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2.2.5 Condition Difficulties 

c 

, 

A f i l e  containing a 'Pist of the  condi t ions  t h a t  a r e  more " d i f f i c u l t "  
t o  achieve must be provided i f  more than one opera tor  r u l e  can be used to 
r e a l i z e  t h e  same e f f e c t .  This s i t u a t i o n  would occur i n  planning appl ica-  
t i o n s  t h a t  allow more than one s e t  of ac t ions  t o  be used t o  reach the 
goal .  
to der ive  a p lan  most  s u i t a b l e  f o r  t he  initial starting environment, which 
w i l l  u sua l ly  he different f o r  each job s t a r t .  Depending on the appl ica-  
t i o n ,  s eve ra l  l e v e l s  of  condi t ion  d i f f i c u l t i e s  c a n  be e s t ab l i shed ,  
r e s u l t i n g  i n  a h ie rarchy  o f  d i f f i c u l t i e s .  For example, a '*Grasp'' a c t ion  
could be considered t o  h e  more d i f f i c u l t  than a "Find" a c t i o n ,  bu t  less 
d i f f  i c u l t  than an " I n s e r t "  ac t ion ,  i n  genera l .  The current implementation 
only allows a h ie rarchy  ~f two l e v e l s  and r equ i r e s  t h a t  the d i f f i c u l t  
condi t ions  be contained i n  a f i l e  i n  the  Eolhowing format :  

The i n t e n t  of the  opera tor  r u l e  s t r u c t u r e  is f o r  t he  job planner  

Refer to Sect ion 2 . 3 . 6  f o r  more d e t a i l s  on the  use of tlifs d a t a .  

Once t he  Job Planner has been €Eurnished with the  required input  
d a t a ,  ir can der ive  a plan t o  reach the goa l .  In terms of  the previously 
descr ibed input  d a t a ,  t he  job planning methodology can be expressed as 
fol lows:  l e t  E - {el, e 2 ,  . . . I  be the s e t  of i n i t i a l  environmental 
condi t ions ,  g be t he  goa l  condi t ion ,  and T - {tl.* . . . , tm) be the  s e t  
of  rn a c t i o n  opera tor  rules, where each t i  c o n s i s t s  of  3 l i s t s :  

The Job P lanner ' s  t a s k ,  then,  i s  t o  f i n d  the sequence of a c t i o n s  tl, . . . ,  
t,, such t h a t  condi t ion  g is t r u e  subsequent to execut lon of t,. The 
algori thm used by the Job Planning systen to i-mpPament t h i s  methodology 
i s  descr ibed below i n  an outlirre form, followed by add i t iona l  d e t a i l s  Q €  
the  planning procedures a 

A .  I n i t i a l i z e ;  receive t h e  goa l  from the human axid push it onto an 
empty goal stark. 

B. While t he  goal s t ack  is no t  empty, do the f ~ l l o w i ~ i g :  
1. P i  t he  t o p  goal  Is t r u e  (see Section 2 . 3 , 3 _ ) ,  da the  following: 

a .  If the  top  goal is  the Bast: goal needed f a r  an u p e r n t o r  t o  
be appl ied ,  do the fallowing: 
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Verify t h a t  a l l  of  t he  o the r  precondi t ions oE t h i s  
operator  are s t i l l  t r u e .  
a )  If s o ,  do the  following: 

i )  Apply the  ADD and DELETE l i s t s  of  t he  cu r ren t  
operator  t o  the  cu r ren t  planning model ( see  
Section 2 . 3 . 2 ) .  

Automated Nonitor ( see  Sect ion 2 . 3 . 3 ) .  
i i )  Bullld the  EMT e n t r y  f o r  t h i s  operator  f o r  the 

i i i )  Add tlie c u r r e n t  operator  t o  the  job  p lan .  
i v )  Pop the top goal o f f  the  goal s t a c k .  

b )  11 n o t ,  backtrack ( see  Sect ion 2 . 3 . 4 ) .  

b .  Otherwise ( j . + e . ,  the  top goal i s  not t he  l a s t  goal needed 
f o r  an operator  t o  be app l i ed ) :  

Pop the  top goal o f f  the goal s t a c k .  

2 .  Otherwise ( i . e . ,  t he  top goal i s  no t  t r u e )  
a .  Find all the  operators  which have an ADD LIST condi t ion  

matching the top goal which i s  t o  be m e t  ( s e e  Sect ion 
2 . 3 . 5 ) .  

b .  I f  no operators  a r e  found, backtrack ( see  Sect ion 2 . 3 . 4 )  

c .  Otherwise ( i . e . ,  operators  were found),  i f  more than one 
operator  r u l e  was found, s e l e c t  the "bes t "  r u l e  t o  use ( see  
Section 2 . 3 . 6 ) .  

d .  I n s t a n t i a t e  the  parameters o f  the s e l e c t e d  r u l e  t o  those 
required by the  t o p  goa l  condi t ion ( see  Sect ion 2 . 3 . 7 ) .  

e .  Push the  preconditions of  t he  i n s t a n t i a t e d  operator  r u l e  
onto the  goal s t a c k .  

C .  I f  a j o b  plan w a s  found, c r e a t e  the  t a s k  t r e e  f o r  t h e  Dynamic Task 
Allocator  ( see  Section 2 . 3 . 8 ) ;  

otherwise,  s i g n a l  that a p l a n  could no t  be found. 

The cu r ren t  planning algorithm ends the  search with the  f i r s t -  
obtained p l an  t h a t  reaches the  goal  ( o r  with a message t h a t  a plan could 
no t  be found), without attempting t o  f i n d  an a l t e r n a t i v e  p l an .  Although 
t h i s  method i s  no t  i d e a l ,  f u r t h e r  research must be undertaken t o  a s c e r -  
t a i n  how t:o d i s t i n g u i s h  the  "goodness" of  var ious a l t e r n a t i v e s .  A Job 
Planner which could der ive plans t h a t  are optimal i.n t e r m s  of l o g i c  
( t h e  most "sensible"  pl.an) , c o s t  ( t h e  p l an  with the  fewest number of 
o p e r a t o r s ) ,  o r  t i m e  ( t h e  plan quickest  t o  execute) would be much more 
powerful. 
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2.3.1 Determining When the Top Goal is True 

The goal condition at the top of  the goal stack is found to be true 
in the following ways: 

The goal condition matches a planning world model condition 
exact Ly . 

The goal condition has an uninstantiated parameter (denoted 
by the first character being ' * ' )  which, if instantiated to a 
parameter of an existing environinental. condition, will make the 
goal true ( c . g . ,  the goal  "At(Hand,*curr l o c ) "  will match the 
environmental condition "At (Hand, Pin1 : Grasp-pos) '' if "*curr - loc" 
is instantiated to " P i n 1  Grasp-pos") . 

The goal condition requires an object of a certain type 
(denoted by the first charact-er being ' # ' )  ~ and a condition 
exis ts  with an iristant.iated parameter of this type ( e . g , ,  the 
goal "Grasped(XS-pin)" will match the environmental condition 
"Grasped~S-pi-n-l) " >  . 

If the above process determines that the t o p  goal must be 
instantiated to particular values to be true, A L L  of  the parameters of 
the corresponding operator rule must be instantiated consistently with 
the values required by the current goal  condition. Refer t o  Section 2.3.7 
for more details. 

2 . 3 . 2  Applying ADDJbDELETE LIST Conditions 

Applying the ADD LlST condiuions i s  done simply by adding the ADD 
LIST conditions to the list of  conditions w h i c h  describe the current 
planning world model, 
the current planning world model for a match o f  each of the DELETE LIST 
condi t. i ons . All inii tela i ng  conditions are deleted from the world model. A 
"matchtt can either be an exact match, OK a sitxiation in which the DELETE 
LIST condition type ( e .  g .  Grasped, Placed, etc. > matches an envirormental 
model condition type, and the unmatchirig DELETE LIST parameters equal ' - ' 
(meaning "anything") . For example, the DELETE LIST condition "At(Hand, - ) I '  

matches the envjrotirncntal  condition "At(Hand,S pLn-l:Mover pas)"" Thus, 
t h e  "At(tiand, S pin 1 :Hover.--pos)" condition wourd be deleted from the 
environmental model. 

The DELETE LIST conditions are applied by searching 

2.3.3 Building the Execution Monitoring Table 

The Execution Plonitoring Table (EMT) is built as the job is planned. 
As each new operator is added t o  the j o b  p l an ,  an EMT entry for that 
operator is created. The entry consists of  the instantiated preconditions 
of  the new operator, a set of continuing conditions, and the instantiated 
ADD and DELETE 3 ists o f  the current. condition. The continuing conditions 
are those conditions which were on the ADD LISTS of  earlier operators b u t  
have not yet appeared on the PRECONDITIONS list of a subsequent operator. 



Once the j ob  is planned, the Execution Monitoring Table is available to 
the Automated Monitor for use during j o b  execution to detect problems i n  
task execution. Refer to Section 3.2 for more details on the use of  the 
Execution Monitoring Table.  

2 . 3 . 4  Backtracking 

Backtracking will be required when, diiri.ng the course of  accomplish- 
ing one o r  more of the preconditions of an operator, one or more of  the 
previousJ-y-met preconditions of  that operator was (were) "un-done" - - - 
i.e., it (they) became false. An alternative use of  the operators to 
achieve the preconditions must be found. To handle this type of  scenario, 
more sophisticated planni-ng techniques must be utilized, such as the use 
of critics in the NOAH planning system [ 1 3 ] ,  or the use of constraint 
posting in the MOLGEPJ System [14, 151. The backtracking technique must 
be suffi-ciently intelligent to recognize previously attempted planning 
paths to avoid infinite searches for a job plan, or cycling; without such 
intelltgence, the job planning algor-i.thm is not guaranteed to terminate. 
A backtracking technique has not been implemented in the current job 
planning system. 

2.3.5 Finding an Operator with an ADD LIST Condi.tion Matching the Ciirrent 
Goal 

A match of the top goal on the stack with an operator ADD LIST 
condition is found when any of the  following are true: 

The top goal matches an ADD LIST condition of an operator ru l e  
exactly. 

The type o f  the t o p  goal condition ( e . g ,  Grasped, Handempty, At, 
etc.) is the same as an ADD LIST condition of  an operator, and 
the non-matching parameters in the ADD L I S T  condition are 
uninstantiated (i.e., the parameter begins with ' * ' )  . For 
example, the goal "Grasped(Casing1)" will match tilie ADD LIST 
condition "Grasped(*obj ect)" if 8t*objectt' is instantiated t.o 
"Casingl. I' 

The type of the top goal is the same as an ADD LIST condition o f  
an operator rule and the non-matching parameters in the ADD J J S T  
condition are uninstantiated objects o f  a cert.ai.n type (i.e., the 
parameter begins w i t h  ' # I ) .  

2,3.6 Selecting the "'BestiP Rule to Use Wnen More Than One is Available 

Depending upon the applicat:ion, action operator rules can be designed 
to allow more than one operator to be used to achieve a desired condition 
(for example, there may be more than one way to perform an assembly t-ask) . 
In these situations, a method must he incorporated f o r  sei-ecting the 
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"best" rule to use, This selection is accomplished using two heuristic 
measurements: percent-achieved (PA) and percent-difficult (PD). 

The percent-achieved factor gives the percentage of the rule's 
preconditions that are currently met in the planning environmental model. 
The percent-difficult factor gives the percentage of the currently-met 
preconditions which are "difficult" to achieve. As explained in Section 
2.2.5, this factor is based upon the conc:ept that. some conditions are 
#'easier'' to be met than others. From a set of applicable operators, the 
one with the highest PD factor is selected; however, if the rules have the 
same PD factor, the selected rule is that with the highest PA factor. If 
the rules still tie, the rule found first i s  arbitrarily selected. 

2.3.7 Instantiating Parameters 

In this report, the term "instant ia te"  refers to the process of 
binding a variable (parameter) to a specific value. For instance, 
instantiation of the variable "*object I' to "Spacer" i n  the condition 
"Grnsped(*object)" would result in "Grasped(Spacsr) . ' I  It is very 
important that when a pararrieter o f  a rule is instantiated, all other 
instances of  that parameter i n  the rule are instantiated equally for that 
particular use of the ru le .  

When instantiating the parameters of a condition o r  rule, it is 
useful to be able to instantiate only a portion of a parameter, rather 
than the entire parameter. For example, consider the following rule: 

Place(*ohject,*Znc): PKECONDI'J'IONS: Grasped(*object) 
Found(*loc) 
At(Hand,*loc>hover - pos) 
END 

DELETE LIST:  END 
ADD - uST: Positioneci(*objeet ,*lot) 

END 

in which "*lot" is to be instantiated t o  " S i t e  I 1." T h e  Job Planner will 
replace only the exact  character st:ring "*lot" with "Site 1," rather 
than the entire parameter, resulting in the following (notice the "At" 
condition): 

Place(*object,Site - 1 ) :  PKECONUITIONS: Grasped(*object) 
Found(Site-1) 
At(Hand, Site- bhover-pos) 
END 

DELETE-LIST: END 
P,DD-T,IST : Positioned (*ob j ec t , S i.tx>-l.) 

END 

In this example, the " A t "  condition became "At(Hand, Site-l>hover-_pos) " 
rather than "At(l-Iand, S L t e  ._ 1.) . It An additional instantiation of  "*object" 
to, for example, "Lever" would complete the instantiation of  this rule. 
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2.3.8 Creating the DTA Task Tree 

This s t e p  i s  necessary t o  convert  the  der ived job  plan i n t o  a format 
useful. f o r  the  Dynamic Task Allocator  (DTA) . The DTA expects t he  job 
p l an  i n  the  form of a task t r e e  that  gives a h i e r a r c h i c a l  breakdown of  
t he  job  t o  be performed down t o  the  elemental  sub-subtask l e v e l .  The Job 
Planner c u r r e n t l y  plans a t  t he  subtask l e v e l  - - -  t I ia t  i s ,  the  operators  
a r e  equivalent  t o  subtasks i n  DTA terminology. Since these operators  
(subkisks) a r e  n o t  the  most elemental ac t ions  t h a t  the  human and the  
robot  can perform ( f o r  example, the  robot operates  a t  the  lowest l e v e l  i n  
j o i n t  r o t a t i o n s ) ,  add i t iona l  research s h o u l d  be performed t o  determine the  
breakdown o f  t he  ac t ions  t o  the  most p r imi t ive  1-evel. I n  the  meantime, 
t he  J o b  Planner provides t h i s  information t o  t he  Dynamic Task Allocator  
by equating the  subtask information with the  elemental  sub-subtask da ta .  
The only exception to t h i s  i s  i n  the  case of the F T N D  and M0VE-m 
a c t i o n s ,  which, i.n the  cu r ren t  implementation, must be performed by the  
same resource and not  a l l o c a t e d  sepa ra t e ly .  This i s  due t o  t h e  cu r ren t  
l imi ta t i -on  of human-robot communication whi.ch does no t  f a c i ~ l - i t a t e  r ap id  
coriunicati .on of ob jec t  l oca t ions  between t:Pre: huiian and the  robot .  The 
F I N D  and MOVE-ARM ac t ions  thus become elemental sub-subtasks of a common 
subtask,  which w i l l  then be al1ocat;ed as one u n i t  by the  Dynamic Task 
Allocator .  Logical ly ,  then, a sample t a s k  t r e e  f o r  a p o r t i o n  of  the  
Cranfield assembly appears as shown i n  F i g .  2 .  The Job Planner converlzs 
i t s  p l an  t o  t h i s  t r e e  format and w r i t e s  t:he r e s u l t s  t o  a fi.1.e f o r  the  
Dynamic Task Al loca to r .  Refer t o  the Dynamic Task Allocat ion documenta- 
t i o n  i n  [lo-121 f o r  more d e t a i l s  on the  t a s k  t r e e  format: and the  Dynamic 
Task Allocat ion met:hodol.ogy . 

2 . 4  AN IMPLEMENTATION OF THE JOB PXANNER 

The job planning algorithm has been implemented using tihe 
programming language, f i r s t  on an IBM-PC,  and Ctien on an O S - 9  68020 
system. A demonstration scenario w a s  s e l e c t e d  t o  i l l u s t r a t x ?  the  resuh t s  
o f  the  symbiont a r c h i t e c t u r e ,  including the  job planning and execution 
moni-toring methodologies. The t a s k ,  c a l l e d  the  "Cranf i.el.d Benchmark 
Assembly/Disasseilly, I' r ep resen t s  fundamental c h a r a c t e r i s t i c s  of prac t i- 
tal small component mani-pulation t a s k s ,  and was developed as a European 
benchmark by the  Cranfield Robotics and Automation Group a t  (:he Cranfie1.d 
I n s t i t u t e  o f  Technology i n  Bedfordshire, England [ 2 ] .  Figures 3 and G 
i l l u s t r a t e  the  Benchmark i n  the  di-sassembled and assembled s t a t e s .  A s  

c a s ings ,  1 l e v e r ,  1 space r ,  1 peg, 4 l a rge  p i n s ,  and 8 s m a l l .  p i n s .  The 
ac t ions  required t o  assembl.e/disa.ssernble the  Benchmark include Grasp, 
Release,  I n s e r t ,  Pl.ace, Move .- A r m ,  and Find. 

" C "  

shown i n  these p h o t o s ,  the  Cranfie1.d Benchmark c o n s i s t s  of 1.7 p a r t s  - - -  2 

After  being provided with t h e  a c t i o n  operator  r u l e s  l i s t e d  i n  
Appendix A ,  t he  i n i t i a l  environmental condi t ions given i n  Sect ion 2 . 2  I 3 ,  
and a goal condi t ion of "Assembled(Benchmark)," the  Job Planner derived 
a j o b  p l an  containing 119 a c t i o n s ,  as shown i n  Appendix B .  Note t h a t  the 
a d d i t i o n a l  inputs  oE ob jec t  types and condi t ion d i f f i c u l t i e s  discussed 
i n  S e c t i o n  2 . 2 . 4  and 2 . 2 . 5  were not  required,  s ince  the  a c t i o n  operator  
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, 

aAssemble(Benchmark) 

Place(Casing1, 
Jig-lower- 

center) 

Find(Casing1: Move-Arm Grasp(Casing1) Find(Jig- Move-Arm Place(Casing1, 
Hover__pos) (Curr-Loc, lower- (C u r r-l oc, J ig-l o we r- 

Casing1 : center) J ig-l owe r- center) 
Hove r-pos) center) 

= subtask 0 = elemental sub-subtask 

Fig. 2. Sample Task Tree. 

Fig. 3. Granfield Benchmark in Disassembled State. 
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Pig. 4. Assembled Cranfleld Benchmark. 
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r u l e s  i n  t h i s  example do not  use preceded with "#" ,  and no t w o  can r e s u l t  
i n  the  same e f f e c t ,  

The processing time requi red  t o  p lan  t h i s  j o b  on an O S - 9  68020-  
based system was approximately 20 "wall  c lock" seconds.  The increase  i n  
processing t i m e  with increas ing  j o b  p lan  Length f o r  t h i s  sample s e t  of 
opera tor  r u l e s  i s  l i n e a r ,  requi r ing  approximately one second €or every 
s i x  acti .ons i n  the  p lan .  Of course. ,  t he  planning time requirements f o r  
the general  case w i l l  be dependent upon the number o€ opera tor  rules 
u t i l i z e d  and t h e i r  complexity. Although not ins tan taneous ,  t he  t y p i c a l  
processing time shou1.d be qui.te acceptable  for t he  app l i ca t ions  envisioned 
f o r  t h i s  type of p1.arining system. 
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3 - 1  

In t he  hunaa-n-robot symbiont the Automated Monitor module f u l f i l l s  
the  execution monitoring r e s p o n s l b i l i t i e s  dur Eng t a s k  performance. In  
t h i s  r o l e ,  s eve ra l  key funct ions a r e  provided by the  Automated Monitor, 
a l l  o f  whlch revolve around the  observat ion of the t a s k  execut ion and the  
s e l e c t i o n  of appropr ia te  actions t o  be taken based upon the  observat ions I 
F i r s t  o f  all, the  Automated Honitor is respons ib le  f o r  de t ec t ing  when 
problems Ln task exeeaatFon have occurred - - a p a r t i c u l a r l y  i-mportant 
func t ion  s ince  the env5rnment: is assumed t o  be h o s t i l e .  This aspec t  of  
the Automated Monltor focuses on the  importance of sensing and the  
In t eg ra t ion  o f  t he  planning and senslng opera t ions .  After  determining 
t h a t  a problem has occurred,  the  Automated Monitor proceeds t o  perform i t s  
second func t ion  - -  working trs der ive  a modified j o b  p lan  t o  reach t he  goal 
i n  spite of  the t ask  execution problem. 
approach t o  th5s r e s p o n s i b i l i t y  Is t o  r e -use  the  e x i s t i n g  j o b  p l an  t o  the  
f u l l e s t  extent  p o s s i b l e  co prevent a needl.ess w a s t e  sf t i m e  i n  
re -p lanning .  The ability t o  recover from execution e r r o r s  is a key t o  
improving the  perf~rniance of the symbiotic system and t o  t h e  reduct ion of  
the fragS.1-Lty o f  the systerri. The t:hird duty of  the Automated Monitor i s  
t o  maintain the consis tency between the r e a l  world and t he  knowledge 
bases .  T h i s  feixacticm 2 s  of para-icular importance t o  t he  computerized 
elements of t h e  ::ymbisnt;, since they r e l y  on the  accuracy of the knowledge 
bases t o  perform t h e i r  tasks. 
Mon:i.t:onr ts to ohserve the actxal. performances of the  resources  (human and 
robot)  during t a s k  execution and a d j u s t  t he  resource c a p a b i l i t y  parameters 
as necessary t o  reflect the t r u e  resource c a p a b i l i t i e s .  This func t ion  i s  
s i g n i f i c a n t  f o r  the  Dynamic. Task Al loca tor ,  s ince  i t  uses the  c a p a b i l i t y  
parame17ers t o  de r i v e  approprj~ate (;ask a l l o c a t i o n  recommendations I 

The philosophy behind the  

The f i n d  r e s p o n s i b i l i t y  of the Automated 

Al.thougE1 a l l  four of the Automated Monitor func t ions  a r e  important ,  
t h i s  r epor t  focuses on the f i r s t  t w o :  de t ec t ing  problems i n  t a sk  
execution and recovering from those problems. The following sec t ions  
provttle inore r9ct:ail 0x1 fhese func t ions .  

3.2.1 using Executjton 

A number of sensor-based execution monitoring s t r a t e g i e s  have been 
inves t iga t ed  i n  t h c b  l i t c r a t u r e  ( f o r  example, [ L , 6 ] ) .  While s eve ra l  o f  
these  approaches wtrauld apply t e a  symbiotic systems, the monitoring approach 
developed f o r  this pr::Je?ct w a s  s e l ec t ed  to c o r r e l a t e  with t he  j o b  planning 
methorlskogy descr ibed In  the earlier sect ion.  T h i s  c o r r e l a t i o n  i s  cru- 
cial, s ince  the Jab Planner possesses the  knowledge requi red  t o  success-  
f u l l y  monitor j ob execut ion.  
for the  d e t e c t i o n  of  p r ~ t a l e ~  i n  t a s k  execrmt-ion. 

T h i s  s e c t i o n  descr ibes  t-hc methodology used 

Mow adept ly  the  Automated Monitor can d e t e c t  t h a t  a problem has 
occurred i s  d i r e c t l y  r e l a t e d  t o  sensor feedback; n o t  only must sensor  



feedback be available to the Monitor, but the sensors must also be 
measuring parameters that  provide insight to t he  process being monitored, 
For examp1.e manipulation-related conditions such as "Grasped(-kobj ect) , 
"Handempty, or "At(Hand,*loc), can be verified using sensors such as 
force/torque, gripper width, tactile ~ and end-effector position sensors, 
whereas obj ect-relationship conditions, such as "At(Wrench,Toolbox) , '' 
"On(J3oxl Box2) ~ or "Connected( Boltl, Pla t e4 )  , I' can be verif ied using 
vision sensors. The basic concept is to compare the current (usually, 
preprocessed) sensor readings with the expected sensor readi-ngs at 
critical. poincs in time to determine if any inconsistency is detected. 
If s o ,  the human in [:'tie human-robot symbiotic system i s  informed of the 
inconsistency to verify tihat a problem exists, and is requested to 
intervene in the task execution if necessary. 

To accomplish this ,  the Automated Monitor use:; the following 
methodology : 

Def ine : 
Available seiisor suite : 

S = {si, s 2 ,  . . .  , sn), where x? = total number o f  sensors 

Generic types of conditions describing the environment: 
c = ( C l ,  c 2 ,  . . .  , Cml, where in - nimber of types of  conditions 

Actual sensor readings at a given point irr time: 
l? = (q, T 2 ,  . . .  , ' * I  

~n addition, for all ciP let vli, ~ 2 i ,  , equal the setx of valid 
sensor readings expected for each of the n sensors for condition ci, 
where : 

. . . 

Then, for an expected condition ci, if rj = vij , j = 1, 
s e t  Vi, no problem exists, and execution can proceed normally. Otherwise, 
a discrepancy has been detected and t3ie human w i l l  be notified of  the 
potential problem. 

. . . , n for some 

A s  an example, assume that the available S ~ ~ S Q T  suite, S ,  equals 
(taccile, gripper-width, position), and that the generic conditions 
describing the environment, C ,  a r e  (Grasped(*object), Handempty, 
At(tland,*Poc)). Further assume that the tactile sensor returns either 3 
0 or a 1, meaning "no object senseda' or "object sensed," respectively; 
the gripper-width sensor returns a non-negative number indicating the 
width of  the gripper (0 implies closed); and t h a t  the position sensor 
returns the three p o s i t i o n  coordinates (x, y,  z )  and three orientation 
angles of the end-effector. Then, f o r  each condition in C ,  the sets of  
expected sensor readings Vi can be derived RS follows: 

for c1 = Gra.sped(*object), 

V I 1  = ( 1 , >o, - I 
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far c2 = Handempty, 

for c3 = At(Manad,*loc) 

(where ' - '  means the rending is not applicable, or does not matter) 

Now, assme that: ,at a certain point during task execution, the 
Automated Monitor expects the  condition "Crasped(*obj ect) '' to be true. 
It obtains the actual. sensor readings and finds that: 

R = { tactile-reading = 1, 
gripper - WCdth = 2 .5 ,  
position = ( 3 , 4 , 5 , 9 6 , 4 5 , 6 0 )  1 

Comparing these readings to the expected readings, V1l, it determines that 
1 = 1 (tactile), and 2.5 > 0 (gripper-width) , so the "Grasped" condition 
appears to be true.  One modification to V 3 . i  could be to make the expected 
gripper width equal the actual width of the object being grasped. 
would aTlow verification that the correct object is being grasped, rather 
than just any object. 

T h i s  

1 2 The two sets of valid expected sensor readings, V 2 and V 2 ,  for c2, 
"Handempty," correspond to the gripper being either open or closed with 
no held object. In these sftuatlans, if the tactile sensor detects 
notllaing the gr ippe r  sensor readLng is immaterial I whereas, if the gripper 
width I s  zero, the tactile reading is unnecessary. In either case, the 
position sensor i s  not applicable. 

The information dsbe Automated Monitor uses ta  make these comparisons 
comes directly from the information on the conditions that must be true at 
any given point in time. The question thus becomes - -  Wow does the 
Automated EP*oniton- know what conditions must be true at any given point in 
time? A t  first- glance, it might appear that the information would come 
from the current a c t i o n  being performed. However, consider the action of 
movjng the robot arm from point 'a' to point ' b '  . The action is the same 
regardless of wheeber QZ nor an object is being grasped during the move, 
but the sensor readings are not the same. Instead, what is required is 
detailed knowledge about thr overall plan to be executed, not just the 
current action. 

Since the .Job Planner knows the overall Intent of the p lan  to be 
executed (i.e., ir knows the goal. and subgoals) , it can provide informa- 
tiion to the Automated Monitor on what condjtions shauld be true at any 
point duarLng the execution of the plan. 
the Automated Monitor in  the form of an Execution Monitoring Table (EMT), 
which ineludes the expected c:onditions both prior to subtask execution 
(preconditions) and during subtask execution (continuing conditions). 

This information is relayed to 



Recall t h a t  the Job Planrw1- produces a 1 is% o f  ac t ions ,  '1, . . . P t,, 
such t h a t  the goal condi t ion g i s  t rue  subsequeat t:o the 3xeczltlon of 
ac t ion  t n .  The EMT, then,  cons i s t s  of t lre  following f o r  cacti t a sk  
t k ,  1 I k s n: 

PWECONDITTONS : P r e ~ ~ ~ i d i t i o n s  Pk, nE action t p x  
CONTIN-UING CONDITIONS : All ADD LIST conditi o m ,  A ,  of  prevj  011s 

tnska tl, . . . ,  tk-1, which have. not  y e t  appeared on the 
PRECONDITIONS l i s t ,  P ,  o r  DELETE LIST,  11, o f  a subsequent 
task. 

ADD LIST CONDITIONS: ADD LIST condi t ions ,  A ,  of ac t ion  V k  
DELEFK L I S T  CONDITIONS : DELETE L1S'C condi t ions ,  D ,  of  ac t ion  t k  

The intuit3ota 1:ehind tho  cornposition of  the set of coneinuing 
condi t ions i s  t h a t  the e f f e c t s  of tasks i n  a j o b  plaii  should remain I.ruc 
unt il they a re  needed as preconditions o f  a later t a s k ,  o r  u n t i l  they 
are n i r l l t f i ed  by a l a t e r  task .  Fut,ure enhanceixnts t o  t h i s  r u l e  could 
1) d i s t ingu i sh  between des i red  effects of o p e r a t ~ s  and s i d e - e f f e c t s  
(which are not rweded by any fu~:iire t a s k ) ,  and 2) al low condi t ions t o  
remain i n  the s e t  of  continuing condiilorns w h e n  needed by more than one 
subseqirent task. The use of tho: ADD and DELETE LIST condi t ions i s  
described i n  Section 3 . 2  3 .  

Using t h i s  t a b l e ,  the Automated K O n i . t o r  i s  thus able t o  compare the 
act:ual sensor readings: t o  (:lie expected sensor readings bath p r i o r  t o  and 
during t a sk  execution t o  detect prahlems i.n task e x e c t i t i o n .  Once a 
problem ex7ent  has been cleLect:cd during task execut ion,  the Auironated 
Monitor works witih the h w a n  to resolve ths probl.ernl s ince  the hiumarn can 
more easi.1.y determine the s ign i f icance  o f  2 detected problem F i r s t ,  the  
human could  insC:.ruct the HoniCor t o  simply ignorE the  problem and continue 
with task execution. Presumably, the supposed problem . is ac tua l ly  a f a l s e  
alarm, s o  no cor rec t ive  acti.im needs t o  be taken .  Secsadly,  t:he human can 
i n s t r u c t  the Monitor to  r ea l loca te  tine t a sk .  In  t h i s  s i tua t i -on ,  the  human 
bel?-eves t h a t  .::he cur ren t  sub-cask can be performed, b u t  t h a t  the o ther  
resource (human o r  robo t )  would have a b e t t e r  chance o f  successfu l ly  
compl.eting the subtask.  I n  t h i s  s i  t ua t ion ,  the Xonitsr  would infor-iii the 
Dynamic Task A l l ~ c a t o r  of  the human's requesr ,  and the Allocator would 
re-al . lncate  the cur ren t  subcask. Ta.sk execution would  s t a r t  anew while 
tlie newly-assigned resoiurce attempted the subt:ask. 'The f i ~ 1 0 1  opt ion 
ava i lab le  f o r  the human i s  t o  i n s t r u c t  the Automatied Monitor t o  replan the 
job .  In  t h i s  c i rc-uis tance,  the huian rea!.izes t h a t  the ciiri-eiit j o b  plan 
is not s u f f i c i e n t  t o  correct the problem7 and a new o r  reutsed p l a r ~  must  
be der ived.  S e c t l o n  3 . 3  provides d e t a i l s  on this replanning s t r a t egy .  

3 . 2 . 2  Usbng Expected Execution Tine 

I n  addi t ion  iu the knovlpdge available i n  the Execution Monitui- 
ing Table,  the Ai i t r xna ted  Monitor can a l s o  obta in  knowledge from the  
Dynamic Task Allocator  concerning the exp~cted subtask cornple~ion t i m e .  
Typical ly ,  t h i s  information wil l  be used during the performance of d 

job  that was allocal-ed based upon a policy of minirniziILt: rhe expected 





Let p - ( P I ,  p 2 ,  e . . ,  p j )  the  s e t  of j probl.em events t h a t  
the Aueomated Monitor is able  t o  
cllstect and ~ ~ C G V ~ K  from 

FX =-= ( F 1 ,  F2 ,  . . ., F j )  the s e t  of  plan f i x e s  f o r  each 
event:. in P 

where : 

. . .  1 the  I . i s t  of subtasks t o  be 
i n s t a n t i a t e d ,  then i n s e r t e d  i n t o  
the plan t o  recover from the 
problem event i 

Then, when a problem event pk E P occurs ,  the subtasks i n  set  Fk E E'X a r e  
i n s t a n t i a t e d  appropriately and i n s e r t e d  i n t o  the  job  p l a n  p r i o r  t o  the 
subtask during which the event occurred. 

A s  an example, assume that: the Automated Monitor is  ab le  t o  de t ec t  
an objec t  being dropped. Thus, the s e t  P = {dropped(*objeet) 1 .  Further 
assume t h a t  during the execution of a "Move .... Armr1 ac t ion ,  the Monitor 
de t ec t s  t h a t  an o b j e c t ,  say a "Lever," has been dropped - -  t h a t  i s ,  
"Grasped(Lever)" i s  no longer true The Automated Monitor consul t s  the 
human, who i n s t r u c t s  the Monitor t o  replan the  j o b .  This causes t h c :  
Monitor t o  look up the p lan  f i x  for a dropped o b j e c t ,  F1 ,  which c o n s i s t s  
of the following tasks:  

F1 - { Find(*object) 
MoveArm(.kobj ect: Hsver-.pos) 
Grasp (*ohj ect) 1 

The Monitor must determine the i d e n t i t y  of t h e  dropped objec t  by 
e x t r a c t i n g  the o b j e c t ' s  n a m  from the "GrasFed" condi t ion ( i n  t h i s  case ,  
"Grasped(Eever) " )  of  the Execution Monitoring Table condi t ion which became 
unerue. The plan f i x ,  F1, is then i n s t a n t i a t e d  t o  become: 

These tasks  a r e  then i n s e r t e d  i n t o  the j o b  plan p r i o r  t o  the Move - A r m  
a c t i o n  t h a t  was being performed, and a r e  given t o  the Dynamic Task 
Allocator  €or a l l o c a t i o n  t o  the human o r  the robot .  Once human approval 
i s  obtained, t a sk  execution begins again t:o re -grasp  thc Lever. If the 
problem event had not been a oremnbear of  s e t  P ,  the  Monitor would have 
i n s t r u c t e d  the Job Planner t o  undergo complete replanning t o  c o r r e c t  
the problem, s ince  a simple f i x  i s  unavai lable .  

T h i s  methodology has been implemrnted i n  " C " ,  first: on an IBM-PC, 
and then on an OS-9 68020-based system, and t e s t ed  w i t h  the  Cranfield 
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Benchmark scenarho discussed in Section 2 . 4 ,  A portton o f  a;he Execution 
Monitorlrag 'Table p ~ ~ : e r ; ~ t c ? d  by the Job Planner an3 use 
Monitor is given in Appendix 6 .  In the demonstratlon set-ups the senscam 
available to the ~~~~~~~~~ Monitor were the t ac t i l e ,  gripper-width, Eorce- 
torque, and end-effector position sensor6 it11 these sensors ~ the 
Automated Monitor cclasld monitor che conditions ""Grasped, " A t ( H a n d ,  *lac) " 

and "Handempty," thus allawing the detection of p ~ ~ b ' k e m  ewntii such as 

Monftsr was a l s o  able to maanitor the elapsed execu thn  time to warn the 
human when task execution time w a s  exceeding the expected time. The 
Automated Monitor suc(xe.*s f u l l y  detected these problem events wirh 
simulated sen~ors ring a task execution simulaticsn and worked with 
 be kiemarr to resolve  he problems ~ usfng che replanrririg s t ra tegy  when 
requested . 

by the Automated  

'8012-j ecr, dt-~ppt.d~q or n ' ~ ~ t ) j  ~ X P .  not  graspe9~ as expecc-ed. 11 m e  Autotnatrea 
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Within the architecture developed to illus trace h m m  -machine 
symbiosis, i t  is cruchal. that a11 of the reasoning modules work togE56i.t.her 
for the sharing of knowledge arid the transfer of  control ... This character- 
istic is particularly important durfng task r?xectati.can w h n  problem events, 
task failures, or even normal task completions occur. Each 01 t.he modules 
must be able to determine the current s t a t e  of the  symbiont. Synchronized 
program flows were developed arid implemented f a r  the Job Planner ,  Dynamic 
Task Allocator, and Automated Monitor to allow the knowledge-sharing and 
transfer of control to occur. These program flows are shown in Figs. 5 ,  
6 ,  and 7.  Inter-module comanunication w a s  accomplished by the sending and 
receiving of messages between modules, Jmplemented in the O S - 9  sys txm as 
p l p e s .  With these program flows and thatoiizgh the usc of messages, the 
high- level reasoning modules (Job Planner Dynamic T a s k  All ocator ~ and 
Automated Monitor) successful Ty cooperated in the s i m u l  a t:iona of a symbiont 
execution which included problems in subtask rxecut-hon 
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5.0 CONCLUSI 

Methodological approaches to job  g l a n n h g  and executLon monitoring in 
a hwan-robot symbiotic system have been presented and discamsed. These 
approaches have been shown to be successfslP f o r  plannlng and monitoring 
a simulated task execution containing problem events. 
should proceed toward interfacing these mcpCEuLes w i t h  r e a l  ~ l o s o r s  during 
task execution on actual hardware to alllow fur thcr  testing of the planning 
and monitoring strategies,  
ology should concentrate on the devePepment of  hierarchical and o p t i m a l  
job plans, along with planning using incomplete information. Automated 
Monitoring capabilities can be enhanced w’ieln the avail abfl i t-y of more 
sophisticated sensors, such as V ~ S ~ Q X I .  The capabi l i ty  to analyze and 
interpret such complex sensors  for use during joh execution would greatly 
expand the execution monitoring p o t e n t i a l .  

Continuing w ~ r k  

Continued enhaneemene: of the plannlng method- 



I Initialize JP (createicpen pipes, etr: 1 
I___. ....... ......- 

-.... 

..... 

processes 

Tell HMI thzl the tasks 
have been planried 

I__ ___- ....... ____ ..... _-_- 

Fig. 5 Job Pi&?i?p,r P r o g r a m  %In%- 



Initialize DTA 

d 

I 

Initialize this job 1 

not okay I 
Wait for AM begin signal replanned 

Real locat e subzas k 



I initialize -AM 1 
onitor Program Flow 

exit 

1 initialize this iob! 

1 teli JP  that AM is ready/ 

tell DTA task cannot be restarted I 
1 

6 

W 
0 

Fig. 7 .  Automated Monitor Program Flow. 



31 

6 ,  

1. Chern, M-Y. "An Efficient Scheme for Nonitoraring Sensory Conditions 
in Robot Systems2" Proc .  of XEEE I n k .  Conf. on Robotics ,  Atlanta, 
298-303, (1984). 

2. Collins, K. I A .  M, Palmer, K. Raehmill, '"e Deuel.opment of a 
European Benchmark for Che Cornpasison aE Assembly Robot Programming 
Sysr;ems, '' Proceedings, Juxie 198s Robots Europe Conference ~ Brussels, 
Springer-Verlag, (1985). 

3. Fikes, R .  E. and M. J. Milsscan, *STRIPS: A New Approach to the 
Artificial Application O €  Theorem ProvVing to Prtal:,lem Solv ing  

Intelligence 2 189 -208 ( 1 9 7 1 ) .  

4 .  Fikes, R .  E., P. E .  Hart, and N. J. Nilsson, "Learning and Executing 
Generalized Robot A r t i f i c i a l  intelligence 3 ,  251-288 (1972). 

5 .  Fikes, R ,  E . ,  "Monitored Exe?cukion G F  R o b o t ;  Plans Produced by 
STRIPS, 'I Proc. 1F7P Congress 7 1  (1971) .  

6 .  G i n i ,  M. , 'tSsymbolic and Qual i t a t i v c  Reasoning for EIXQX Recovery in 
Robot Programs Langraz3gt2s fcas Sensoji -Based sJor-ltt-01 i n  Robotics, 
U .  Reubeld and K. Hoermeah, e d s . ,  Springer-Verlag, (1987). 

7. Harmon, S .  Y., "Dynamic Task AEEscation and Executl.orn Monitoring in 
Teams  of Cooperating Humans and R c s b ~ & s , ' ~  1985 Workshop on Human- 
Machine Symbiotic Systems Proceedings, O M U  8c3\C-140, CESAR-89/19, 
Oak Ridge, T N ,  (1988) .  

11. Parker ,  I,. E., and F. G .  P t n ,  "A Methodology for Dynamic Task 
Allocation in a Man-Machine S y s t e m ,  Methndshogies for Intelligent 
Sys terns, Z . W. R a s  and 14. Zernanko-va, eds . ~ Wnr-tkn- tlo1.land J'Jew York , 
488-495 (1987) 

12. Parker, L.  E . ,  and E'. G .  P . i x l ,  ' ' D y n a m i c  Task A l l o c a t i o n  for  
Man-Machine Symbiotic System, 'id OREJ/TM-l0397 ~ J u n e :  31987. 

1 3 .  Sacenrdoti, E. D I , A Structure f o r  P l a n s  and Behavior, N o r t h - H o l  l and ,  
New York (1977) .  



32 

14. Stefik, M., "Planning with Constraints (MOLGEN: Part I)," Artificial 
Intelligence 16, 111-140 (1981). 

15. Stefik, M., "Planning and Meta-Planning (MOLGEN: Part 2 ) , "  Artificial 
Intelligence 16, 1.41-170 (1981). 

16. Vere, S ,  A . ,  "Planning in T i m e :  Windows and Durations for Activities 
and Goals," IEEE Trans. on Pattern Analysis and Machine Intelligence 
5(3), 246-267 (1983). 

1.7. Wilkins, D. E., "Domain-lndependent Planning: Representation and Plan 
Generation," Artificial Intelligence 22, 269-301 (1984). 



A -  1 

APPENDIX A 

EXAMPLE ACTION OPERATOR RULES 
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Comple te-Assemb1.y ( Benchmark) PRECOND I'ICIONS : 
Positioned( Cas i n g l  J ig-._lower-center) 
P o s  i t: i o  ned ( Lever, J i g-axi s ) 
Positioned(Spacer,Casing-l-bottom__cdge) 
Inserted(Large-pin-l , Casi.ng...l_bottom..-lef t-hole) 
Ins e r  txd ( Lar  ge-p in---? , Cas ing - lbo  t: tom-r ight-ho l e  ) 
Inserted(T.,arge_pin-3, Casing_l-top_-left_hole) 
Inserted(Large-pili-4, Casing_.l_top-right-hole) 
Inserted(Peg,Casing_-l-center - ho le )  
Posit ioned(Casing2,Jig upper-center) 
Inserted(Smal1-pin 1, Casing-lbottom-side - l e f t  ho le )  
In s  e r t e d ( Sina 11-p i n 1 2  , Cas ing-1 b o t  tom--s i de-r i ght-ho 1 e ) 
Inse r t ed  ( Small-p i n  3 , Cas i n g - l l t  op---s ide-le -E t h o l e  ) 
Inse r t ed  ( Small-p i.1114 , C a s  ing... 1 top-s i de  -right-bo l e  ) 
Inse r t ed (  Small-pin_--5, C a s  ing-2Ibo tton-s i de  l e f t  hole)  
In se r t ed (  Small-p i n  G , C a s  i~ng... 2-130 t tom---s ide-r ight-ho l e  ) 
Ins  e r te d ( Sma 11-p in17 , Cas ing-2-t op-s ide-1 eft-ho 7. e ) 
Inse r t ed  ( Small-p in-.$, C a s  ing-2-top__s ide-r iglit-hole) 
END 

DELETE_--LI ST : Disassembled ( Benchmark) 
END 

ADD - LIST: Assembled(Bench~~ark) 
END 

Complete - Disassembly(Benchrnark) PRECONDITIONS: 

Positioned(Casing1,Casingl-home) 
Positioried(Lcver,Lever-home) 
Positioned(Spacer,Spacer-home) 
Inserted(Large_.pin_l,  L-pinl--home) 
Inse r t ed (  Large-p , L-p in2-home) 
T ns e r t e d ( L a r  ge-p in-. 3 ~ L-p in3-home ) 
Inserted(Large.--a, i r i - 4 ,  L-pin4home) 
Inse r t ed (  Peg, Peg--horne) 
Posit ioned( Casing2, Casing2_home) 
Inserted(Small_piri-l ,S_pinl_home) 
Iinserted(Smal.1 p i n  I -  2 ,  S pin?_-home) 
I n s e r t e d (  SmallIpin-3, S-pin3 - home) 
Inse r  [sed ( Small.-p in_-Lb, S-p in4-home ) 
Inse r t ed  ( Small~~p Lri-5 , S-p in5-home ) 
Inserted(Smal1-pin 5,S_pin5_home) 
Inse r t ed (  Srnall-pinI7, S-pin7-horne) 
Inserted(Small-pin_8,S_pin8_home) 
END 

DELETE - L I S T :  Assembl ed(Benc1nmark) 

ADD - LIST:  Disasseiiibled( Benchmark) 
END 

END 
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Grasp(*object) 

Insert(*object,*loc) 

PRECONDITIONS : Grasped(*obj ect.) 
Found (*lOC ) 
A t  (Hand I *loc>Hover-pos) 
EIdD 

DELETE-LIST: END 
ADD .- LIST : Pos i ti onc?tl( *obj ec t ~ *lot) 

END 

PREGONDITlONS: Handempty 
Found(*cbj ect) 
At(Hand,*ohject:Nover-p~s) 
END 

DELEXE __- LIST: Handeiulpty 
Inserted(*obj ect , - ) 
Pos i t i a n e d (  *oh j eet , - ) 
END 

ADD_-_LIST: Grasped( k0bj ect) 
END 

PRECONDTTIONS I Grasped(*Gl)j ec: t) 
Found( *loc>Hover pos)  
A t  (Hand, *lot:>I-lov~r - p o s )  
E N D  

DELETE LIST: END 
ADD-LIST : Insc?r t e d  (*ob j ec t , *I oc ) 

END 

Move-Arm( Curr-Loc ~ >Wo-loc) PRECONDLTIONS : END 
DELETE-LIST: At(Uand,-) 

ADD LIST: AL:(Hand,*to--loc) 
END 

END--- 

Release (%bj ect) 

F ind ( *ob j ec t ) 

PRECONDTTIONS : Grasped(*obj ec t )  

DELETE I 12rsT: Grasped(*ohjcct) 
FiND 

END 
ADD - LIST: Handempty 

END 

PRECONDITIONS : END 
DELETE LIST: END 
ADD LIST: Found(*ohject) 

END 
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APPENDIX B 

EXAMPLE JOB PLAN FOR CRANFIELD ASSEMBLY 
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P 1 an Numb e r 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
2 2  
2 3  
24 
25 
26 
27 
28 
29 
3 0  
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
4 2  
4 3  
44 
45 
46 
47 
48 
49 
50 
51 

Task Description 

Find( Casingl) 
Move24rm(Curr-Loc,Casingl:Hover-pos) 
Grasp (Casi.ng1) 
Find(Jig __ lower-center) 
Move-Arm(Curr-Loc,Jig,~~~lower-center>Hover-pos) 
Place(Casingl,Jig-lower-cen~er) 
Release(Casingl) 
Find(Lever) 
Move-Arm( Curr-Loc , Lever : Hover-pos) 
Grasp(Lever) 
Find(Jig axis) 
Move - Arm.( Curr--_Loc, J ig.-axis>Hover-pos) 
Place(Lever,Jig-axis) 
Release (Lever) 
Find( Spacer) 
Move-Arm(Curr-Loc,Spacer:Hover-pos) 
Grasp(Spacer) 
Find( Cas ing--l-bo t tom-edge) 
Move Arni ( Curr-Loc , Cas ing-_l-bo ttoin-edge>Hover-po s ) 
Place( Spacer, Casing-lbottom-edge) 
Release(Spacer) 
Find (Large---p in-1) 
MoveArrn(Curr-Loc,Large-.ptn-l:Hover_pos) 
Grasp (Large-pin 1) 
Find ( Cas ing-l-bot t oiii--le f t-ho le>Hover---p o s ) 
Move-Arni(Curr-Loc,Casing-l-bottom left hole>Hover ... p o s )  
Place(Large__pi.n-l, Casi.ng-1 - bottom-lef - tIhole) 
Re 1 e as e ( Lar g e p  i 11-1 ) 
Find(Large---pin - 2) 
Move-Ai:m( Curr_Loc, Large-pin-2 : Hover-pos) 
Grasp(Large._pin 2) 
Find ( Cas ing-l-bot tom-r ightho le>Hove r PO s ) 
Move-Arm ( Curr-Loc , C a s  ing-1-bo t tom-r ighthole>Hover-pos ) 
I [ I S  er t ( Large-pin-2 , Cas ing-l.-bo t tom-r ighthole ) 
Release(Large-pin-2) 
Find( IAarge-pin._3) 
Move-Arm( Curr-Loc , XAarge_-pin-3 : Hover-pos) 
Grasp (Large_--p in-3 ) 
Find(Casi.ng-1 top-left_.fiole>Hover p o s )  
Move Arm ( Cur rILoc , Cas i-ng-1 tup-le f t - . h o  le>Hover-po s ) 
Insert (~arge-pill-3 , cas ing-i-top-left--hole) 
Release(Large-pin-3) 
Find(Large-pin-4) 
Move_prm(Curr-Loc, Large-pin-4: Hover---pos) 
Grasp(Large-pin I 4) 
Find ( Cas ing-l~-top-r ight-ho le>Hover---.po s ) 
Move - Arm(Curr_Loc,Casirlg-l-top_right-.hole>Hover-pos) 
Insert(Large-pin-4,Casing-l-top-i:ight-hole) 
Release (Large-pin-4) 
Find( Peg) 
Move-Arm(Curr-Loc,Peg:Hover - pos) 



Plan Number 

5 2  
5 3  
5 4  
55 
56 
57 
58  
59  
6 0  
6 1  
52 
6 3  
6 4  
65 
66 
6 7  
b8 
6 9  
7 0  
-7 1 
7 2  
7 3  
7 4  
7 5  
76 
77 
7 8  
7 9  
80 
81 
8 2  
8 3  
8 4 
8 5  
86 
87 
88 
89 
90 
9 1  
9 2  
93 
94 
95 
9 6  
97 
98 
99 

100 
101 
10 2 

R - 3  

Task Description 
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Plan Number Task Description 

103 
104 
105 
1.06 
107 
108 
109 
110 
111 
1 1 2  
113 
114 
11s 
116 
117 
11.8 
119 

Move~Arm(Cu~r~Loc,Casing~2~~~bot~~;om~side~right~hole>Hover~pos) 
Insert(Small_pin~6,Casing_2bottom~s~de~~~ri~~t~hole) 
Ke lease ( Small-p in---6 ) 
Find ( Small-p i.n-7 ) 
Move-Arm(Curr-Loc,Small-pi.n-7:Hover_pos) 
Grasp(Smal1 p i n  7) 
Find(Casing_2_top_-si$e_left  hole>Hover pos) 
Move-Arm( Curr--Loc, Casing-2-top-s ide-left-hole>Hover-pos ) 
Insert ( Small-p in--7 , Cas ing .--. 2---top-s ide-le f t-hole ) 
Kelease(Smal1-pin-7) 
Find(Smal1-pin 8) 
Move-Arm( Currloc , Small-pin - 8 : Hover-pos) 
Grasp(Smal1gin 8) 
Find ( Cas ing-2-t;~ ...s ide-r ight-ho le>Hover-po s ) 
Move_Arm(Curr_Loc,Casing_2__top_side-ri~ht-hol~>Hover ... pos)  
Insert(Small--~pin-8,Casing-2-top-side-right - hole) 
Complete - Assembly(Benchmark) 
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Subtask: Find(Casing1) 
Precondi. t ions 

Continuing Conditions : 

Subtask: Move-Arm(Curr-Loc,Casingl:Hover-pos) 
Preconditions: 

Continuing Conditions: Found(Casing1) 

Subtask: Grasp(Casing1) 
Preconditions: Handempty 

Found(Casing1) 
At:(Hand,Casingl:Hover - p o s )  

Continuing Conditions: 

Subtask: Find(Jig - lower - center) 
Preconditions: 

Continuj.ng Conditions: Grasped(Casing1) 

Subtask: Move-.-Arrn( Curr-Loc , Jig-lower-center>Hover--pos) 
Preconditions: 

Continuing Conditions: Found(Jig lower center) 
Grasped( Casingl) 

Sibtask: Place(Casing1, Jig..,lower-center) 
Preconditions: Grasped(Casing1) 

Found( Jig lower_center) 
At (Hand, Jig_lower-_center>I.lover_pos) 

Continuing Conditions : 

Subtask: Release (Casingl) 
Preconditions: Grasped(Casing1) 

Continuing Conditions: Positioned(Casingl,Jig-lower-center) 

Sub tas  k : Find (Lever ) 
Preconditions: 

Continuing Conditions : Handeinpty 
Posit:ioned(Casingl,Ji.g-lower-center) 
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r 

Subcask: Grasp(Lever) 
Pveeanditi i3x1.s : Handempty 

F 0 un d ( Le v f2 r ) 
-4 t (Hand I Lever : Hover--po s ) 

Subtask: F:Lrtd(Jig - axis) 
P r e cnnd i t i on s : 

Subtas  k : Move-Arm f Gi~rr-h: .I ig-axi s>Morrer-po s ) 
Precondi t ions : 

Cont inuing  Chndi t i o n s :  Folurid(Jig a x i s )  
Erasped(I,ever) 
P o s i t  ioned(Cas i n g l  ~ .J i g_lower-center) 

Sub  task : Re lease ( Lever 3 
Preconditions : Grasped(kever) 

Continuing Condi t i  011s: Pnsit:Loned(J,ever, .Ji.g.--axis) 
Pos i t  i oned( Cas i ng  1 , J ig - lower  __ center) 1 
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