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ABSTRACT 

The structure and use of a remote host facility for controlling appli- 
cation programs on an Intel hypercube are described. The facility permits 
an alternate UNIX* host, such as a graphics workstation or supercom- 
puter, connected by a TCP/IP network to the Intel cube manager processor 
to communicate with application programs running on the hypercube 
nodes. The facility supports both C and FORTRAN applications. 

1. Introduction. 

A hypercube is an ensemble of small computers interconnected in a communication 
network with the topology of an n-dimensional hypercube. Each processor, or node, has 
its own local memory and communication channels to n other nodes 151. Tn addition, one 
or more nodes has a communication channel to a host processor, or cube manager. A 
hypercube application consists of one or more node programs and a host program. The 
host processor is used for building node programs, loading programs into the nodes, and 
controlling the application running on the nodes. The host and nodes work concurrently 
on an application and coordinate their computation by passing messages. The host pro- 
gram usually provides initial data values and reports final results. 

A number of vendors, Ametek, Floating Point Systems, Intel, and Ncube, manufac- 
ture hypercube multiprocessors, This report describes a software fricility to pemiit an 
alternate host to run the host portion of a hypercube application for Intel hypercubes. 
The Intel host processor, or cube manager, has limited I/O and graphics capability, so the 
remote host facility was developed to support alternate host processors that might have 
more advanced capabilities such as high-resolution graphics, windows, high-speed data 
collection, faster and higher capacity I/O, and possibly additional vector or parallel pro- 
cessing capability. The remote facility supports remote processors connected to the Intel 
host processor by Ethernet and the TCP/IP network software. (TCP/IP is a non- 
proprietary network package supported by most computer manufacturers.) The remote 
host application uses the same message-passing subroutines as an application running on 
the host processor. The fwility has been used primarily on graphics workstations to 

'UNIX is a trademark of ATBT. 
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Rerno te host ___I 

cc -0 host h0st.c -1rmtiiost 

host 

provide animated graphics driven by the hypercube node processors. Applications that 
have used the remote host facility on graphics workstations include animated display of 
the solution of a 3-D wave equation [4], window-controlled display and traversal of the 
Mandelbrot set, contour plot display, and finite-element mesh display [ 11. The remote 
host facility has been tested on VAX, Ardent, Sun, Sequent, Silicon Graphics Iris, IBM 
RT/AIX, and Tektronix processors. The C source files for the remote host library should 
be compatible with most UNIX systems supporting the Berkeley (BSD) TCP socket 
abstraction. 

The next section describes how one builds a remote host application. The final sec- 
tion describes the implementation and perforniance of the remote host facility. 

Cube marlager 
cc -0 node n0de.c -node 
getcube 
load node 
rhdaemon 

.I___ 

2. User's Guide. 

A subroutine library, librmthost.u, on the remote host is required to build remote 
host applications, and the rhdaemon program on the Intel host processor is required to 
run the remote host application. The software distribution for the remote host facility 
includes source programs for the library and rhdaemon and a few sample programs. The 
user, or system manager, must compile and build the library on the remote host and com- 
pile and link rhdaemon on the cube manager. The distribution includes instructions for 
building and installing the library and daemon. 

Table 1 illustrates the steps needed to build a remote host application in C. On the 
remote host, the remote host program, written in either C or FOR'TFWN, is compiled and 
linked with the remote host library 1ibrmthost.u. On the Intel host processor (cube 
manager), the user builds the node program, acquires a subcube, and loads the node pro- 
grams [3]. (The remote host program can also acquire and load the cube with subrou- 
tines getcube() and loud().) Then rhdaemon is started on the cube manager, and the 
remote host program is started, When the remote host program terminates, rhdaemon 
will terminate. Appendix A contains a listing of a sample host and node program 
included in the software distribution. 
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different data representations can communicate with the Intel hypercube(see Appendix 
B). For example, a Sun workstation has the same floating point format (IEEE 754) as the 
Intel node processors, but the byte-order is reversed. So a portion of a Sun remote host 
application that sends and receives a vector of single-precision (4-byte) floating point 
numbers would look like: 

swap4(vector,DIM); 
csend(TYPE2 ,vector,sizeof(vector),NODE,PID); 
crecv(~FE3,result,sizeof(result)); 
swap4(result,DIM); 

The DIM elements of the single precision vector vector are swapped before sending the 
vector to the Intel cube. When the vector result is received by the Sun, the DIM elements 
are swapped to Sun byte-order. Subroutines are provided for swapping 2-, 4-, and %byte 
units for use with TNTEiGER"2, INTEGER*4 or REAL*4, and REAL*8 respectively. If 
the floating point format had differed, other subroutines would be called to convert from 
one format to the other. The library provides floating point conversion between single- 
precision, IEEE format floating point and VAX floating point. 

3. Implementation. 
The remote host facility consists of a library on the remote host and an intermediary 

process, rhdaemon, on the cube manager. When rhdaemon starts, it waits for a TCP/IP 
connection on a pre-defined port. When the remote host application is started, the 
TCPm connection is established, and rhdaemon processes each TCP/IP message from 
the remote host application. 

The library on the remote host, librmthost.a, contains the Intel host-to-node com- 
munications routines (csend, crecv, etc.). Both the first-generation (iPSCI1) and second- 
generation (iPSC/2) subroutines are supported. When the rernote host application first 
calls a subroutine in this library, the library attempts to establish a TCP/IP connection on 
the pre-defined port with rhduemon on the cube manager. The library attempts to con- 
nect to the host ipsc unless the application provides another host name with the rmthost() 
function. The application may also specify the TCP port number to use when connecting 
to rhdaemon with the rmtport() function. The command rhdaemon -p  portnumber can be 
used to specify the port number when invoking rhdaemnn. 

Once the TCP/IP connection is established between the remote host application and 
rhdaemon, then each Intel subroutine call issued by the remote host application is pack- 
aged as a TCP/IP message and sent to rhdaemon. Rhdzemon processes the message, usu-  
ally issuing the equivalent subroutine on the cube manager, and, i n  most cases, sends a 
reply to the remote host application. The format of the messages between the remote 
host application and rhdaemon is illustrated in Table 2. The remote library routine sets 
the request type based on which subroutine is invoked, and rhctckemon uses the request 
type to select the corresponding cube manager subroutine. If rhdaemon is started in 
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cnode, cpid, ccode for 

Table 2. Remote host message fomiat. 

debug mode (e.g., rhdaerzion -d loo), then rhdaemon will produce on stdout on the cube 
manager a trace of interactions with the remote host application. This trace can be used 
for debugging. 

The byte-order of the message header used by the remote host library must match 
that of the Intel cube manager, so the appropriate makeJle must be selected when creat- 
ing 1ibrmthost.a. In the makefile used to build lihrmthost.a, the C compiler directive 
-DSUN will reverse the byte-order for the 4-byte integers used in the message header. 

The communication performance of the facility is less than that of a host program 
running directly on the cube manager. Data rates from a node to the cube manager range 
from 2 kilobytes/second to 910 kilobytes/second for message sizes ranging from 8 bytes 
to 8192 bytes. The data rate of the Ethernet interface of an Intel iPSC/2 cube manager in 
performing TCP/IP transfers ranges from 0.9 kilobytes/second to 8 1 kilobyteshecond. 
The remote host facility transfers data with the nodes at rates from 0.08 kilobytes/second 
to 63 kilobytes/second, 10 to 20 times slower than the node-to-cube-manager data rate 
(see Figure I). Nevertheless, the remote data transfer is fast enough to support animated 
graphics. (The data rates were gathered using an echo test [2], and a Sun 3/280 was used 
as the remote host.) 

Intel now supports a similar facility in their second generation hypercube, iPSCI2 
[3]. The Intel facility (version 2.4) supports only Sun workstations as remote hosts, but 
the facility provides additional remote services including remote cube commands and 
remote program building. The Intel facility is about a factor of two slower than our 
remote host facility - remote-host-to-node data rates range from 0.04 kilobytedsecond 
to 40 kilobytes/second. (The Tntd facility is dower because messages are passed through 
an additional process, coinrnser, on the remote host.) 

In the future, we plan to support multiple users of the remote host facility and 
modify rhdaemon to run continuously. To obtain a copy of the remote host facility or 
further information, send electronic mail. to dunignn@msr.e~m.orraI.gov. 
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Figure 1. Host-to-node data rates for various message sizes. 
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Appendix A 

Sample host and node program 
/ *  iph.c vector matrix(transpose) inner product using messages * /  
#include <stdio.h> 
#define PID 0 
#define DIM 4 
int vector[DIMl = (2,3,1,4); 
int matrix[DIM] [DIM] = { 1,2,3,4, 2,3,1,0, 3,3,1,2, 4,3,2,1 } ;  
int result [DIM] ; 
main ( )  
( 

/ *  Sun main task * /  
int i, Val, type, lth, node, pid; 

rmthost("ipsc"); / *  select a cube manager host * /  
getcube("thdring","d2m4",NULl,, 0); /*request a 2D cube * /  
setpj.d (PID) ; 
load("ipn",-1,PID); / *  load node program ipn * /  
swap4 (vector, DIM) ; 
for (i=O;i<DIM;i+t) { / *  start and send data to each node * /  

swap4 (rnatrix[i] ,DIM); 
csend(l,matrix[i], sizeof (matrix[il) , i,PID); 
csend(2,vector, sizeof (vector), i,PID) ; 

1 
i=DIM; 
while(i--){ / *  wait for results * /  

crecv(-l,&val,sizeof (int)); 
swap4 (&Val, 1 ) ; 
node = infonode(); 
result[nodel = Val; 

1 

for(i=O;i<DIM;it+) printf(" %d",result[il ) ;  
printf(" (should be 27 14 24 23)O); 

\ 

/ *  ipn.c node program * /  
#define DIM 4 
main ( )  

! 
/ *  do inner product of two vectors * /  
int vl [DIM], v2 [DIM] ; 
int i, s u m ,  me, node,pid,lth; 

me-mynode ( )  ; 
crecv (1, vl, sizeof v1) ; 
crecv(2,~2,sizeof v2); 
lth = infocount(); 
node --= inf onode ( )  ; 
pid = infopido; 
surn=O; 
for(i=O;i< (lth/ sizeof(int)):it+) sum +- vl[il * v 2 [ i l ;  
csend(3, &siim,sizeof (int) ,node,pid); 

1 
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Appendix B 

Remote Most Manual Pages 

RMTHOST( L )  UNIX Programmer's Manual RMTWOST (L) 

NAME 
rmthost - remote host facility for the Intel iPSC hypercubes 

The rmthost facility enables the programmer to move his hypercube manager (host) application to another 
TCP/IP host machine. The remote host application still uses the Same Intel subroutines (load, mend, etc.) 
to communicate with the hypercube node processors. The facility has been used to run graphics appiica- 
tions on a Sun, with the nodes providing the raw data to the Sun. Both the xENIX-iPSCI1 and System V- 
iPSC/;! Intel. hypercube systems are supported. 

A library for C and FORTRAN on the remote host machine is provided that packages the hypercube mes- 
sages into TB/Ip messages and communicates them to a daemon (rhduemon) on the Intel 3 10 or 301. The 
daemon processes the messages executing the act& hypercube manager submutines and relays the results 
back to the remote host. 

On your remote host, build your host program with the 1ibnnthost.a library. rlogin to the hypercube 
manager, get the hypercube and load your nude programs ( y m  m o t e  host program can also issue 
getcube0 and loado); stant rhdaemon (it is not privileged), usually in the background\ (&), then suspend 
your rlogin session (CTRL-2) [ or if you have multiple terminals or windows, then move to your host win- 
dow] and start your host application. For the present release, when your host program rermhates, rhdae- 
mon will also terminate. 

By default, the remote host will pry to connect to the cube manager with a TCP/IP host name of ipsc. You 
may specify the name of the cube manager in your host application with the subroutine rmthost(cker 
*hostname) and an alternate TCP port number with the subroutine rmtportiint port). R h d m m n  may 
have optimal arguments specifying a debug level and TCP port number. The form of the rhduemn com- 
mand is 

riuiaemn -d debuglevel -p portnumber 
The debug switch will log message q u e s t s  from the remote host to s t d ~ u i  on the cube manager. A debug 
level of 100 gives a full trace of rhdaemon actions. (See the soufce code of rhdaemon for a more selective 
trace.) 

SYNOPSIS 

DESCRIPTION 

FILES 
The location of these files will depend on your installation. 
bld 
fMcs 
librmbsz.a remote host interface library 
rhdaemon hypercube manager daemon 

remote host build script for C 
remote host build script for Fortran 

4th Berkeley Distribution 20 April 1988 
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RhrTI?IOST(L) W X  Programmer's Manual RMTKOST ( L ) 

CAVEATS 
Sun byte order differs from 88286/80386, SQ SUN host program must do swaps before csend and after 
crecv. Thc following functions are provided for the Sun pro 

void swap2(short *vector,int elements); 
p4(int * vector,int elements); 

These functions swap INEGER*2, INTEGER4 or REhL*4, and IGAL*8 respectively (or their 

VAX floating point differs from the EEE standard used on the hypercube nodes. The following single pre- 
cision conversion functions are provided 

'3$liVdeRtS e). 

oat *src, Braad *dst, int ekments); 
*Sire, flQ.& *dS& int e k  

Befault word sizes for a remore host md PSC compilers may differ and can affect message length calcula- 
tions. Declare remote host hypercube subroutine arguments as INTEGER (int) --e.g., node, pid, type, 
length. 

The daemon exi& when the host program ~mirnates, 

ux remote host prograin issues a loaa[o, the node program must reside in the directory from which 
m n  was started or a full path nme ma% be specified in the !ourif). 

The maximum host-tcr-node message size is 100,ooO bytes. 

AUTWOX 
, Oak Ridge National Laboratory, durnigan@rnsr.epm.oml.gov 

A remote hsr facilily for Intel hypercubes, Tech. Rep.  Q m - 1 1 0 6 8 ,  Oak Ridge National L.aboramry. 

4th Berkeley Distribution 20 April 1988 
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