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A distributed data system that included shared data 
resident in a mainframe/PC local area network environment 
was successfully introduced to nontechnical end-usersn The 
system provided the end-user with the cont ro l  of respon- 
siveness and reliability inherent in local. application 
processing, along with the back-up suppsrt and archival 
storage/retrieval provided by a mainframe computer, A 
semaphore-driven locking  scheme ensured referential data 
integrity across the shared data system, and WASP protocols 
provided fast and reliable file transfer capability. The 
project demonstrates that distributed methods can be 
applied to information systems ta increase their efficiency 
and productivity. When the resources are an hand f a r  such 
a system, planning and a phased approach to t he  appropriate 
implementation can bring success even in an end-user 
environment. 

V 





As microprocessors become commonplace on the desktops of 
users who routinely access a mainframe data base in their 
daily work, many opportunities present themselves for taking 
advantage of the local processing power of the personal 
computer. However, managers have often provided their data 
processing workers with microcomputers solely for the purpose 
of doing word processing and spreadsheets, while restricting 
the microcomputer's use in data processing to accessing the 
mainframe as a dumb terminal. In today's fast-growing data 
processing environments, central mainframe access can be slow 
and unreliable. Why neglect the microcomputer's capability to 
be a part of a distributed system that reduces the users' 
dependence on the mainframe environment? 

The fact is that although distributed data processing 
with microcomputers can be the solution to the lack of respan- 
siveness and reliability often experienced by the users ~f 
mainframe computers, such systems have rarely been installed 
in purely end-user situations. One roadblock to the implemen- 
tation of a distributed system in a miero/mainframe environ- 
ment is lack of technical expertise on the part of the users, 
and a lack of time in the daily routine for users to gain that 
expertise. However, more effective data processing with 
enthusiastic user acceptance can be attained if distributed 
technology is brought to the end-user through careful planning 
and a phased implementation that does not interrupt his OK her 
busy schedule. 

A recent prototype project executed for the N a v y  Regional 
Data Automation Center (NARDAC) In Washington, D.C. illus- 
trates the good results obtainable when introducing distri- 
buted processing with a local logic component into the 
end-user environment. The system was assembled at the Office 
of the Navy Comptroller Financial Control Division (NCB-31, 
which is responsible f o r  Navy budget execution tracking. The 
users' previous environment was a central processor operated 
by NARDAC, with a data base utilizing the fourth generation 
language FOCUS residing on an Amdahl V 7 / A  under MVS/TSO. The 
user accessed the data base and performed application proces- 
sing in terminal emulation mode from IBM XTs and used Data 108 
workstations for high speed remote printing, 
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The project goal was to se t  up a prototype of a distri- 
buted environment that simulated the users' 
access. 
communications was to be used, and new developments in 
hardware and software were implemented throughout the project. 
The micsolmainframe system that evolved has improved data. 
processing reliability and responsiveness as perceived by the 
user; its successful introduction into a nontechnical environ- 
ment was made possible by rigorous attention to planning and 
phased implementation. 

central data base 
State-of-the-art technology in data processing and 
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At NCB-3, the success of the distributed system irnplemen- 
tation was due in large part to the considerable time spent in 
planning. 
activity, it is often bypassed when it comes to microcomputer 
acquisition. This can be a critical err0r.l End-users, 
especially, need the security of knowing that their changing 
environment is based on an orderly process in which they 
participate and which they accept. 

butive processing system is to outline the configuration of 
the new system based on a thorough understanding of the 
current data processing environment and on the functional 
aspects of how the users operate their applications. 
should a l so  include a comprehensive implementation procedure, 

discussions with both users and their managers, and is easily 
accomplished when planning a micro/mainframe system. In the 
modular approach to the project discussed here, the authors 
considered separately five elements of distributed data 
processing: central processing, local configuration, remote 
communications, local applications processing, and distri- 
bution of the data base. 

Although planning is an essential high-level 

A good approach to planning the acquisition of a distri- 

The plan 

A modular approach to the planning process facilitates 

2.1 CENTRAL PROCESSING 

The first module of the planning effort addressed two 
characteristics of central mainframe systems that generally 
cause the greatest end-user frustration: slow response time 
and lack of reliability. Such frustration could be eliminated 
by removing the mainframe from the users' environment and 
relying on a local processor, such as a minicomputer, for all 
application work. 

However, some of the good characteristics of central 
processing are difficult to provide at the local  level. The 
central facility at NARDAC Washington, like most other data 
processing centers, has procedures €or backup and recovery, 
done automatically at the central site. This service would be 
difficult and impractical to duplicate in an end-user environ- 
ment. Another important mainframe service is large and 
accessible storage capacity. The archiving, tracking, and 



retrieving of history files are not activities that suit 
end-users, but Pike most users who process large amounts of 
data, the NCB-3 users needed this capability. 

The plan for NCB-3's distributed system configuration 
called for the central pmrocesso9: to be a vital part of the 
final system, providing at the very least system back-up and 
archiving. The implementation plan also envisioned a phased 
approach to application processing, where only part of the 
data base and its applications would be brought to the local 
level in a prototype situation. Only after the prototype Inad 
been successfully implemented would total application proees- 
sing be attempted at the local  level, retaining the mainframe 
back-up and archiving capabilities. 

2.2 LOCAL CONFIGURATION 

After considering the role of the central processor, the 
next logical step in planning for a distributed system is to 
configure the local components. We considered three options 
for the NCB-3 local. environment: 

1. Continue to use the IB XTs as terminals, or dlJ..n-tb 
workstations, and connect them to a local mini- OK other 
micro-computer. 

data base segments one at a time to each XT, process an 
the micro, and send the updates back to the mainframe- 

Connect the existing PCs in a local area network (LAN) 
and let them work together. 

2. Use the XTs singly as stand-alone micros, bring down 

3. 

The option of using the jCBM PC XTs as terminals did not 
meet the project goal of using new technology, nos would it 
exploit the full potential of the XTs. 
using the PCs as stand-alone micros, could take advantage of 
the processing power inherent in the XTs but did not provide 
the shared, multi-user data base access required by the NCB-3 
staff. Therefore, the third option, connecting the XTs in a 
LAN, was chosen for the NCB-3 environment. 
micros to have shared access to the data base, to share 
peripherals such as a laser printer, and to comunicate with 
each other2. 

The second option, 

This allows the 

Once it was decided that the distributed system called 
for a LAN, a specific product had to be chosen from several 
available an the market. The recent emergence of standards in 



local area networking allows the sel ction process to focus on 
performance, functionality, and cost5 as opposed to a specific 
brand of hardware. Many articles on the attributes of various 
LANs are available in the open literature4P5 to help the 
planner in making a choice; the important thing to remember is 
that the product(s1 should be chosen based on the users' 
business needs and office requirements. 

The planners for NCB-3 had three functional criteria for 
their LAN choice: device support (IBM PC XTs, file sharer, 
printer, and external communications via modem); applications 
support (the network's ability to support use of PC/FOCUS and 
to transfer data to and from the Amdahl mainframe data base); 
and the immediate availability of the LAN product. Several 
LANs fit these criteria, but the planners at NC3-3 had two 
other criteria they wished to meet. First, the LAN should 
support a nonproprietary server in order to allow the evalua- 
tion of the IBM AT, which had then just come on the market. 
Second, the LAN should be compatible with the phased introduc- 
tion of the sophisticated file server software marketed by 
Novel1 in order to free the end-user from the technical task 
related to space allocations on a shared disk. The 3-COM LAN 
met all these criteria. Because it was also well received in 
the literature surveysGr it was chosen for the NCB-3 project. 

2.3 REMOTE COMMUNICATIONS 

A plan for distributive processing must next specify the 
method of transferring data between the mainframe and the 
local environment. Ideally, this transfer shauld be accom- 
plished at high speed without errors. There are other 
desirable features, such as a query system for file transfer 
status, restart capability, and character blocking for 
efficient transfer of large files. Practically, however, 
there may be constraints placed by the central host and line 
equipment available. 

The search for a robust file transfer protocol for the 
NCB-3 distributed processing system uncovered many issues. 
Very early it was found that when data files are transferred 
from a hierarchical data base, file expansion occurs. A 3 . 2  
megabyte FOCUS file could expand into 18 megabytes of "flat," 
transferrable file. Using the asynchronous lines (1200 BPS) 
available to connect the NCB-3 user with the mainframe at 
NARDAC Washington, 18 megabytes of data would take about two 
days to transfer under ideal conditions. Considering retrans- 
mittals necessary because of noisy lines, line hits, or bad 
data, it might take considerably longer to transfer such a 
file. Clearly, this was not acceptable. In planning for a 



better solution, we consiikred two ways to handle coreununica- 
tions from the mainframe to the local. environment with FOCUS: 

1. Use PC/FOCiJS standard software with its PC-HBLD c~omand 
to create the flat files, m d  the PC/FOCUS transfer 
command, XFEW, ta send them by asynehranaus file trans- 
fer, but limit the number of records i n  the downloaded 
segment. 

2. U s e  methods ather than FC/FQCUS software for more robust 
file transfer. 

While using PCJE'OCUS Release 3 . U  with 1206 ElPS asyn- 
chronous comunica t i ans ,  i.t was possible ts transfer 658  
records of 150-200 characters each in about f i f t e e n  minutes. 
The later PC/FOCUS release 1.5 has enhancements such as error 
correction and dynamic blocking that speed up file transfer, 
given good asynchronous lines. However, with any asynchronous 
transmission, there is a limitation in line speed; it requires 
much valuable time when users dawnload a sizable se 
the data base. Another problem is that most asynchronous 
transmission protocols have no restart capability. If a user 
nears the end of a large transfer and loses t h e  line, he would 
have to start  again from the beginning ( a  nerve-wracking 
process that destroys productivity). 

Another PC/F;toCUS capability considered far the project 
was the interface to I F M A ,  the  bisynchronous 3270 package, 
However, the NCB-3 site did not have 3270 communications to 
the data center. Because IXMA is also limited in line speed 
(9600 Bas), we chose not to pursue obtaining 3270 service. 

Our second option was to evaluate communications capa- 
bilities other than FOCUS. There are asynchronous file 
transfer products, such as Smartcom and Crosstalk, t h a t  
provide better eiror correction (based on the XMODEM protocol) 
than did PC/FOCUS Release 1.0. Kermit, produced by Columbia 
University, a l so  has restart capability and is quite popular. 
But a l l  of these, being asynchronous protocols, have the same 
outstanding limitation as FOCUS software-they are slaw. 

We therefore considered various synchronous comunica- 
tions protocols. The 2780/37$0 remote job entry products, 
such as those produced by AST Research and Winterhalter, 
provide some beneficial features: data can be blacked at 512 
characters; there are automatic retransmissions of data and 
data compression capabilities; and a line speed of 19.2 KBPS 
can be attained. Certainly, this provides a more robust file 
transfer, but there is a serious drawback in that these 
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2780/3780 protocols were designed fa r  workstations. 
f8think” in terms of cardreaders and printers, previding an 
80-character record size for cardreaders and a 144-character 
record size for printers, Odd-sized or lengthy records in 
FOCUS would be difficult to transfer. An additional limita- 
tion of these protocols is that they have no restart capa- 
bility. 

They 

A better choice for on-line use is the Houston Automatic 
Spooling Program (HASP), marketed by Barr and Persyst. This 
protocol is similar to the 2780 protocols but has better 
compression capability and supports faster line speeds (up to 
56 KBPS) .  Also, the HASP protocol can deal w i t h  the larger 
records one expects with FOCUS. 
features, it also allows such capabilities as querying the 
host system in the middle of a file transfer to ask, “Where 
are we?” 

Because of multileaving 

For the users of our distributed system, we planned for 
the most practical remote communications solution that would 
allow data transfer without disrupting their customary 
workday. We decided on a two-phased implementation, first 
making use of the facilities immediately available-the 1200 
BPS communication lines and the PC/FOCUS asynchronous soft- 
ware. We solved the two-day transfer problem by downloading 
the data base in “segments”; these segments of data were 
arranged within a certain size range that would transfer along 
1200 BPS lines in 15 to 20 minutes. This worked well because 
users rarely needed more than several segments at one time. 
In other situations, it may be necessary to plan for a faster 
file transfer immediately. We, too, planned to have a higher 
performance file transfer as soon as possible in order to 
download the entire data base, and required the NCB-3 users to 
work at 1200 BPS for only four months before we shifted to the 
HASP products. 

2 . 4  LOCAL APPLICATION PROCESSING IN A SHARED DATA BASE 
ENVIROMvIENT 

When there is a requirement for simultaneous multiuser 
access to the data base, maintaining data integrity within the 
system is a concern that must be addressed. In the mainframe 
FOCUS environment, data integrity is provided by the FOCUS 
Simultaneous Usage (SUI facility. However, once shared data 
base access is established on the LAN, PC software is required 
to handle the update of each individual record. Without this 
software, data integrity is threatened- For example, let’s 
say that two users retrieve the same segment of the data base 
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early in the same day and pracess some of the data. Whoever 
finishes processing f i r s t  and restsxes the modified data w i l l  
have his updates wiped out when the second. ptzrson later 
restores the same segment. 

Two methods can be considered for preventing such losses 
and maintaining data  integrity in a shared data base enviran- 
menk : 

1. U s e  PC data base software that furnishes data integrity 
protection. 

2. Engineer custom software for multi-user access to the 
data 

At the time of the NCB-3 planning effamrt, IBX was working to 
develop FOCUS software that would operate on the local. l e v e l  
as an SU facility, bus it would n o t  be ready within the time 
frame of our project. In fact, many PC data base management 
systems that might be used i.n a LAN environment do not furnish 
data integrity protection in a multi-uses situation. 

However, the second method TOK preserving data integrity, 
engineering a limited locking capability with custom software, 
will be satisfactory in many situations. For the NCB-3 
locally shared data base, semaphores and a pair Q €  programs 
(lock and unlock) written in C provided the capability af 
preserving data integrity when several workers shared the data 
base. When the MCB-3 user downloads a group of records from 
the server to his workstation, a lock is set on that group. 
No one else can get access to that data while it is being 
processed. When the worker is finished, the group of records 
is automatically unlocked aftex it is successfully restored to 
the server. 

However, engineered locking is not the ultimate solution 
for maintaining data integrity in a shared data base on a LAN 
because it is possible to access the data base directly 
without going through the menus that call up the engineered 
programs. Data integrity would then be compromised despite 
the semaphore lock.  But the use of semaphores allowed us to 
set up a practical local processing situation, and the 
technique should be appropriate for most LAN use r s .  

* This PC software is now available from IBI for the IBM 
PC Network and Nestar Systems Inc. Plan Series network. 
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2.5 DISTRIBUTED DATA BASE 

The data protection just discussed occurs on the local 
level, but in a true distributed environment one also has to 
plan for a broader issue inherent in the fact that the data 
base resides in multiple locations, It is essential to plan 
for update coordination between the possible places where the 
real data could be found. In our  distributed system, the data 
were moved from the mainframe down to the LAN, and from the 
LAN server to the workstations. In the case where the 
database software is designed to be distributed, it may not be 
necessary to move the data in this way. There seem to be 
three ways to determine where the data is located at any given 
time : 

1. Download the entire data base when any portion of it is 
needed on the network. 

2. Use software, perhaps data base software, to keep track 
of where the data reside at any given time in a method 
transparent to the user. 

3 .  Download a group of records from the data base and have 
the user manually keep track of where the data reside. 

In the NCB-3 prototype, which included the use of live 
data on the LAN, the data could be found in three different 
places: on the mainframe, on the server, or on the individual 
workstations. Because we had already decided to start by 
using asynchronous communications, the first option of 
downloading the entire data base was discarded temporarily 
because of the lengthy file transfer time. 

The second option, software that supports a true distri- 
buted data base environment, is not available at the present 
time. However, several software vendors are taking advantage 
of recently esta lished LAN standards to develop more sophis- 

future software will be able to locate any data, regardless of 
its physical location within the system, and to automatically 
update changes in all instances of the data each time they are 
uploaded. 

ticated software 9 . In a method transparent to the user, this 

It may be some time before a true distributed data base 
program is available to the end user, but this should not be a 
deterrent to setting up rnicro/mainframe distributed systems 
today. System designers should instead be aware of the need 
to remind the users to keep track of where the "real" data 



base exists at any point in the. 
kept track o f  the location o f  their data without problems 
despite the fact that they were accustomed ta updating data on 
the mainframe without taking the LAN into consideration. 

The NCB-3 users manually 



Although a goad planning effort is essential, the method 
of introducing new technology into the end-user environment is 
also important, both to user acceptance and to creating 
improved data processing. 
consider the problem of teaching the users new technology, and 
the challenge of evaluating new technologies for their use in 
production environments. These are basically two ways of 
approaching system installation: (1) implement all new 
technology at once, or ( 2 )  prepare a phased implementation. 

(i.e., bring the technology in, set it up, train the users, 
and leave). However, this procedure seldom leaves the user 
happy or ready to tackle t h e  new system. The proliferation of 
information centers to assist end-users attests to the fact 
that hasty implementation of new technology is wide-spread and 
not entirely satisfactory. End-users who do not have access 
to such information centers will need some ot.her method of 
getting started in order to prevent frustration when required 
to use technology they do not have time to master8. Modern 
training methods (such as computes-aided instruction, inter- 
active video, and self-help menus) have been developed, but 
they are not always available to small groupsF and do not in 
and of themselves guarantee successful introduction of new 
systems to the nontechnical user .  

We recommend phased implementation as a method that 
allows the introduction of new techniques into daily routine 
without user frustration. Frustration can be avoided when 
appropriate training is included with each phase, supported by 
stepwise production of clear documentation. The documentation 
can be created and updated as the phases progress, taking 
advantage of user input along the way to ensure a responsive 
product. 

The ADP professional needs to 

The first option has the virtues of simplicity and speed 

Phased implementation allows the users to practice what 
they learn before they tackle the next complication, so that 
the hours spent in training can be productive. It also lends 
itself well to a prototype situation, where planners, system 
designers, and users seek a good understanding of how the new 
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system will function9. 
easily be made in ways that will be cost-effective and 
efficient. Phased implementation should be ta i lored ta the 
specific efid-user environment, but. the method used at the 
NCB-3 site will serve as an appropriate example o f  the 
approach. 

Adjustments arid enhancements can 

We chose to implement distributed technology at NCB-3 in 
six distinct phases: local microprocessor software, baser 
printer, local area network, disk server, split data base, and 
the addition of a file server to provide full LAN function- 
ality. These os similar phases would be appropriate in many 
situations. The important thing is to follow a K~CJOKQUS 
planning effort with a phased implementation that. is flexible, 
responding ta lessons learned about user capabilities and 
system functions. 

3.1 LOCAL MICROPROCESSOR SOFTWARE 

In the first phase of system installation, we limited the 
changes for the users to bringing S Q H ~ ~  of their current 
mainframe FOCUS application pracessiiig down into a stand-alone 
microprocessor (IBM PC XT) using P@/FQCUS. The object of t h i s  
phase was to see how the PC data base software would perform 
and haw it would be accepted by the users. Because a€ the 
differences between using PC/FQCUS on a micro and the prsces- 
sing with FOCUS software on the mainframe, there were some 
training issues involved. In fact, the amount o f  training 
required for the users was greater than anticipated. We had 
assumed that because the users were already working with XTs, 
they would be familiar with DOS. This proved to be an 
incorrect assumption because the users had used the XTs only 
as d u b  workstations and had not learned to use DOS. This 
confirmed that flexibility in training has to be a park of the  
implementation process and that one should not assume anything 
about a user's familiarity with equipment and methods. The 
first sections of the user manual were developed and included 
tailored instructions for DOS. 

Although the NCB-3 prototype was chiefly intended t.o take 
advantage of the XTs and to improve systems reliability and 
responsiveness, an unforeseen benefit of using the PC data 
base software w a s  imnediately realized. The user was accus- 
tomed to having asynchronous TTY communications with t he  
mainframe data base, which meant being restricted to editing 
one line at a time. When the data base was moved down to 
PC/POCUS, full-screen capability was available far data entry 
in t-he form of the PC/FOCUS utility, FIDEL. Originally we had 
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intended to do no programming at all and to bring down the 
applications exactly as t hey  existed on the mainframe; 
however, FIDEL was such an obvious advantage to the users that 
we decided to rewrite the main menus and the update process ta 
allow its use. This was no great cornplicatisn, taking only a 
few days of FOCUS programer time. The actual downloading of 
data in the chosen segment size-approximately 500-600 records 
at 132 characters per record (about 6 6  kilobytes)---took about 
15-20 minutes with asynchronous I200 baud communications. The 
users did not complain about this, perhaps because they were 
warned ahead of time t h a t  downloading FOCUS files was going to 
take time. With some personal training and help, our users 
were now enthusiastic about their new environment and were 
ready for the next phase to begin. 

3 . 2  LASER PRINTEB 

In the second phase, the FOCUS application system 
reporting functions were made available at the PC/FOCUS level 
by making a laser printer available to the local PCs. This 
involved making some adjustments in the users' FOCUS reporting 
programs having to do with height. and width of the printout. 
There were also some adjustments that had to be made in the PC 
environment because of memory limitations, but we were able to 
split the FOCUS programs in a satisfactory manner. 

There are exciting capabilities inherent with laser prin- 
ters, such as a variety of font types and options for orien- 
ting the report on the paper. However, FOCUS and many other 
PC software packages do not supply print drivers to take 
advantage of the font and orienting options. 
be solved by using additional software. For the NCB-3 
project, we used a package called PRINTMAN, a menu-driven 
printer utility. Using PRINTMAN, it is possible to choose 
fonts by creating copy files, which go to the printer and 
enable it ta set the correct escape sequence. However, with 
software such as PRINTMAN one cannot drive the laser printer 
to mix fonts in a single FOCUS report. Through PRINTMAN, we 
provided the users with a default option of orienting the 
reports in landscape mode because of the width of their 
reports. We updated the user documentation to include laser 
printer operations and report production base on the PRINTMAN 
functions.. 

This problem can 

The laser printer was also beneficial because the users 
had been producing .some very Parge reports, pasting them 
together, and then reducing them on a copier. With the laser 
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printer, they are able to reduce the s i z e  of the type and 
directly print most of their reports on 8 1 / 2 "  x 11" paper. 

f o x  reports produced with. their local processing, they 
discovered another unfore~een benefit of Pel data base soft- 
ware: PC/FOCUS included a facility for ad hac reporting called 
TABLETALK. This software had not been available for use with 
their TTY connection to the mainframe. The NCB-3 users ge t  
congressional requests for single pieces of information, to 
which they had been taking t w o  or inore days to reply, With 
their local  processing, TABZETALK, and the laser printer, 
reporting is so much easier and faster that the user can now 
reply to such requests within half a day. 

We found that the user training with TABLETALK and the 
laser printer was very simple, requiring only  about an hour of 
demonstration before the user was ready to begin. However, 
more software needs to be developed. SQ that these users and 
others like them can avail themselves of all the features of 
laser printer technology. 

Once the users became capable o f  using the laser printer 

3 . 3  LOCAL AREA NETWORK 

The purpose of Phase 3 was ta s e t  up a functional local 
Setting up a computer network calks for a new area network. 

organizational component: 
network. 

someone must be in charge of the 

However, user training and demonstration of the network 
capabilities at NCB-3 were simplified because we had opted not 
to train the U S ~ K S  in the network a inistratar functions. In 
most end-user situations, the network administration function 
is perhaps best filled temporarily by an ADP professional. 
This allows the users to become acclimatized to their new 
environment in a stress-free manner. As use of the LAN 
proceeds, it will become apparent who among the users d i s  
the curiosity and inclination to be given authority as system 
administrator. The training of the user responsible for the 
LAN will then be much easier because he has had a chance to 
become an experienced user first. 

introduce end-users to the advantages of sharing resources on 
the LAN. The first LAN configuration at NCB-3 therefore 

We found that simply sharing a printer is a good way to 



consist.ed af three inter-connected XTs, an AT that was brought 
in to act as a server, and a laser printer (Fig. 1). The 
users readily used the laser printer, providing a good test 
situation for t.he netwsrk and the updated rrser documentation. 

3,4 DISK SERIJER 

The introduction of f i l e  sharing by implementing the disk 
s e r v c ~  functionality of the LAN software into the local area 
network is the iogical next phase, By "disk server" we mean 
programs that provide disk sharing for the users, displaying 
the files on the shared storage device and transferring them 
at the users' camand, 

To implement this phase, the NCB-3 users downlaaded from 
the mainframe the same files they had been working with on the 
isolated P C s  to the shared d i s k  on the AT. By itself, the 
disk server provides no locking system that will preserve data 
integrity. Therefore, the custom-engineered record-locking 
scheme was installed with the disk server to prevent u s e r s  
from downloading the same data at the same time. In addition 
to new system menus to guide them through this downloading 
process, the users were proviGed with updated documentation. 
The engineered lacking scheme 
data integrity. 

was successful in preserving 

3.5 SPLIT DATA BASE 

The distributed system prototype is more likely to be 
successful if the next phase comprises a gradual increase in 
the amount of mainframe data distributed, and hence in the 
amount of local application processing. Careful analysis of 
the users' work and data will reveal how best to go about this 
in different prototypes. 

~t NCB-3, the data were split according to the functions 
of an application group, that is, a group whose duties 
required the users tea access anXy certain distinct parts o€ 
the data base. 
download its split portion of the data i n  its entirety to the 
LAN and do all the application processing on the local level. 

Each application group could then easily 

The C code written far the locking of FOCUS data files * 
is available upon request fram the authors. 
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T 

NETWORK SERVER 

F i g .  1. Phase 3 configuration of the NCB-3 p r o t o t y p e ,  



A group that was accustcaned to downloading 18 MB of data might 
only need 3 I a reasonable amount of data to download with 
the asynchronous eomunica t ion  being used in the early stages 
of the project, System menus and use r  documentation were 
again updated to reflect these changes. 

3 . 6  FULL FILE SERVER FUNCTIONALITY 

True file  serve^ functionality can only be realized by 
implementing file server software. We define file server 
functionality as falliows: 

* Disk allocation defined at the directory and 
subdirectory level; 

* Data pratectian provided at the file level through 
lockout on files in use to prevent multiple user 
updates from destroying data integrity; 

* User access rights defined on a file-by-file basis; 

* Necessary disk space dynamically reallocated as files 

and 

grow in size. 

Although LAN manufacturers do not necessarily include 
file servers in their systems, Novel1 Inc. markets file server 
software compatible with MS DO$ 3.3.  that can be used with 
Nove LANs or installed on tap of other vendor's LAN hard- 
wareib" Using only a disk server (i.e., lacking file server 
capability), every computer in the system must keep a file 
allocation table (FAT) ,  which keeps track of the areas on the 
disk that are available and those that have been accessed by 
ather computers. With many u s e r s  on the system, this becomes 
complicated, and one device on the system must be made 
responsible for updating a11 of the FATS. Errors and dis- 
crepancies are comon, and there is a definite threat to data 
integrity. 

MS-DOS 3.1 provides the Redirector, a program that 
reroutes requests from local devices and sends them to remote 
devices, allowing the file server to automatically keep a FAT 
for the whole system, A 1 1  requests f o r  information by the 
ather computers can be sent via MS DOS 3.1's Redirector to the 
file server, which then accesses the disk, taking into account 
all other active or pending requests and dynamically allo- 
cating storage space. Compared to a disk server, this system 
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is far rn re orderly and controlled, and it is less prone to 
failure 18 . 

Beyond preserving data integrity, fully functional file 
servers can provide other valuable services such as automatic 
backup and recovery. They also allow users to move to 
different workstations without physically moving any secondary 
storage devices, and allow workstations to operate without 
using disks, A high-level file server can store, retrieve, ox 
update the data base by individual files, or individual pages 
within the files, or at the byte 1 v e l  where the update and 
retrieve fields can vary in length f l  . 

At NCB-3, the Novel1 software performed as expected. 
Because the users had been using our engineered record-- 
locking, the introduction of the file server did not affect 
them directly. The network administrator role w a s ,  however, 
now simplified considerably. The system menu remained the 
same, but the user documentation was updated ta reflect 
network command changes. Doc entation for network admnin- 
istration is being developed for l a te r  inclusion with the user 
documentation. The configuration of the mature system as it 
now exists (Phase 6) is illustrated in Fig. 2. 
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F i g .  2. Phase 6 configuration of the NCB-3 prototype. 
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True distributed data base management systems, able ta 
automatically maintain and locate data anywhere on the 
network, are still commercially unavailable. Planners and 
implementors of distributed systems must therefore ca.refully 
consider and introduce methods for preserving data integrity 
and for ascertaining location of data at any given time. 
Nevertheless, end-users can be successfully introduce 
advanced distributed processing systems that take advantage of 
the personal computers in their work environment. 
planning and phased implementation are the keys to such 

Modular 

success P 
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