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PREFACE

Probabilistic ricsk assessments (PRAs) of asclear power plants
frequently identify common cause fazilures (CCFs) as major contributors to
plant risk. However, the methods emploved to analyze CCFs in PRAs arve
usually empirical techniques that do oot systematically address all CCF
scenarios and do not identify specific causes of CCFs.

This study presents the results of using formal common cause failure
analysis (CCFA) methods 1in a detailed reliability analysis of a nuclear
power plant safety system. The study identified both dimportant and
unimportant general causes of CCFs for a rodded scram system, as well as
specific causes within. the important general categories. Through this
study we established many of the strengths and practical limitations of
performing a detailed, systematic CCFA. Ag a result of this work, we
developed a draft set of guidelines for performing a dependent failure
analysis. These newly developed guidelines are now being finalized as =z

set of recommended procedures.
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SUMMARY
This study demonstrates the use of a formal method for common cause
failure analysis in a reliability analysis of the Arkansas Nuclear One -
Unit 1 rodded scram system. The scram system failure of interest is loss
of capability of the system to shut the reactor down when required. The
results of this analysis support the ATWS program sponsored by the U.S.
Nuclear Regulatory Commission. The methods used in this analysis support
the NRC's Risk Methods Integration and Evaluation Program (RMIEP).
Results of interest in this study include:
® an estimate of the average wunavailability for the
scram system due to independent componeat failures

and the major contributors to this wunavailability

® the scram system minimal cut sets that are
susceptible to common cause failure

® a 1ist of potential root cause events that are
conducive to scram system common cause fallure

® estimates of the conditional probability of scram
system failure, given the occurrence of each type of

root cause event

® a sensitivity analysis of scram system unavailability
with respect to each type of root cause event

® estimates of scram system wunavailabilities for
important types of root cause events.

Our estimate of the average unavailability of the scram system due to
independent component failures is 4.1 x 107, This result is consistent
with the scram system unavallability estimate in the ANO-1 IREP study.
Ninety—nine percent of the time when the scram system is unavailable due to

independent hardware failures the cause of failure is an electrical
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component faillure (as opposed to a nmechanical component failure). The
major contributors to the scram system average unavallability when
considering only independent failures are the two scram breakers used to
interrupt ac power to the control rod drive mechanisms (CRDMs).

We determined that common cause failures are potentially donminant
contributors to scram system unavailability. Twenty-nine root cause evenl
types (generic causeé) that can cause scram system failure (e.g., impact
events, power surges, and common links) were identified. The contributions
of some of these events to scram system unavailability are greater than the
total contribution from independent failures. The most Important scram
system components--with respect to common cause fallures——agaln are the sac
power interrupt breakers for the CRDs.

Based on the results of this work, we recommend the following:

1. Develop a streamlined procedure for identifying and
calculating the frequency of root cause events. In
this study, we performed a plant walk-through to
identify potential root cause events. Root cause
event frequency estimates were based primarily on
engineering judgment. A detailed root cause event
analysis procedure will ensure a comprehensive
treatment of root cause events, with a3 more refined
estimate of the frequency of root cause events.

2., Perform a common cause fallure analysis on other
scram system designs. Even though results from this
ANO-1 scram system analysis are nunot directly
applicable to other scram systems, the analysis
indicates there are good reasons to believe the
failures of other scram systems are alsc dominated
by common cause failures. Plant-specific analyses
will determine the common cause failure char—
acteristics of other scram systems.

3. Investigate the feasibility of collecting component
failure data to determine more accurate conditicnal
probabilities of importznt component failuvres; glven
severe generic environments. These data are needed
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to calculate the conditional probability of system
failure, given a severe generic environment.
Component failure probabilities used in this study
were synthesized from WASH-1400 data and engineering
judgment.

4, Develop methods for performing an uncertainty
analysis on the conditional probabilities of scram
system failure, given the occurrence of each type of
root cause event.

5., Update the importance calculation method in COMCAN

IIT to allow for calculations that are not based on
“"rare event” approximations.

Implementing these recommendations will result in defendable estimates
of scram system failure probabilities and AIWS frequencies for light water

reactor designs used in the U.S. commercial nuclear power industry.
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Barrier

Basic event

Common cause candidate

Common cause failure

Common link

Domain

Generic cause

Generic environment

Generic susceptibilities

Minimal cut set

Root cause event

Special conditions

Unavailability
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GLOSSARY

a device that 1limits the propagation of an
adverse envivonment

the malfunction of a component in one of {its
possible fallure modes

a minimal cut set whose basic events could all
fail because of a common dependency

the occurrence of a root cause event and
subsequent failure of one or more common cause
candidates associated with the root cause event

a source of common cause failures that can
transgress physical barriers

an area within a plant that contains a root
cause event source and is bounded by barriers to
the adverse eunvironment produced by the root
cause event

an event or condition that can result in common
cause failures

an environmental condition such as impact, grit,
or vibration (whose source is unspecified) that
can cause component failures

limitations associated with components that can
cause them to fail when subjected to adverse
environmental conditions

a group of basic events that are collectively
sufficient to cause system failure. The occur-
rence of each basic event in the minimal cut set
is necessary to cause system failure

an event that produces <conditions (either
environmental or operational) that 1increase
component failure frequencies

conditions associated with components such as
component manufacturer, the maintenance crew
charged with component upkeep, or the procedures
used for component maintenance. As with common
1links, special conditions can transgress
physical barriers

the probability a system is in a failed state at
time t
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1
A COMMON CAUBE FATLURE ANALYSIS OF

THE RODDED SCRAM SYSTEM OF THE ARKANSAS

NUCLEAR ONE - UNIT 1 PLANT

1. INTRODUCTION

1.1 Purpose

The major purpose of this study was to demonstrate the use of a formal
method for common cause failure analysis (CCFA) in a detailed reliability
analysis of a scram system. The system apalyzed herein is the rodded scram
gsystem of the Arkansas Wuclear One — Unit 1 Power Plant (ANO-1), The
system consists of electrical and electronic equipment (1) that detevmines
when process parameters exceed preset limits and (2) that rewmoves
electrical power from the control rod drives (the mechanical portion of the
system), allowing the rods to fail into the reactor ceore and shut down the
reactor.

In addition to demonstrating how a CCFA can be performed as part of a
scram system reliability analysis, this report includes gqualitative and
quantitative evaluations of the effects of independect failures and common
cause failures on the availability of the scram system to =hut down the
reactor when required. More specifically, this study provides the
following results:

® an estimate of the average unavailability for the
scram system due to independent componeant failures
and the major contributors o this unavailability

@ the scram system minimal cut sets that ara
susceptible to common cause failure



® a list of potential root cause events that are
conducive to scram system common cause failure

@ estimates of the conditional probability of scram
system failure, given the occurrence of each type of

root cause event

® 2 sensitivity analysis of scram system unavailability
with respect to each type of root cause event

® estimates of scram system unavailabilities for
important types of root cause events.
This report also provides recommendations for additional common cause
failure analysis research that will enhance future reliability analyses of

other nuclear power plants' scram systems.

1.2 Background

The issue of anticipated transients without scram (ATWS) for light
water reactors has been, and continues to be, a source of debate for those
concerned with nuclear reactor safety. One of the central questions in
this debate concerns the probability of failure to scram. | Light water
reactor scram systems are designed with so much redundancy and with such a
tendency to fail safe when component failures do occur that the probability
of system failure arising from independent failures of system components is
negligible. Instead, important failures of these high reliability systems
tend to be the result of common cause failures.2

This study was a pioneer analysis of a light water reactor scram system
using a systematic method of common cause failure analysis. While the
study was plant-specific to the Arkansas Nuclear One - Unit 1 (ANO-1) scram

system, the results are generically applicable to similar Babcock and

Wilcox (B&W) scram systems.



1.3 Scope
Three types of scenarios can result in an anticipated transient without

scrYams 1

l. A tramsient occurs that causes failure of the scram
system.

2. An external event causes a transient and also causes
scram system failure.

3. A transient cccurs when the scram system is already
failed.
According to NUREG/CR-~0460, the first type of scenario occurs at a
frequency so low that it need not be considered in a veliability analysis.
This study found no evidence to the contrary. Scram system components af
ANQO-1 are located where they will not be adversely affected by any reactor
transients before the components would effect a reactor trip.

The second type of scenario occurs 1f an external event causes scram
system failure and causes a failure in the integrated control system (IC3),
which produces a transient through improper contvol action (e.g., closing
the main feedwater control valve). The physical locations of I1CS and
reactor protection system (RPS) equipment at the Arkansas Nuclear Gne -
Unit 1 Plant are such that the occurrence of this type of event is
extremely remote. The chances of an event occurring thal causes scram
system failure and that produces a transieat by causing failure of
equipment associated with norwal plant operation is also extremely remote
because of the physical location of RPS equipment. Thus, the second type
of scenario was not considered in our detalled analysis.

This analysis focused on the third type of ATWS’scenario: the scram

system loses capability to scram during reactor eperation, the fallure is



4

not corrected, and a transient occurs, which requires that the reactor he
scrammed. Scram system failure can be caused by independent hardware
failures or by common cause fallures; therefore, this report discusgses the
qualitative and quantitative analyses of the ANO~1 scram system considering

both independent hardware failures and common cause failures.

1.4 Report Organization

Section 2 of this report describes the ANO-l rodded scram system and
defines the problem for analysis. Section 3 discusses the methods and
results of the qualitative analysis of the scram system, and the methods
and results of the quantitative analysis are discussed in Section 4.

Section 5 presents the conclusions and recommendations of this study.



2., PROBLEM DEFINITION

2.1 Svstem Description

2.1.1 System Design

The scram system at ANO-1 protects the wuclear fuel c¢ladding from
damage and helps prevent transient overpressure events from occurring in
the reactor coolant system. It consists of the reactor protection system
(RPS), the control rods, and the control rod drive mechanisms (CRDMs). The
RPS has redundant channels of senscrs and signal processing equipment for
monitoring several conditions in the unuclear steam supply system. If any
of these monitored conditions, or a combination of these conditions,
reaches specified safety system settings, the RPS trips the reactor by
interrupting all power to the windings of the control rod assemblies in the
safety rod and regulating rod groups. This power interruption allows the
control rods to drop into the core and effect a reactor shutdown.

The ANO-1 reactor protection system (Figure 2.1) monitors conditions in
the nuclear steam supply system through Four independent channels of
sensors (channels A, B, C, and D) and trips the reactor upon receiving
shutdown votes from any two channels. There ave 10 trip parameters that

feed a bistable trip string in each of the 4 independent channels:

1. high reactor coolant teamperature
2. high reactor coolant prassure
3. 1low reactor coolant pressure

4, wvariable low reactor coolant system pressure (based
on reactor temperature)

5. overpower

6. power vs. number of reastor coolant pumps operating
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7. Tnigh rsactor bullding pressure
8. power/imbalance/flow

9., aonticipatory feedwater pump trip

10, anticipatory turbine trip

Table 2.1 1lists the safety svstem “trip” polints for each of these
parameters.

The bistable trip string for each chasnel (Figure 2.2) consists of 10
bistable trip relays and ! channel trip relay (K&, KB, XC, or Kb}, All
bistable trip relays in each trip string are normally energized and closed.
Power for all relays in a chammel's bistable trip string is supplied by the
channel's 15V dc power supply. Power for the 15V de source is supplied by
the channel’s 120V vital ac bus. loss of power from the chamnel’s 15V do
power supply or from the 120V vital ac bus results in a channel tvip (fail
safe). Power surges from either of these sources, bhowever, may result in
one or more channels failing unsafe. A crowbar on the 15V dc power supply
prevents an excessively high voltage output.

FEach trip parameter signal in a channel controis cone bistable trip
relay. When system conditions reach one of the safety system trip poluts,
the assoclated trip parameter signal commands its bistable trip relay to
open. This action de-energizes the bistable trip channel relay, causing it
to open and thus providing one of the two channel votes needed to initiate
a reactor trip.

The channel trvrip relays (KA, KB, KC, and KB}) are connected in a
two-out—of -four trip logic configuration (Figure 2.3). BHach channel trip

relay de-energlzes four auxiliary trip relays——oune in each channel (2.g.,



Table 2.1 Reactor

Protection System Trip Setting Limits?

four Reactor Coolant Pumps

Three Reactor Coolant Pumps

One Reactor Pump
Operating in Each Loop

Operating (Nominal Operating (Nominal (Hominal Operating Shutdown
Operating Power - 100%) Operating Power - 75%) Power - 40%) Bypass
Nuclear power, % of 104.9 105.5 105.5 5.0°
rated, maximum
Nuclear power basad on 1.054 times tlow minus 1.057 timas flow minus 1,057 times flow minus Bypassod
tiow® and imbalance, reduction dus to reduction due to reductlon dus to
§ of rated, maximum imbalance(s) imbalancels) imbalanceis)
Nuclear power based on N/A N/A 55% Bypasset
pump monitors, § of
rated, meimumd
High reactor coojant 2300 2300 2300 1720°
system prossure, psig,
e § mum
Low reactor cooiant 1800 1800 1800 Bypassod
system pressure, psiq,
winimum
8

ysriable jow reactor (11,75Tgyu4-5103) {11,757 y4-5103)° (11.75Tg4-5103)° Bypassed

coolant system prassure,

psig, minimum




Table 2.1 (continued)

il

Ons Resctor Pump

Four Reactor Coolaat Pumps Three Reactor Coofsrt Pumps Operatring in Each Loop
Operating (Nominail Operating {(Nominai {kominal Operstieg Shutdows
Opsrating Power - 100%) Operating Power - 75%) Power - 40%) Bypens
Reactor coolant 518 618 618 618
tenperatures F, maximum
High reactor bullding 4{18,7 psila) 4(18,7 psia} 4{18.7 psia) 4¢18,7 psis}

pressuirs, psig, maximum

trip setting limits as of fuel cycle #4

automatically set when other segments of the RPS (as specified) are bypassed

reactor coolant system flow, ¥

the pump monitors alsoc produte g trip on {a} loss of two veactor coolant pumps in one reactor coolant ivop
and éb) ioss of vne or two reactor coolant pumps during two-pump operation.

Tour 13 in degrees Fahrenheit (F),

[= Ve B e Y

b
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KA de-energizes KAl, KA2, KA3, and KA4)., De-energizing the four auxiliary

trip relays results in a shutdown vote from the channel, which is sent to
all four reactor trip modules (Figure 2.1).

The reactor trip modules control circuit breakers on main and secondary
power supply lines to the control rod assembly windings. Reactor trip
modules A and B control ac scram circuit breakers A and B, respectively
(Figure 2,1). Reactor trip module C controls the dual dc scram circuit
breakers Cl and C2 and the dc control power scram relays EZ, E3, and E4.
Reactor trip module D controls a similar set of scram circuit breakers (DI
and D2) and scram relays (F2, F3, and F4).

One of the four 120V vital ac buses (one bus per channel) supplies
control power to the undervoltage coil of the scram circuit breakers and
scram relays just described through the controlling reactor trip module.
Each reactor trip module contains a dual, two—out~of-four matrix of
contacts with interrupt control power if any combination of two channels is
tripped (Figure 2.3). The auxiliary trip relays control the breakers in
the two—~out—-of~-four matrix. Interruption of control power by any one
reactor trip module causes the scram circuit breakers or scram relays
controlled by that module to open (Figure 2.1). This action results in the
interruption of power from one of two buses to the control rod assembly
windings. Interruption of power from both buses to the control rod
agssembly windings is necessary for control rod assemblies to drop into the
core.

The operator can also manually intetrrupt control power to the scram

circuit breakers and scram relays. A manual trip switch is located between
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each channel's reactor tvip module and the undervoltage coills) that it
controls. A pushbutton in the contrel room controls all four switches.
Actuation of this pushbutton opens all four switches, interrupiing control
power to all scram circuit breakers and scram relays.

The control rod assemblies at ANO-1 are divided into eight groups:
four groups of safety rods and four groups of regulating rods. However,
one of the regulating red groups is used for power shaping =zad is not
inserted when the reactor trips. Table 2.2 lists the current number of
rods 1in the other seven groups,.

Each control rod drive assembly has six windings that recelve siz-phase
power from both a main and a secondary bdbus (Figure 2.1). A delta/star
transformer takes three-phase ac power, transforms it into six-phase power,
and supplies it to the main and secordary buses through independent 480V ac
lines (ac bus #1 and #2). The A circuit breaker interrupts power to the
main bus, and the B circuit breaker interrupts power to the seccndary bus.
Loss of power on both of these buses de—energizes all control rod asszembly
windings.

The safety rods recelve dec power ilaverted from the ac power of the maln
aud secondary buses via the dual do breakers (€1 and €2 or Dl and D2),
respectively. The dval dc breakers provide a means of interrupticg power
from the wmain and secondary buses to the safety rods. The safety rods will
drop only if main and secondary power to the safety vods 1z intevrupted.
The RPS interrupts power to the rods by opening an appropriate set of scram

circuit breakers.
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Table 2.2 ANO~1 Rod Group Compositions

Rod Group Category Number of Rods
1 Safety 8
2 Safety 9
3 Safety 4
4 Safety 12
5 Regulatory 8
6 Regulatory 8

7 Regulatory 12
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Fach regulating rod group receives power from the main bus through 36
silicon~controlled rectifiers (6 rectifiers per phase) and power from the
secondary bus through 36 parallel silicon-controlled rectifiers. The
silicon~controlled rectifiers turn on and off the dc contrel rod holding
power to regulate the rod positions. Only 12 or 18 rectifiers (2 or 3
phases) are on at any time. Gate drives regulate dc control power to the
silicon~controlled rectifiers. Each gate drive (2 per regulating rod
group) has 6 outputs and controls 36 rectifierg. The E and ¥ scram relays
interrupt dec control power to the gate drives and silicov-~contrelled
rectifiers. Like the safety rods, regulating rods will drop only if power
is interrupted from both the main and secondary buses.

The ANO-1 plant has roller onut—-type control rod drive mechanisms.
Each mechanism consists of a moter tube that houses a lead screw and its
rotor assembly and an external motor stator thab surrcunds the motor tube.
The motor stator magnetically rotates the rotor assembly, which in turn
drives a non-rotating, traunslating lead screw coupled to a control rod
assembly. When the motor stator ds de-energized, mechanical springs
disengage the roller nuts in the rotor assembly from the lead screw and

allow the control rod assembly to drop ionte the reactor core.

2.1.2 Instrumentation and Contrels
Annunciators indicate changes in RPS5 status to the control roow

operator. Specifically, these conditions are annunclated:

® reactor trip

® RPS trouble
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® RPS shutdown bypass

® RPS channel bypass

Operators can get additional information on the status of each individual
channel from the RPS cabinets (located in the control room).

Each channel has two key-operated bypass switches, a channel bypass
switch, and a shutdown bypass switch. Operators use these switches to
bypass a channel before performing control rod drive tests or channel trip
circultry tests. Interlocks between the channel key switches prevent
bypassing two or more protection chaunnels simultaneously.

The signal processing equipment, bistable trip string, and reactor trip
module for any one channel are physically isolated from this same equipment
for the other channels. The equipment for each channel is contained in two
cabinets in the control room. In each of the two cabinets, there is a
meter for every analog signal employed by the channel and a visual
indication of the state of every logic element. A lamp mounted on top of
one of the cabinets indicates the trip status of the channel.

Each CRDM motor stator has a high—temperature alarm, and the
intermediate cooling water system (ICWS) that provides CRDM motor stator

cooling has low—flow alarms.

2.1.3 Testing and Maintenance

ANO~1 personnel check all RPS channel indications twice during each
shift, The surveillance check includes comparing the values of amalog
variables between channels and observing that equipment status is normal.
In addition, each channel power level indicated by nuclear instrumentation

is compared with a thermal power calculation.



17

Plant personnel test each RPS5 channel monthly. (A different channel is
tested each week.) They verify that each portion of the channel trip
logic——from the signal processors to the scram breakers—-—operates properly.
A complete test on a channel takes about four hours, during which time the
RPS channel 1is  ©bypassed and ths system is din a conditien where
two out of three channels must trip to cause a scram. Two or morve channels
are never simultaneously bypassed for testing and maintenance since this
would violate administrative control, and interlocks prevent bypassing more
than one channel.

Maintenance on an RPS channel, 1if necessary, 1is performed during
monthly testing or during shutdown. Unless a channel is bypassed, a system
of interlocks initiates a channel trip whenever a reactor trip module is

removed from the RPS.

2.1.4 Interfacing Systems

The electric power system (EPS) and the intermediate cooling water
system (ICWS) interface directly with the scram system. The EPS supplies
120V ac power to the RPS via four vital 120V buses: one bus for each
channel. Each vital ac bus supplies power to the channel's 13V de
instrumentation power supply and to the undervoltage windings of the scram
breaker(s) and scram relays associated with the channel. Loss of power on
any vital ac bus trips the associated channel. Power surges on any vital
ac bus or dc power supply may reSuit in one or more channels failing unsafe

by welding relay contacts closed.
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The ICWS provides cooling water to the CRDM motor stators. Loss of

cooling water causes the CRDM motor stators to overheat. Overheating can
cause mechanical failure of the CRDMs, which can result in the coupled

control rod assemblies not inserting when commanded.

2.2 Failure Descriptiouns

2.2.1 TOP Fvent Definition

The TOP event (system failure of interest) analyzed in this study was
"Scram System Fails to Achieve a Satisfactory Reactor Shutdown When
Required.” The scram system consists of elight groups of control rods,
seven of which comprise the emergency portion of the system. The TOP event
occurs whenever at least one complete emergency control rod group and one
other emergency control rod assembly fail to insert intc the reactor core
when required (based on the ANO-1 IREP success criterion for the RPS).
Control rod assemblies can fail to insert because of scram breaker/relay
failures, relay failures in the RPS logic, failures in the trip parameter
signal processing equipment, mechanical failures in the CRDMs, or

combinations of failures of this equipment.

2.2.2 Scram System Equipment Failure Modes

The scram system at ANO-1 consists of the following types of equipment:
scram breakers, scram relays, control relays, logic modules, bistable trip
strings, trip parameter instrumentation, gate drives, silicon-controlled
rectifiers, control rods, and control rod drive mechanisms. This section
describes each of these types of equipment and their failure modes of

interest for this analysis.



Scram Breakers/Relays

The RPS has two types of scram circuit breakers: ac breakers (breakers
A and B, Figure 2.1) and dual dc breakers (breakers Cl and €2 and Dl and
D2, Figure 2.1). The RPS also has six de¢ scram relays to interrupt
control power to the gate drives. These breakers/relays consist of a
contact set and a normally energized, solenoid—-type device that holds the
contacts closed. The breakers/relays are spring—loaded to open when
de—energized. Failure of a scram breaker/relay occurs whenever the

solenoid coil is de-energized and the contacts remain closed.

Control Relays

The RPS wuses control relays to transmit shutdown wvotes from the
bistable trip strings to the reactor trip modules. The relays are
solenoid~type devices that control the contact sets in the reactor trip
modules; they vote for shutdown by transferring open. The control relays
are normally energized closed and are spring-loaded to open when
de-energized. A control relay failure occurs whenever a relay fails to

open when the solenoid is de~energized.

Logic Modules

Each trip logic module for the RPS consists of a dual, two—out—-of-four
matrix of normally closed contacts (Figure 2.3). Failure of a reactor trip
logic module occurs whenever three of the four contacts in both matrices of

contacts stick closed.
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Bistable Trip Strings

Each bistable trip string consists of 10 trip relays (controlled by
trip parameter signals) and 1 channel relay. All 11 relays are of the sawme
design and operate 1like the scram relays. Failure of a bistable trip
string occurs whenever all bistable trip relays that should trip {(given an
upset condition) stick closed or when the one channel trip relay sticks

closed.

Trip Parameter Instrumentation

The trip parameter instrumentation for the RPS consists of sensors,
signal conditionling electronics, and signal comparators. Signals from RPS
sensors monitoring seven conditions in the nuclear steam supply system——or
combinations of these signals—-—open the bistable trip relays. Failure of
trip parameter instrumentation occurs if the signal comparator set point
for the trip parameter is out of tolerance or if the signal(s) feeding the
signal comparator 1is incorrectly high or low (depending on the trip
parameter). Incorrect high or low signals result from sensors and signal
conditioning electronics (detector power supplies, amplifiers, function
generators, contact monitors, bridge networks, and signal converters)
failing high or low.

Many of the sensors in the RPS send signals to more than one bistable
trip relay. The sensors and thelr associated signal processing equipment
that feed more than one bistable trip relay may cause one bistable trip
relay to fail in an unsafe mode (closed) and another bistable trip relay to
fail in a safe mode (open). For example, the reactor coolant pressure

sensor feeds the bistable trip relays for both high and low reactor coolant
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pressure. Thus, the pressure senscr failing high results in failure of the
trip parameter instrumentation for low reactor coolant pressure, but it
also trips the reactor via the bistahle trxip relay for.reactor coolant high
pressure. Trip parameter instrumentation failures that cause any bistable

trip relay to fall in a safe mode were neglected in this analysis.

Gate Drives

The RPS gate drives distribute dec control power to the silicon-
controlled rectifiers. Each gate drive has six output legs, and each
output leg controls six silicon-controlled rectifiers. Failure of a gate
drive occurs 1if any output leg transmits an "on" signal to the silicon-

controlled rectifiers when all output legs should transmit “off" signals.

Silicon~controlled Rectifiers

The silicon-controlled rectifiers transform ac power to dc power to
drive the CRDMs of the regulating rod group assemblies. Failure of the
silicon~controlled rectifiers for a regulating rod group occurs if any
rectifier supplies power when all rectifiers should be off. This type of
failure would result in the energized CRDMs holding a regulating rod group

out of the reactor core.

CRDMs /Control Rods

A CRDM provides for controlled withdrawal and insertion of a countrol
rod assembly into the reactor core. The control rods (16 rods in each
control rod assembly) contain neutron absorber material and are used to
control reactor power. A mechanical fault in a CRDM (or in the control
rods) that prevents the control rod assembly from dropping into the reactor

core constitutes a failure of the component(s).
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2.3 Transient Initiating Events

A transient initiating event is an upset condition in the nuclear steam
supply system that requires protective action by the scram system and/or
other safety systems. Transient initiating events are important because
they can cause reactor core meltdowns if the scram system or other safety
systems fail.

There are several important anticipated transient initiating events for
pressurized water reactors.3 However, the transient initiating events that
isolate the reactor from normal cooling systems are most important to this
study because, if not controlled, they can result in a large pressure rise
in the reactor that could disable the emergency cooling systems and
threaten the integrity of the reactor coolant system pressure boundary.
These transient initiating events have the greatest likelihcod of
occurrence and the most severe potential consequences should the scram
system fail.

This study analyzed the reliability of the reactor protection system
under the condition that either a turbine trip or loss of main feedwater
transient 1initiating event has occurred. These events are the most
frequent transient initiating events for pressurized water reactors.>
Either of these transient initiating events can result in loss of normal
cooling to the reactor core.

A turbine trip transient initiating event initially affects the

following RPS trip parameters:

® high reactor coolant temperature
®© high reactor coolant pressure

® anticipatory turbine trip
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And a loss of main feedwater translent initiating event initially affects

these trip parameters:

® high reactor coclant temperature
@ high reactor coolant pressure

® anticipatory feedwater pump trip

For this study, we assumed that 1if either a turbine trip or loss of main
feedwater transient initiating event occurs, no other RPS trip parameters
will be affected soon enough to effect a reactor scram prior to the reactor

coolant system overpressurizing.
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3. QUALITATIVE ANALYSIS

The qualitative analysis of the ANO-1 scram system involved three

steps:

1. fault tree modeling
2, minimal cut set determination

3. common cause candidate identification

The qualitative analysis identified minimal cut sets for hardware failures,
and it provided lists of common cause candidates for the TOP event, "Scram
System Fails to Achieve a Satisfactory Reactor Shutdown When Required.”
This information provides insight into how the scram system can fail, and
the minimal cut sets and common cause candidates were used as input to the
subsequent quantitative analysis. We used the COMCAN III computer program4

to perform both the qualitative and quantitative analyses of the scram

system fault tree.

3.1 Fault Tree Modeling

A fault tree was used to model the failure logic for the scram system
TOP event. Scram system failure can result from an appropriate combination
of scram breaker and scram relay failures, from mechanical failures of the
control rods or CRDMs, or from a combination of breaker/relay and conttrol
rod failures. Figure 3.1 1llustrates the top level fault events that can
cause scram system failures. |

Appendix A is a detailed fault tree of the ANO-1 scram system. This
fault tree was developed using the same methodology that was used in the

WASH-1400 (Ref. 5) and the ANO-1 IREP studies.® However, 1t contains
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significantly more detail than the ANO-1 IREP fault tree. Component

failures have been expanded and new events have also been added to the
fault tree. For example, the fault tree in Appendix A includes a logical
development of failures of the reactor trip modules (Figure 2.1) and
combinations of control rod and scram breaker failures that can contribute
to scram system failures.

The extensive modeling of the scram system in Appendix A provided the
level of detalil needed for performing a thorough independent failure
analysis and a thorough common cause failure analysis. However, this
detailed fault tree has nearly 1032 cut sets and is too large to
efficiently process using COMCAN III. Thus, the detailed fault tree
required wmodifications to reduce the number of possible cut sets to be
considered in the CCFA, These modifications included streamlining the
logic in sections of the fault tree and replacing several sections of fault
tree logic with single basic events. Carrying out these modifications
required extreme care to ensure no lost information for the common cause
failure analysis.

Appendix B is the reduced fault tree of the ANO-l scram system. This
tree reflects the following modifications:

1. Failure of each channel's trip parameter
instrumentation (represented in the detailed fault
tree by an AND gate with 10 possible inputs) is
represented by a single basic event.

2. Multiple basic events input to OR  gates are
consolidated into single basic eveunts.

3. We assumed that operators would not manually trip
the control relays to the SCRs.
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4, The  two-out-of=-three failure logic for the

regulating rod group power supplies (E and F scram

relays, gate drives, and silicon~controlled

rectifiers) is streamlined.

As a result of Modification 1, we modeled only those trip parameter
failures that are appropriate for the transient initiating event
under consideration. For example, when a loss of main feedwater initiating
event was analyzed, a single basic event in the reduced fault tree
represents failure of the high reactor coolant temperature, high reactor
coolant pressure, and main feedwater pump trip parameter instrumentation.
Similarly, Modification 2 combined several basic events whose components
are located in the same room into a single, consolidated basic event.
A1l four modifications resulted in no loss of information for either
the qualitative CCFA or the quantitative analysis (independent failures and

common cause failures), and they substantially reduced the number of cut

sets to be analyzed (to leés than 105).

3.2 Minimal Cut Set Determination

From the reduced fault tree, the COMCAN III computer program ildentified
2265 minimal cut sets for the ANO-]1 scram system TOP event. The minimal
cut sets ranged in size from two-event cut sets to six~event cut sets. All
two—~event minimal cut sets involve combinations of scram breaker/relay
failures. About half of the three-event minimal cut sets contain scram
breaker/relay failures. The other three;event minimal cut sets and the
higher-order minimal cut sets contain combinations of scram relay, power

supply (SCR), cable, and CRDM failures.
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Since these minimal cut sets were obtained from the reduced fault tree,
the basic events in many of the cut sets represent multiple component
failures. These consolidated basic events and the minimal cut sets can be
expanded to reflect specific component failures if desired. But expansion
will increase the number of minimal cut sets ‘of each order (e.g., 1
two—event cut set could become 10 two—event cut sets). Expanding the cut
sets gives no additional common cause failure information; therefore, the

cut sets were not expanded for this analysis.

3.3 Common Cause Candidate Identification

A common cause failure analysis identifies single causes, or events,
that can produce multiple component failures that can subsequently result
in system failure. In highly redundant systems, such as nuclear power
plant scram systems, common cause failures are often significant
contributors to the system's falilure probability.

We used a modified generic cause approach2s7'10 and the COMCAN III
computer program4 to perform the common cause failure analysis of the ANO-1
scram system. Based on this approach, a minimal cut set for the scram
system TOP event must meet one of the following criteria to be considered a
common cause candidate:

1. All mwmembers of the minimal cut set must be
susceptible to the same generic type of environment
and must be in a common location with respect to
that environment (e.g., the scram breakers are all
susceptible to vibration and are all located in the
computer room).

2. All members of the minimal cut set must have a

common link (i.e., a condition associated with the
components such as component manufacturer, the



24

maintenance crew charged with component upkeep, or
the procedures used for component maintenance that
can transgress physical barriers).
Common cause candidates according to the first criterion are location-—
dependent, and common cause candidates according to the second criterion
are location-independent. The COMCAN III computer program identified
common cause candlidates according to each of the above criteria.”
Identifying common cause failures for the qualitative analysis of the
ANO~-1 scram system involved the following three steps:
1. collecting and preparing the data to be input to
COMCAN T1II

2. identifying common cause failures using COMCAN 1IIIL

3. identifying root cause events

3.3.1 Input Data for COMCAN III

In addition to the fault tree, COMCAN TIII required input data on
component physical locations, component susceptibilities to generic types
of environments, plant barriers to generic types of environments, and other
factors that can link components. The component physical locations, the
component susceptibilities, the plant barriers, and the fault tree are the

data needed by COMCAN III for identifying common cause candidates by the

*The COMCAN IIT computer program Iidentified approximately 30 cowmmon
cause candidates for the ANO-1 scram system. In the interest of
maintaining a tractable analysis, we did not attempt to Identify partial
common cause candidates.
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first criterion (location—dependent). The fault tree and common links for
components are the data needed by COMCAN III for identifyving common cause
candidates by the second criterion (location—independent). The remainder

of Section 3.3.1 discusses the data required by COMCAN III in more detail.

Component Locations

ANO~1 scram system components are located in the computer room, the
control room, the penetration rooms, and the reactor building. Table C.2,
Appendix C, lists each reduced fault tree basic event and the location of

the component that is defined by the basic event.

Component Susceptibilities

Component susceptibilities (for this study) are generic types of
environments that can cause components to fail. The following aided our
identification of generic types of environments that can fail scram system
components:

l. a review of several hundred licensee event reports
(LERs) on scram system failures

2. a literature review of common cause failure analysis
methods

3. discussions with ANO-! personnel

When multiple component failures were consolidated into single basic
events to reduce the complexity of the fault tree, the new single basic
event assumed all the susceptibilities of the multiple component failures
that it represents if the consolidation was through an OR gate. If the

consolidation was through an AND gate, the new basic event assumed only the
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susceptibilities shared by all of the component fallures that the basic

event represents. Appendix D lists each basic event that appears 1n the
reduced fault tree and the secondary failure susceptibilities for the basic

avent.

Plant Barriers

A plant barrier 1s a physical obstruction or separation that confines
the effects of a generic environmeut within the boundaries establiished by
the Dbarrier. Plant barriers define the domains of the generic
environments. In this analysis, the walls of rooms in the ANO-1 plant act
as barriers to most generic enviroaments. Only the exterior door of the
computer room 1s mnot a Dbarrier to impact and corrosion generic
environments; all other doors and walls are barriers to these two generic
environments. With one exception, walls are also barriers to plant
internal vibration events. (The flcor separating the computer room from
the control room is not a barrier to plant internal vibration events.)
There are, however, no barriers anywhere in the plant to external vibration
events (earthquakes). Figure 3.2 identifies the plant barriers defined for
this study. (One barrier is not shown in Figure 3.2: a fire wall in the

computer room between the ac and dc scram breakers.)

Common Links

The terms “common 1links"” and T"special conditions” are used
interchangeably throughout the remainder of this report; they refer to any
factors that closely link component:s so the combined probability of the

component failures 1s greater than the product of the independent component
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failure probabilities. Three common links and special conditions were

defined for this study:

1. common power supply
2. common cooling water supply

3. similar parts

If all components in a minimal cut set have a common link or special
condition,lo’11 the minimal cut set is identified as a common cause
candidate. Physical barriers betwsen components do not eliminate common
links and special conditions; therefore, common 1links and special
conditions define common cause candidates that are location—independent.

The rules for evaluating common links and special conditions when
consolidating multiple component fallures into single basic events are the
same as the rules for evaluating generic susceptibilities. Appendix D
lists the common links, or speclal conditions, for each basic event that

appears in the reduced fault tree of the ANO-1 scram system.

3.3.2 Identification of Common Cause Failures
COMCAN IIT used the following procedure to identify common cause

candidates for the ANO-! scram system analysis:

1. It selected a generic environment/location or a
common link for analysis.

2, 1t identified the basic events in the fault tree
that are 1in the @gselected location and are
susceptible to the generic environment or that have
the common link (or special condition). These basic
events  were treated as failed and all other basic
events were treated as not failed.
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3. It determined the minimal cut sets. These cut sets
are common cause candidates for the specified
generic environment/location or common link.

This procedure was repeated until every generic environment/location and

common link was analyzed.

3.3.3 1Identification of Root Cause Events

The final step in the qualitative CCFA was identifying root cause
events. A root cause event is a specific mechanism defining the origin of
a generic environment or common link that produces a common cause failure.
For example, a root cause event that could lead to a high~temperature
environment in a room could be the failure of the room's air conditioner.

A number of different root cause events can produce the same generic
environment in a particular location or affect the scram system through the
same common link. For example, either turbine imbalance or diesel
generator vibration can cause vibration in the control room and the
computer Toome. All root cause events that produce the same generic
environment in the same location have the same effect on the scram system.
Similarly, all rvroot cause events that affect the system through the same
common link have the same effect on the system.

Our common cause failure analysis was streamlined by considering types
of root cause events that affect the scram system before we identified and
analyzed more specific root cause events. (That is, we considered all
events that could cause vibration in the control room as one type of root
cause event for analysis.) No time was wasted analyzing root cause events

that had no potential to cause scram system failures.
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This study investigated potential root cause events asscoclated with

ANO~1 scram system failures for both generic environments and common links.
We identified potential root cause events by (1) performing walk-throughs
of the contalnment penetration rooms, the computer room, and the control
room; (2) inventorying equipment and personnel in each of these areas; and
(3) determining whether equipment fafilures and personnel errors in these
areas could produce the generic environment(s) of interest. Equipment
failures and personnel errors that could produce the generic environment(s)
of concern were listed as root cause events. LER reviews, the plant visit,
and discussion with ANO-1 personnel helped determine the potential root
cause events that should be considered in the detailed reliability analysis

of the scram system.

3.4 Qualitative CCFA Results

The scram system common cause fallure analysls identified common cause
candidates for 17 generic enviromment/location combinations and 12 common
links (4 of which are similar parts). All common cause candidates contain
consolidated basic events that could have been expanded to provide more
detail on specific component failures. Expanding the common cause
candidates was not necessary for performing the quantitative CCFA;
therefore, the candidates were not expanded.

Tables 3.1, 3.2, and 3.3 1list tbe generic environment/location
combinations, common links, and similar parts that produce the common cause
candidates, and the tables also identify potential root cause events for
each of these event types. Most of the root cause events in these tables

are ANO-1 plant~-specific.



Table 3.1 CCFA Qualitative Results -~ Generic Environments

Generic
Fovironment/Locations

Potentlial Root
Cause Eventsd

Fire/control room

Grit/computer room

Grit/control room
Grit/containment
Moisture/computer room
Moisture/control room

Vibration/computer room
and control room

Vibration/containment
Vibration/whole plant

Temperature/computer room

Temperature/control room
Corrosion/computer room
Corrosion/control room
Corrosion/containment
Impact/computer room
Impact/control room

Impact/containment

Instrumentation overheats

ABS filters fail, construction
activities

Construction activities

Diesel generators, turbine
imbalance

Earthquake

A/C fails, transformers
overheat

A dashed line indicates that no likely potential root cause events(s)
for the associated generic environment/location was identified during our

search for these events.

frequencies.

combinations

The quantitative common cause failure analysis
results in Section 4 of this
generic environment/location

no contributions of these
to scram system failure
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Table 3.2 CCFA Qualitative Results - Common Links

Potential Root

Common Link Cause Events
Cooling water ICWS pump failure
ac bus #1 Power surge
ac bus #2 Power surge
dc bus #1, Power surge

Channel A vital ac bus AA, and
Channel C vital ac bus AC

dc bus #2, , Power surge
Chammel B vital ac bus AB, and
Channel D vital ac bus AD

ac bus #1, dc bus #1, Power surge
Channel A vital ac bus AA,

Channel C vital ac bus AC,

Channel A 15V dc power supply, and

Channel C 15V dc power supply

ac bus #2, dc bus #2, Power surge
Channel B vital ac bus AB,

Channel D vital ac bus AD,

Channel B 15V dc power supply, and

Chamnel D 15V dc power supply

All 15V dc power supplies Power surge
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Table 3.3 CCFA Qualitative Results ~ Similar Parts

Similar Parts

Potential Root
Cause Events

ac/dc breakers

ac/dc relays

CRDMs

Cables

Design error
Installation error
Maintenance error
Manufacturing defect

Design error
Installation error
Maintenance error
Manufacturing defect

Design error
Installation error
Manufacturing defect

Design error
Installation error
Manufacturing defect
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Table 3.1 1lists the potential root cause events for generic

environments. A dashed 1line in this table for a particular generic
environment/location indicates one of two things: (1) no root cause event
was identified for the environment/location or (2) the root cause event(s)
identified was considered extremely unlikely. For example, we did not
identify any high-speed equipment, high-pressure piping, or explosive
materials in the computer room or control room that could produce an impact
environment. Thus, we listed no potential root cause events for impact
enviromments for these rooms. We also listed no potential root cause
events that could lead to high-temperature environments in the control
room. The control room has four independent air conditioning systems, and
we considered failure of all these systems extremely unlikely. As
indicated in the footnote to Table 3.1, generic enviromment/locations with
no potential root cause events or with unlikely root cause events were not
considered in the quantitative CCFA described in the next section of this
report.

Table 3.2 lists the common links considered in this analysis that are
not similar part common links. Most of these common 1links are power
supplies. This study 1nvestigated combinations of power supply failures
when the power supplies were tied to each other. For example, a surge on
de bus D1 would affect wvital ac buses AA and AC. However, a surge
affecting the scram system would require failure of one or more overcurrent
protection devices (an unlikely event). For this reason, we did not
consider power surges in our quantitative CCFA. A loss of cooling water to

the CRDMs was also not i1included 1In the quantitative CCFA. A loss of
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cooling water would be immediately announced by several alarms. We
considered it very unlikely for this type of failure to go undetected (and
uncorrected) by operators until after a scram system failure had occurred,

Table 3.3 1lists the similar part common links identified in the
qualitative CCFA and the root cause events that could be responsible for
their failures. Of the root cause events listed for breakers/relays, we
consider maintenance errors the most 1likely contributors to multiple,
similar part failures. Past nuclear power plant operating experience with
scram breakers/relays supports this observation. The other root causes
events listed-—design, installation, and wmanufacturing errors——are less
likely contributors to multiple, similar part failures of breakers and
relays because these types of errors should be identified and corrected
during pre~operational testing or early plant operation. However, similar
part failures listed in Table 3.3 can produce common cause failures and are

considered in the quantitative analysis.



4. QUANTITATIVE ANALYSIS

The frequency of ATWS is the frequency of transients that produce
conditions requiring reactor trip multiplied by the probability of failure
to scram (given a transient has occurred). This section describes the
procedure for estimating the probability of failure to scram, given a
transient. This probability is the time-averaged unavailability of the
scram system and it includes contributions from independent failures and

from common cause failures.

4.1 Independent Failure Quantification

We wused the same approach to quantify the 1independent hardware
contribution to scram system unavailability that was used in the ANO-1 IREP
study.6 Components that are not periodically tested at ANO-1 were assigned
unavailabilities that are average probabilities of failure per demand
(constants). Components whose safety functions are periodically tested
were assumed to be working immediately after a test and to fail at a
specified rate between fests. Failures are not announced until the next
test. The  test interval is short enough in all cases that a component's
unavailability increases linearly with time, and its average unavailability
is equal to the component's failure rate times one—half of its test
interval.

All ANO-1 periodically tested components are tested once a month, and
each of the four channels is out of service for testing and maintenance an
average of four hours each month. The channel tests were assumed evenly
staggered so the average unavailability of a minimal cut set containing

failure of more than one periodically tested component is less than the
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product of the average unavailabilities of the cowmponents in the cut set.
This study approximated the average unavailability of each minimal cut set
with the product of the average unavailabilities of the basic events in the
cut set.

Failure data (taken from WASH-1400) that were applicable for
calculating the independent failure probability of each basic event in the
reduced ANO-1 scram system fault tree are presented in Table C.l1 of
Appendix C. Our average unavailability estimate for the scram system due
to independent failures of components is 4.1 x 1076, This is approximately
equal to the unavailability presented in the ANO-1 IREP study for the scram
system. Thus, the detailed fault tree developed for this study produced
results that are consistent with the ANO-1 IREP calculations of the average
unavailability of the scram system due to independent hardware failures.

Combinations of CRDM mechanical failures, combinations of RPS
electrical equipment failures, and combinations of CRDM mechanical failures
and RPS electrical failures are responsible for the independent failure
contributions to scram system unavailability (Figure 3.1). The estimated
contributions to the average unavailability from these three groups are 5.7
X 10"19, 4,06 x 10"6, and 4.2 x 10“8, respectively. About 997 of the scram
system independent failure probability is a result of RPS electrical
component failures (in particular, scram breaker failures).

Table 4.1 lists the scram system components whose independent failures
are important contributors to scram system unavailability. This table
includes only components with importances greater than 0.1. A component's
unavailability importance is the probability that independent failure of

the component contributes to scram system unavailability, given the scram



Table 4.1

L3

Unavailability Importance of Components in the

Independent Failures

Scram System -

Component Importanced
RPBACPSC - scram breaker A 499
RPBBCPSC - scram breaker B 499
RPBRC1SC ~ scram breaker Cl « 246
RPBRC2SC ~ scram breaker C2 246
RPBRD1ISC - scram breaker DI . 246
RPBRD2SC ~ scram breaker D2 246

4Component importance is defined as the probability
contributes to scram system wunavailability,
unavailable due to independent failures.

that a component
scram system is
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system 1s unavailable due to independent failures. As indicated in the

table, the most important components 1in the ANO~1 scram system are the
A and B scram breakers. The four scram breakers used to interrupt dc power
to the CRDMs are next in importance. These six components, individually or
in combinations, appear in about half of the three—event minimal cut sets
and in all of the two—event minimal cut sets identified for this analysis,
They also have high unavailabilities (10'3/breaker) relative to other scram
system components.,

A sensitivity study on the ac and dc scram breaker unavailabilities
determined that the scram system unavailability is almost directly
proportional to the percent change in the breaker unavailabilities squared.
For example, a 5% increase in breaker unavallability changes in the scram
system unavailability to approximately 4.5 x 1078 [(1.05)2 « (4.1 x 1079)].
This proportionality 1s due to the 4 two—event minimal cut sets, all of
which are composed of scram breaker fallures; these cut sets contribute

almost 98% to the total scram unavailability.

4.2 Common Cause Failure Quantification

The average unavailability of the ANO~1 scram system due solely to

common cause failures was estimated using the following equation:

1
i

N
I (AD(TD) [P(F|1)] (4.1)
I=1

where

=
i
i

the failure rate applicable to root cause event
type I,
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Ty = the average fault exposure time (the average
time period between scram system failure and
failure detection and correction) for scram
system failure resulting from root cause event

type I,
P(FII) = the conditional probability of scram system
failure, given root cause event type 1
N = the number of 7root cause event types of

interest.

Each type of root cause event with the potential to cause a scram
system failure makes a contributlon to the system's failure rate that is
equal to the product of the root cause event type failure rate (Ai) and the
appropriate conditional probability of scram system failure, given the
occurrence of that type of root cause event P(FII). This product, Ap °
P(F'I), times the appropriate scram system fault exposure time (Ty) is the
time—averaged unavailability of the scram system due to the occurrence of
root cause event type IL.

For this study, generic environments resulting from the root cause
events were defined to be severe enough to cause failures of all scram
system equipment in the location of the root cause event. However, the
design of the electrical portion of the scram system 1is such that, if
equipment does fail as a result of a root cause event, it is more likely to
fail safe than to fail unsafe. Safe failures contribute to inadvertent
scrams. Unsafe failures contribute to failure to scram when a scram is
required. Thus, P(FII) is not necessaril? 1.0 even for root cause events
that produce common cause candidates. The following section describes the
methods used to estimate P(F'I). Sections 4.2.2 and 4.2,3 describe the

methods used to estimate Ty znd Ar.
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4.2,1 Conditional Failure Probabilities

The conditional probability of a basic event occurrence 1is the
probability the component defined by the basic event fails in the unsafe
mode, given the occurrence of an applicable root cause event. No directly
applicable data were available to estimate conditional probabilities for
the basic events identified for this analysis. Therefore, we used the
following procedure to estimate conditional failure probabilities:

1. The WASH~1400 failure probabilities {(or failure

rates) for all failure modes of a component type

(e.g., relays or cables) were summed. This sum is

an estimate of the probability (or failure rate) the

component type enters a failed state (unsafe

failures and safe failures).

2. The probability (or failure rate) a component type

will fail 1in one specific unsafe mode was then

divided by the probability the component type enters

a failed state. This fraction 1is the initial

estimate of the conditional failure probability for

a basic event, given the occurrence of any type root

cause event.
In some cases, conditional failure probability estimates were adjusted
based on engineering judgment. Adjustments were made in the absence of
supporting data. Appendix D presents the conditional failure probability
estimate for each basic event, for each type of root cause event,
considered in the ANO-1 analysis. Appendix E provides an example that
illustrates the procedure for estimating these conditional failure
probabilities.

All of the common cause candidates associated with a particular type of

root cause event were used as input to the quantitative analysis routine in
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COMCAN III. The basic event probabdbilities used for each calculation were
the appropriate conditional failure probabilities. The result of each
calculation was an estimate~—for a root cause event type——of the
conditional probability of failure to scram, given a particular type of
root cause event P(FII). This procedure was repeated for each root cause
eveut type. Tables 4.2 and 4.3 present the results of these calculations.

As indicated in Section 3.4 of this report, several commen cause
candidates were excluded from the quantitative analysis because there were
no likely potential root cause events identified for them. For this
reason, Tables 4.2 and 4.3 do not include conditional scram system failure
probablility estimates for nine generic environments/locations identified in
the qualitative CCFA or for eight common links identified in the
qualitative CCFA. The excluded generic environments are as follows:
moisture, temperature, corrosion, and impact generic environments in the
control room; impact generic environments in the computer room; and grit,
vibration, corrosion, and impact generic environments in containment.
Cooling water failures of the CRDMs and power surges of the ac and dc power
supplies account for the eight common links included in the qualitative
analysis but excluded from the quantitative analysis.

There are several reasons why the nine generic environments were not
quantitatively analyzed. Harsh temperature and moisture environments were
considered unlikely for the control room because the room has four
independent air conditioners. Corrosion and impact environments for this
room were not quantitatively analyzed because no root cause events were

identified for this enviromment/location.
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Table 4.2 Scram System Conditional Failure Probabilities - Generic

Environments
Generic

Environment/Location P(FlI)a
Fire/control room v 1.0 x 10~2
Grit/computer room 1.0
Grit/control room 1.0
Moisture/computer room 4.6 x 1072
Vibration/computer room .11

and control room

Temperature/computer room 7.5 x 1072
Corrosion/computer room T4
Vibration/whole plant .93

ACOMCAN III calculated these scram system P(FII)s using estimated
failure data for the basic events that were based primarily on engineering
judgment. (See Appendices D and E.)



49
Table 4.3 Scram System Conditional Failure Probabiiities —~ Common Links

Common Link P(F 1)2

Similar parts —~ ac/dc breakers 1.0
Similar parts - ac/dc relays : 1.0
Similar parts — CRDMs 1.0
Similar parts — cables 1.0

4These scram system P(F I)s were calculated using estimated failure
data for the basic events that were based primarily on englneering
judgment.
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We did not estimate a scram system failure probability for impact root
cause events in the computer room because we identified no potential root
causes for this generic environment in the computer room.

For the containment bullding, we identified several potential root
cause events for grit, wvibration, corrosion, and impact generic
environments. However, we did not quantitatively analyze these types of
generic environments because the root cause events were not considered
likely to affect the capability of the scram system to shut down when
required. Failures of scram system equipment in containment
(CRDMs and sensors) are announced; thus, operators should correct these
failures (or shut down the reactor) before scram system failure occurs.
Furthermore, the scram system equipment in containment is environmentally
qualified, which reduces the likelihood of failure under harsh enviroanment
conditions. Also, the amount of redundancy and spatial dispersion of scram
system equipment 1in contaimment reduce the 1likelihood of a generic-
environment—caused system failure in containment.

Cooling water commen 1links that affect the CRDMs were not
quantitatively analyzed because failures in the cooling water system are
immediately announced. Loss of cooling water to the CRDMs is announced via
low—flow alarms on the intermediate coéling water system and via high-
temperature alarms on thé CRDM stators. Thus, operators should correct a
loss of cooling water situation before this common link could cause CRDM
failures.

The other common links excluded from the quantitative analysis, power
surges, were not analyzed in detail since there are many devices in the

electrical circuitry that protect scram system equipment (relays, breakers,
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and logic circuits) from the effects of a power surge. A power surge will
cause these protective devices (fuses, crowbars, circuit breakers, and
protective relays) to trip open, which in turn will cause a reactor scram.

Based on estimated basic event failure data, the probability estimates
of scram system failure-—given a root cause event--range from 1074 to 1.0,
depending on the type of root cause event. (See Tables 4.2 and 4.3.) For
most root cause event types, the conditional probabllity of scram system
failure is greater than 0.5,

The system conditional failure probabilities In these tables are high
for two reasons. First, the root cause event, by definition, is severe
enough to cause component failures. Secondly,k the estimated conditional
probabilities of scram system comporent failures in the unsafe mode, given
a root cause event, are relatively large.

The scram system conditional failure probabilities listed in Tables 4.2
and 4.3 contaln large uncertainties, Two reasons for uncertainties in
these estimates are:

1. The component conditional probabilities of failure
used to calculate P(FII) are estimates.
2. The scram system fault tree may not include all
contributors to scram system failure (i.e., we
cannot guarantee the fault tree wmodels all
mechanisms of scram system failure).
Uncertainties in the components' conditional failure probabilities are
large since the conditional failure probabilities are based mainly on

engineering judgment. No hard data were available in the 1literature for
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estimating the component conditional failure probabilities. Other sources

of uncertainty may also exist.

Component Importance

Tables 4.4 and 4.5 list the more important components identified in the
common cause failure analysis for each type of root cause event. Component
importance for common cause failures is defined as the probability that a
component contributes to scram system unavailability, given the scram
system 1s unavailable due to the occurrence of a particular type of root
cause event. Hand calculation methods were used to calculate component
importances whenever the scram system P(F|I) for a particular root cause
event type was greater than 0.1, (The automated routines in COMCAN IIT are
based on “rare event” approximations, and P(FfI)s greater than 0.1 are not
rare events.)

Table 4.4 lists the important components located in the computer room
for the types of root éause events (i.e., generic environments) considered
in this analysis. For each generic environment considered, the A and B
scram breakers are the most important components with respect to the
availability of the scram system. And, with the exception of the vibration
generic environment, every common cause candidate identified for each type
of generic environment in the computer room contains one of these two scram
breakers. Depending on the generic environment’type, either the regulating
rod power supplies or the dc power interrupt scram breakers (Cl, C2, D1,
and D2) are the next most important components in the computer room, with

respect to the availability of the scram system.
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Table 4.4 Unavailability Importance of Components 1n the Computer Room

Generic Environments

Generic
Environment/Location Conmponent Importance?®

Grit Scram breaker A .5
Scram breaker B .5
Scram breaker Cl .23
Scram bresker C2 .23
Scram breaker DI e23
Scram breaker D2 23

Corrosion Scram breaker A )
Scram breaker B 5
Scram breaker Cl 22
Scram breaker C2 22
Scram breaker DI 22
Scram breaker D2 022

Moigture Scram breaker A « 50
Scram breaker B .50
Scram breaker Cl 222
Scram breaker €2 22
Scram breaker D1 .22
Scram breaker D2 22

Temperature Scram breaker A « 50
Scram breaker B .50
Regulating rod power .17b
supplies E2, E3, E4,
F2, F3, Fé4
Scram breaker Cl .13
Scram breaker C2 .13
Scram breaker DI .13
Scram breaker D2 .13
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Table 4.4 (continued)

Generic
Environment/Location Component Importanced
Vibration/computer room Scram breaker A .37
and control room Scram breaker B .37
Regulating rod power .14b
supplies E2, E3, E4,
F2, F3, F4
Channel trip relay KA 12
Channel trip relay KB .12
Channel trip relay KC .12
Channel trip relay KD .12
Scram breaker Cl .11
Scram breaker C2 .11
Scram breaker DIl .11
Scram breaker D2 .11

4Component Ilmportance is defined as the probability that a component
contributes to scram system unavailability, given the scram system is
unavailable due to the occurrence of a particular type of root cause event.

bUnavailability importance per power supply.
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Table 4.5 1lists the 1mportant components for the two types of root
cause events (generic environments) that generated common éause candidates
for the control room. The channel trip relays (KA, KB, KC, and KD) are the
most important components in both generic environments for the control
TOOTM.

The important components for one type of root cause event {generic
environment) considered in the quantitative analysis are not listed in
Tables 4.4 or 4.5. When the entire ANO-1 plant is exposed to a vibratiom
environment, the CRDMs are the most important components with regard to
scram system avallability. Their importance 1s 0.97. The A and B scram
breakers are next in order of dimportance; each breaker's importance is
0.26. No other scram system component has an importance above 0.1 (with
regard to an entire plant vibration environment that could affect the

availability of the scram system).

4,2,2 Fault Exposure Times
The scram system's average fault exposure time is the average amount of
time between scram system failure and the time the failure is detected and
corrected. The fault exposure time associated with a scram system failure
is a function of three things:
1. the probability the failure or the root cause of
failure is announced
2, the test policy applicable to the system (including
individual channel test intervals and the method of

staggering tests)

3. the probability the failure is discovered by a test
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Table 4.5 Unavailability Importance of Components in the Control Room -~
Generic Environments

Generic '
Environment/Location Component Importancea
Grit Channel trip relay KA *%b
Channel trip relay KB %D
Channel trip relay KC %D
Channel trip relay KD %D
Auxiliary coantrol relays #*xb
(16 relays)
KAl, KA2,...KD3, KD4
Fire Channel trip relay KA 57
Channel trip relay KB «57
Channel trip relay KC 37
Channel trip relay KD 37

Component importance is defined as the probability that a component
contributes to scram system unavaillability, given the scram system is
unavailable due to the occurrence of a particular type of root cause event,

bpecause there is a large number of common cause candidates that con-
tained these components and because the rare event approximation does not
apply to this problem, we were not able to estimate the importance of these
components.
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Scram system average fault exposure times (Ty) for the various root cause
event types (Tables 4.6 and 4.7) are estimates based on our evaluation of
plant operating procedures and discussions with ANO-1 personnel. The
uncertainties in the Ty values are not as large as the uncertainties in

P(F]I).

4.2.3 Root Cause Event Frequencies

The frequency of any type of root cause event is the sum of the
frequencies of all specific root cause events of that type. With the
exceptions of fires and similar part failures, no information was available
in the open literature concerning frequencies of the types of root cause
events identified in this study. In many cases, it was possible to
identify very specific root cause events that could produce conditions
leading to common cause failure of the scram system. However, it was not
possible to quantitatively analyze such events In detail, within the scope
of this study.

Consider a scram system failure that results from high vibration in the
control and computer rooms, The cnly identified root cause events that
wbuld produce high vibration levels in the control and computer roocms are
steam turbine imbalances and emergency diesel generator imbalances. An
analysis of these events to determine more specific root cause events and
the frequency of the root cause event type would have required (1) a
definition of an unacceptably high vibratian level, (2) a thorough analysis
of the emergency diesel generators and the steam turbine, and (3) an

evaluation of potential operator intervention that might preclude an ATWS.
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Table 4.6 Scram System Fault Exposure Times - Generic Environments

Generic
Environment /Location P(F]1) Ty (hr)2
Fire/control room 1.0 x 1072 <1
Grit/computer room 1.0 84
Grit/control room 1.0 84
Moisture/computer room 4.6 x 1072 84
Vibration/computer room .11 84
and control room
Temperature/computer room 7.5 x 1072 84
Corrosion/computer room .74 84
Vibration/whole plant .93 360
8Fault exposure times than one hour indicate that failure
discovery and corrective action would occur almost immediately after the

root cause event occurse.
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Table 4.7 Scram System Fault Exposure Times - Common Links

Common Link P(F|1) Ty (hr)
Similar parts ~ ac/dc breakers 1.0 84
Similar parts - ac/dc relays 1.0 84
Similar parts ~ CRDMs 1.0 84
Similar parts ~ cables 1.0 84




Performing a more detailed quantitative analysis
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to determine the

frequency of root cause event types at ANO-1 would have resulted in a more

comprehensive analysis of this plant's scram system.

contributed 1little to the overall objective of +this analysis:

But it would have

to

demonstrate the use of a formal method for common cause fallure anmalysis of

a scram system.

The frequency of a root cause event——such as failure of

all control room cooling systems——is plant—specific and the results of an

analysis of specific root causes at ANO-1 would not necessarily apply to

other scram system CCFAs.

All preceding results of the analysis documented

here, however, are generic to B&W plants with scram systems like the one at

ANO-]. .

Because of the difficulties just described and the desire to make

analysis results as generally applicable to B&W plants as possible, we used

the following approach when analyzing root cause events at ANO-1:

1.

Tables 4.8 and 4.9 show the results of the sensitivity analysis.

We provided qualitative descriptions of the types of
root cause events of concern (Tables 3.1-3.3).

We performed a sensitivity analysis of scram system
unavailability, with respect to root cause event
type frequency, to identify important types of root
cause events.

We estimated frequencies for these important types
of root cause events.

We calculated scram system unavailabilities for
these important types of root cause events.

These

tables contain estimates of the scram system unavailability for each type

of root cause event of concern.

Scram system unavailability estimates

are
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Table 4.8 CCFA Quantitative Results - Sensitivity Analysis for Generic

Environments
Generic A1
Environment/Location 2/yr 1/yr .025/yr  J0l/yr .001l/yx
Scram System Unavailability

Fire/control room 2.2 =74 1.1 -7 2.8 -8 1.1 -8 1.1 -9
Grit/computer room 1.9 -3 9.6 ~4 2.4 ,~4 9.6 -5 9,6 -6
Grit/control room 1.9 -3 9.6 -4 2.4 =4 9.6 -5 9.6 6
Moisture/computer room 8.8 -5 4.4 -5 1.1 -5 b.h -6 4.4 ~7
Vibration/computer room 2.1 =4 1.1 -4 2.6 -5 1.1 -5 1.1 -6

and control room
Temperature/computer room 1.4 4 7.2 -5 1.8 -5 7.2 -6 7.2 -7
Corrosion/computer room 1.4 =3 7.1 =4 1.8 -4 7.1 -5 7.1 ~6

Vibration/whole plant 7.6 =3 3.8 -3 9.5 -4 3.8 —4 3.8 -5

82,3 -7 = 2.3 x 10~/
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Table 4.9 CCFA Quantitative Results — Sensitivity Amalysis for Common
Links (Similar Parts)

Ay
Similar Part 2/yrx .1/yr .025/yr .0l/yr .001/yr

Scram System Unavailability

ac/dc breakers 1.9 -32 9.6 -4 2.4 -4 9.6 -5 9.6 -6
ac/dc relays 1.9 -3 9.6 -4 2.4 4 9.6 -5 9.6 ~6
CRDMs 1.9 -3 9.6 -4 2.4 ~4 9.6 -5 9.6 -6
cables 1.9 -3 2.6 -4 2.4 -4 9.6 =5 9.6 -6

a1.9 ~3 = 1.9 x 1073
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based on root cause events occurring at ANO~1 on the average of 1 event
every 5 years, every 10 years, every 40 years (plant lifetime), every 100
years, and every 1000 vyears. For example, the estimated scram system
unavailability is 1.8 x 1075 if high~temperature enviromnments 1In the
computer room severe enough to caus2 scram system failure (with an average
fault exposure time of 84 hours) occur once every 40 years.,

A comparison of the scram system unavallablility due to independent
failures (4.1 x 1076) with the results in Tables 4.8 and 4.9 provides some
quantitative basis for determining which types of root cause events are
important and require further investigation. Based on data in Table 4.8
and documented data on the frequency of fires in nuclear power plants, we
believe fires in the control room need not be analyzed in greater detail.
Even at an occurrence frequency of 1 fire every 5 years, the estimated
scram system unavailability due to a major fire is less than 10% of the
scram system unavallability due to a fire caused by independent failures.
And according to NUREG/CR-2258, the occurrence frequency of fires in
nuclear power plant control rooms is much less than once every five years.
(The documented frequency is approximately 3 every 1000 reactor—years.)12
This lends additional support to our belief that investigating control room
fires is not necessary.

Using the only other data documented in the open literature on the
frequency of root cause event types, we determined that the similar part
common link should be analyzed in detail. The nuclear industry has
recorded two scram system failures due to similar part fauits during its
approximately 1000 reactor-year history. The most recent failure resulted

from the UV trip attachment binding oo both RPS scram breakers at the Salem
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Unit 1 Plant. The binding was attributed to improper maintenance. The
other failure resulted from all scram relays in the Kahl reactor sticking
closed because a corrosion inhibitor coating on the relays was not properly
cured. Based on these two incldents in 1000 reactor years, the scram
system unavailability estimates in Table 4.9 indicate that the similar part
common link could be a significant contributor to scram system failure and
that it requires further investigation.

Since we found no data in the open literature on occurrence frequencies
for the other types of root cause events considered in this study, we
considered each of these root cause event types potentially important
contributors to ANO-! scram system unavailability. The final two steps in
the root cause event analysis, then, involved estimating frequencies for
these potentially important types of root cause events and estimating scram
system unavailabilities using these frequency estimates.

Specifically, in the third step, we used two methods to estimate
occurrence frequencies for root cause event types. For generic environment
type root causes, we estimated occurrence frequencies based on the
potential root cause events identified during our plant walk-throughs
(Table 3.1) and using engineering judgment. The occurrence frequencies for
similar parts, on the other hand, were derived usiﬁg a B-factor method and

the following equation:

RAgp,i = (L0)(N2,1)(A1) + (L02)(.1)(N3,1D(Ag)  (4.2)

+(.02)(L1)(.2)(Nat, 1) (A1)

where
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Asp,i = the occurrence frequency of multiple
failures of similar part i

A{ = the failure rate of similar part 1

the number of two—event, three~
event, and four-event (or larger)
minimal cut sets composed of only
similar part i

N2ji; N3,4; N4 4

.02, .1, .2 = the B-factors for the second, third,
and fourth members of a minimal cut
set composed of similar parts.
We assumed a PB-factor of 1.0 for the fifth and sixth members of a minimal
cut set. We also assumed the B-factors were the same for all component
types.

Table 4.10 lists the frequency estimates for the root cause event types
of interest 1n this analysis and the corresponding scram system
unavallability estimates. The frequancy estimates range from 5 x lO"z/yr
for moisture and temperature type root cause events in the computer room to
7 x 10”7/yr for cables (similar parts). The scram system unavailability

estimates range from 1.8 x 1074 to 5.7 x 1079, The total estimated scram

system unavailability due to common cause failures only is 5,2 x 1074,

4.3 Quantitative CCFA Results

Based on the unavailability estimates in Table 4.10, all of the

important generic environment and one of the similar part (ac/dc breakers)

*These B-factors were obtained from Attachment A to the report entitled
Amendments to 10 CFR 50 Related to Anticipated Transients Without Scram

(ATWS) Events. (See Refereunce 13,)
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Table 4.10 Scram System Unavailability Estimates by Root Cause Event Type

Root Cause Scram System

Event Type A (yr-1) or Agp? Unavailability
Grit/computer room 1.0 x 1072 1.0 x 1074
Grit/control room 1.0 x 1072 1.0 x 1074
Moisture/computer room 4.9 x 1072 2.2 x 1073
Vibration/computer room 2.4 x 1072 2.6 x 1072

and control room

Temperature/computer room 4.9 x 1072 3.6 x 1073
Corrosion/computer room 2.4 x 1072 1.8 x 1074
Vibration/whole plant 1.0 x 1073 3.8 x 1073
ac/dc breakers 1.7 x 1073 1.7 x 1073
ac/dc relays 3.3 x 1076 5.0 x 1078
CRDM 3.0 x 1076 3.4 x 1077
cables 7.0 x 1077 6.7 x 1072

4These frequency estimates are based primarily on engineering judgment;
in some cases they were calculated using B-factors.
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root cause event types are potentlally significant contributors to scram
system unavailability. The scram system unavaillabllity estimates for these
root cause event types are, in some cases, as much as a factor of 50 larger
than the total scram system unavallability estimate due to independent
failures. Common cause failures of the scram system due to ac/dc relay,

CRDM, and cable failures are not significant contributors to scram system

unavailability.
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5. CONCLUSIONS AND RECOMMENDATIONS

This study developed a workable method for quantitative common cause
failure analysis that produces useful results for formulatiog
recommendations to improve system designs. While the method demonstrated
here was for a common cause failure analysis of the ANO-1 scram system, its
application illustrates the type of data needed to quantify common cause
failures and the general quantitative results that can be expected from
analyses of other scram systems.,

Some of the data used to perform the quantitative commen cause failure
analysis of the ANO-1 scram system were based on engineering judgment since
supporting data were not readily available. If the input data used here
are reasonably accurate, the CCFA quantitative results support several
conclusions.

The most important components 1In the scram system—with respect to
system availability-—are the A and B scram breakers. Each of these
components has the highest importance in the independent failures case and
in all the root cause event cases considered for the generic environments
that can affect the computer room. These components also have the highest
importances for most of the common links identified for this analysis.

Electrical component failures are the dominant contributors (99%) to
the scram system's unavailability resulting from independent component
failures. Electrical component failures are also dominant contributors to
the scram system's wunavailability resulting from common cause events.

Results from the common cause failure analysis of the ANO-1 scram
system indicate that common cause failures may be dominant contributors to

scram system unavailability at other nuclear power plants. This study
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identified common cause candidates for 29 generic-environment- and common-
link~type root cause events. Eight of these common cause events would
individually contribute more to scram system unavailability than the
independent failures contribute. Documented nuclear power 1industry
experience, such as the Kahl and Salem reactor scram system failures
(similar part failure events), support the significance of these eight
events.

We calculated the conditional probabilities of scram system failure,
P(F]I), for each of the different root cause event types considered using
estimated conditional fallure probabilities for the components. The
estimated probabilities are based primarily on engineering judgment, and,
therefore, these P(FII) values have large uncertainties. For most root
cause eveunt types consldered, the system conditional failure probabilities
are sensitive to just a few component failure probabilities (in particular,
the scram breakers and regulating rod power supplies). The uncertainties
and sensitivities associated with the fallure probabilities should be taken
into consideration when making decisions based on the results of this
study.

All results presented in this study, with the exceptions of the
potential root cause events and the fault exposure times (Ty), are generic
to Babcock and Wilcox nuclear power plants with scram systems designed like
the ANO-1 system. These results, combined with a plant-specific root cause
analysis, provide the data needed te quantify the wunavailability of a
Babcock and Wilcox scram system due to common cause failures.

Based on the results of this study, we recommend the following work.
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Recommendation 1

Perform common cause failure analyses of scram systems designed by
other NSSS vendors. This study didentified common cause failures as
potential dominant contributors to scram system failure probability. The
fact that common cause fallures are potentially dominant contributors to
scram system failure merits analyzing other scram system designs. The
results of analyzing other scram systems will support the NRC's ATWS and

RMIEP studies.

Recommendation 2

Develop a procedure for 1dentifying and calculatiang the frequency of
root cause eveunts, In this study, we performed a plant walk-through to
identify potential root cause events, and we estimated root cause event
frequencies using primarily engineering judgment. A detailed root cause
event analysis procedure employing reliability and data analysis
methods will ensure a comprehensive treatment of root cause events in other

common cause failure analyses.

Recommendation 3

Investigate the feasibility of collecting component data to determine
the conditional probability of a component failure, given a severe generic
environment, The conditional failure probabilities of components
considered in this study are estimates based on engineering judgment. Data
collection efforts in other CCFAs should focus on generic component types
that frequently appear in nuclear safety systems. Thus, only generic
environment data for a few component types need be collected. Sensitivity

studies to identify more important scram system components and root cause
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event analyses to ldentify important generlc enviromments would provide the

information necessary to limit data collection efforts in future CCFAs.

Recommendation 4

Develop methods for pérforming an uncertainty analysis on the
conditional probabilities of scram system failure, P(FII), given a root
cause event. The uncertainty analysis methods may require the application
of specialized Monte Carlo techniques that have the capability of
preventing component fallure probability samples from exceeding 1.0 when

the median failure probability is large (as high as 0.9).

Recommendation 5

Update the importance equations in COMCAN II1 to allow for calculations
that are not based on "rare event" approximations. The importance
equations in COMCAN III are based on rare event approximations, and these
approximations are not valid when 1large (>0.1) conditional failure
probabllities are used.  Manual calculations were performed in this study
for more accurate results.

Implementing these five recommendations will enable analysts to more
accurately estimate scram system failure probabilities and ATWS frequencies
for light water reactor designs used in the U.S. commercial nuclear power

industry.
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APPENDIX A

Detaileé Fault Tree

of the ANO-1 Scram System
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Not De-Energized

1

Al

pg. A-2

Core
Distortion |
Prevents Rod.
Insertion

Insufficient
Number Of Control
Rods Insert Due
To Mechanical
Faultcs

One Reg. Rod Group Is
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P8. A-3 laggembly 6 Fails
P8 A-3 ¢y Insert Due to
Mechanical Faults

i
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Segment arm springs fail - loss of compression

Segment arm assembly pivot pin fails - does not
allow segment arms to pivot

Roller nuts fail - welded to lead screw
Lead screw fails ~ jemmed

Driveline shaft fails ~ jammed

Piston and dashpot cup fail - Jammed
Actuating shaft fsils ~ jammed
Position indicator rod fails ~ jammed
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Temperature Signal {s Low
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2. Channel y RTD output cable fails - low signal
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signal ocutput
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5. Channel y temperature test circuit - signal converter
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signal output
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8. Channel y power supply into the bridge fails - low
voltage

Pressure Signal is High
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10. Channel y pressure test circuit - buffer amplifier
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11. Chsannel y pressure buffer amplifier fails - Incorrect
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12. Channel y pressure sensor power supply fails - wrong
voltage ‘
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Channel y flux detector power supply fails - low wvoltage

Channel y flux detector power supply output cable fails ~
open circuit, grounded or degraded

Channel y flux detector (top and bottom) fails - low flux
signal

Channel y flux detector output cables fail - degraded

Channel y linear amplifier (top) fails -~ low flux signal
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Channel y linear amplifier (top) output cable fails -
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Channel y linear amplifier (bottom) ocutput cable fails -~
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voltage '
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Channel y pressure sensor power supply fails - wrong
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Channel y linear ampliffer {top) fails - low flux signal
cutput

Channel v linear amplifier {bottom) fails - low flux
signal output :

Channel vy flux summer amplifler fails ~ low sigrnal

Channel v flux suvmmer amplifier output cable fails -
open circuit or low signal

Channel y linear amplifier {top) output cable fails -
lovw signal

Channel vy linear amplifier {bottom) cutput cable fails -
low signal :

Channel y flux comparator fails - no trip signal cutput







APFPENDIX B

Reduced Fault Tree

of the ANCG~1 Scram System



Reactor Protection
System (RPS) Fails To
Achieve A Satisfactory
Reactor Shutdown When
Required

RPRXCDSD

0f Control Rods
Insert Into The
Reactor

Insufficient Number

—

Control Rod Drive
Mechanisms In Two Or
More Rod Groups Are
Not De-Energized

pg. B-2

Distortion
revents Rod Insertion

RPCOREDT

1

Insufficient Numbervr

Of Control Rods Insert
Due To Mechanical
Faults

One Reg. Rod Group Is
Not De-Energized And
One Other De-Enegized
Control Rod Assembly
Fails To Insert Due To
Mechanical Faults

pg. B-3

pg. B-5



Al

|

pg. B-1

Control Rod Drive
Mechanisms in Two or

' More Rod Groups
Are Not De-energized

Relay A and 1 of the 2
C Relays Fail ts Trip
As Required

L

[

|

B

A

/31 \
[
pg. B-7

Rclay A and 2 of the 3
E Power Supplies Fail
to Trip As Required

Relay B and 1 of the 2
D Relays Fail to Trip
As Required

kelay B and 2 of the 3
F Power Supplies Fail
te Trip As Required

pg. B=7

2\

£ 5

pg. B-11

£-d



%

One Reg. Rod Group Is
pg. B-1 Not De-energized and
One Other De~energlzed
Control Rod Assembly
Falls to Insert Due to
M 17

[

1

{

1

Control Rod Assembly &

Rg%;uR°§ Control Rod Assembly 6 Reg. Rod
Is Ngt " Fails to Insert Due Group 7 Fails to Insert Due
De-e;er 1zed to Mechanical Faults Is Mot to Mechanical Faults
8 B4 1-12 De-energized 9 # 21-28
pg. B-6 c4 \ pg. B-6
pg. B-4 RPCRI2MF . Pg. B-4 RPCR28MF
Reg. Rod Control Rod Assembly ©
Group 6 Fails to Insert Due
Is Not to Mechanical Faults
De-energized 8 4 13-20
pg. B-6 Note: 6 = 1-61
RPCR2OMF

pg. B-4

Y-d



N\ 8 p v | o
-2
pg. 5-3 Reg. Rod Group a 1 2 5
Is Not
De-energized 2 3 ]
3 4 7

H

Relay A and

Power Supply Ey

Fail to Trip

|

|

Relay A
Fails to Trip
4s Required

S

Ey Regulating
Power Supply
Fails to Trip

\

Dl

pg. B-7

PE.

B-11

)|

(7 Relay B and ]

I Power Supply Fy |
Fail to Trip

w

{ 1
Relay B Iy Regulating -1
Fails to Trip Power Supply !
As Required Fails to Trip |
D2 Dal

pg. B-7 pg. B-11



pg. B-1

]

Insufficient
Number of Control
Rods Insert Due
to Mechanical

Faults

An Appropriate Set of
5 Control Rod Assemblies
Fails to Insert Given 5
Control Rod Assemblies
Are Failed

RPCROSSC

Control Rod
Assembly 6 Fails
to Insert Due to
Mechanical Faults

RPCREIMF Note: 8 = 1-61

pg. B-6

9-d



B-7

C4 1

Control Rod
pg. B-3 Assembly © Fails
pg. B-5 to Insert Due to
Mechanilcal Faults

{

OR

10.

11.

12.
13.

14.
15,

Segment arm springs fail ~ loss of compression

Segment arm assembly pivet pin fails ~ does not allow
segment arms to pivot '

Roller nuts fail -~ welded to lead screw

Lead screw fails - jammed

Upper guide bushing falls ~ jammed against lead screw
Lower guide bushing fails - jammed against lead screw
Driveline shaft fails - jammed

Piston and dashpot cup fail - jammed

Actuating shaft fails - jammed

Position indicator rod bushing fails - jammed against
position indicator rod

Position indicator rod.bushing fails - jammed against
position indicator rod

Actuating shaft spring breaks

Loss of absorber material from the control rod assembly

Contrel rod guide tubes fail - wﬁrped or misaligned

Control rods fail - warped, misaligned, or swollen

¥Mote: 8 = 1-61




A
Y alf A ié i
Relay o and 1 1] ajc iz
pg. B-2 of 2 R Relays
Fail to Trip 2 | B{D |34
As Required
Dy T 1
pg. B-4 Relay o Fails 1 of 2 8 Relays
pg. B-11 to Trip As Fails to Trip
Required As Required
_ 1
Relay 8l Falls Relay B2 Fails ‘
Reactor Trip
Module o Does to Trip As to Trip As !
Due to Faults Not Command Required Required \
the Control a Relays to Open
Room
RPBACRSC
RPBBCRSC Relay a ] )
Sticks
Closed Due pg. B-8 [Relay 81 Relay 81 Relay 82 Relay 52
to Faults in Sticks 1s Not Sticks Is Not

the Computer
Room

RPBACPSC
RPBBCPSC

¢losed

RPBRC1SC
RPBRD1SC

De-energized

Closed

De-energized

pg. B-10

RPBRC2SC
RPBRD25C

pg. 38-10

g4



Ey l

pg. B-7 Reactor Trip Module

pg. B~10 a Does Not Command

pg. B-12 o Relays to Open
1

No Trip Signal
Is Input to
Reactor Trip

Module o

N

8 Y [+1
1 1 A
2 2 ]
3 3 c
4 4 D

=

No Trip Signal
from Path Kag
te Reactor Trip

No Trip Signsl
from Path ¥B§
to Reactor Trip

No Trip Signal
from Path KC8
to Reactor Trip

o Trip Signal
from Path KD8
to Reactor Trip

Module < Module o Module o Module o
,éa\\s /6B i 6C8 bl
pg. B-9 pg. B-S pg. B-3 pg. B-9

6-¢



Cy8

pg- B-8

]

No Trip Signal
from Path Yy8
to Reactor Trip
Module o

e a 8 B
A A 1 1
B A 1 3
C A 1 4
D A 1 2
A B 2 1
B B 2 3
[od B 2 4
D B 2 2
A [of 3 1
B cl|3 3
[of [ 3 4
D cl3 2
A D 4 1
B D 4 3
c D} 4 4
D D 4 2

No Trip
Signal from
Bistable Trip
String Due to
Faults in the
Control Room

RPSACRSC
RPSBCRSC
RPSCCRSC
RPSDCRSC

No Trip
Signal from
Bistable Trip
String Due to
Faults in the
Electrical

Penetration
Room B

RPSAP1SC
RPSBP3SC
RPSCP4SC
RPSDP2SC

Relay Ky®

Sticks
Closed

RPRKY8SC




Fa

pg. B-7

Relay Y@
Is Not
De~energized

af oy 8
1] ¢ 1
21¢ 1 2
il o1
sl 2

Reactor
Trip Module
¥ Cutput Cable
Faults to Power
Due to Problems
in the Control

RPOCMECE
RPOCMIDP

Reactor
Trip Module
¥ Output Cable

Faults to Power)
Due to Problems
in the Computey

RPOCM*CE
RPOCM*DP

]

Reactor Trip
Module v Does Hot
Command y Relays

to Open

pg. B~B




Jy

pg. B-2

]

Supplies

Relay a and 2
of 3 B Power

Fail to

Trip As Required

[

Relay & Fails
to Trip
As Required

pg. B-7

B-12

Relay 8x
Is Not
De-energized

pg. B-12

Y ald 8 x 4
1 Ajl }E 2 5
1 Al2 }E 3 6
1 Al3 |E 4 7
2 B{4 IF 2 5
2 B|5 |F 3 6
2 B| 6 F 4 7
2 of 3 B Power
Supplies Fail
to Trip As
Required
273
{ zf DAB
fx Regulating PE- B;ﬁ
Power Supply
Fails to Trip
RPSE2FO
RPSE3FC
RPSE4FO
RPSF2F0
RPSF3IFO

RPSF4FO




Ké 1
pg. B-11 Relay B8x
Is Not

De-energized

—

Reactor 5\\
Trip Module v
Qutput Cable \
Faults Lo Power
Due to Problems
in the Control
\'\

., Room

\\\\h*

RPOCMIECP
RPOCMEDYP

1
i

§ 8 X Y o
1 E 2 ¢ 3
2 E 31 ¢ 3
3 E 4 C 3
4 F 21D 4
5 F 31 Db 4
6 F 431D 4

Reactor Trip
Module v Does
Net Command B8
Relavys te Open

pg. B-8

L1






APPENDIX £

Basic Event Descriptions and Data



Table C.1 Basic Event Descriptions and Failure Data

PAILURE RATE HEAN
BASIC EVENT PALLURE DESCRIPTION {/ar or fdemand) OOWNTIME UNAYALLABLLITY
RPCOREDT Core distorziun prevents rod imsertion
RPCRI2MF Control rud assembly © {@ = 1-12) fails to 49(10°%/4; 4.9 x 1073
insert -~ mechanical faults
RPCR20MF Control tod asssembly 8 (6 = 13-20) fails to $3(10-%/4) $.3 x 103
insert - mechanical faults
RPCR28MF Contrul rod assembly O (& = 2i-28) feils tu 53(1074/4d) 5.3 x 103
insert - mechanical faults
EPCRS IMF ‘Control rod assembly O {6 = {-61) fails to (61)(10’“ld)5 5.9 x ip-14
insert - mechanical feults {any 5 assemblies) 5
RPCROSSC sufficiency coadition - appropriate set of 5 9.6 = 1075
contrul rud sssemblies fails tou imsert given $
asvemblies are failed
RPBACRSC Relay A sticks closed
(faults in the cuatrol rzoom)
iaput cable faults tu power 0.5 2z 1078/nc 360 1.8 x 1076
{1/2 of cable}
RPBACPSC Relay A sticks closed
{faults in the coutrol rova)
bresker sticks closad 1.0 x 107374 1.0 % 16~3

O



Table C.1 {cuntinued)

FALLURE BRATE HEAN
BASIC EVENT FALLURE DEZSCRIPTION {/he or /demand) DOUNTIMZ UNAVALLABILITY
RPBBCRSC Relay 8 sticks closed
(faults in the contrul ruom)
input cable faults to power 0.5 x lﬂ‘alhr 360 1.8 x 1g-9
(1/2 of cable)
RPBBCPSC Relsy B sticks closed
(faults in the cumputer ruvom)
breaker sticks cloused 1.0 » 10™3/4 1.0 x 10-3
RPBRCISC Relay €1 sticks cloused
bresker sticks closed 1.0 x 10-3/4 1.0 x 10°3
REBRD{SC Relay Dl sticks closed
bresker sticks closzd 1.6 = 1073/¢ 1.0 x 1973
RPBRC2SC Relay €2 sticks closed
breaker sticks closed 1.9 = 10~3/¢ .0 x 1073
BPBRD2SC Belay D2 sticks closed
bresker sticks closed 1.0 x 10734 1.0 x 10~3

}

,.
(X

g,...



Table C.1 {continued)

FALLURE RATE MEAN
SASIC ZVENT PALLURE DESCRIPTION {/hr ar /demand) DOWNTIME UNAVALLASILITY
BPSACRSC Bistable Trip String A fails to output = trip 2.24 x 1972
gignal {faults in the contrul rouvm)
signal prucessing equipment fails - no 1.7 x 167744
trip
Bistable Trip String Relay KA sticks 1.0 x lO'thr 360
clused
Bistable Trip String A out of service 4(1.4 x 1073/he) 4
for testing and maintenance
APSBCRSC Bistable Trip String B fails tu outpur & trip 3.8 x 10-%
signal {faults in the control roum)
signal processing equipment fails - no 1.7 x 10-7/4
teip
Biszable Trip Striag Relay KA aricks 1.0 & 107B/hr 3590
closed
RPSCCRSC Sistable Trip String C fails to output e trip 3.8 x 107%
gignal {faults is the conirvol ruvom)
signal prucessing equipsent fails - a0 1.7 x 10777¢
iTip
Bistable Trip Striag Relay KC sticks 1.0 = 10~8/nr 360

closed

‘I] on Cg



Table C.{ {continued)

power (3 cables)

per cable

FAILURE RATE HEAN
BASIC EVENRT PALLURE DESCRIPTION (/hr or /demand) DOWNTINE UNAVALLABILITY
RPSDCRSC Biscable Trip String D fails to output & trip 3.8 x 1076
signal (faults in the cuatrol rovm)
signal processing equipment fails - no 1.7 x 107774
teip
Bistsble Trip String Relay KD sticks 1.0 x 1678/n¢ 360
closed
EPSAPLSC Bistable Trip String A fails tu output a trip
signal (faults in the penetration rova)
sensor output. signal cables faulz go 1.0 x 1078/n¢ 350 4.7 « jo-i?
power (3 cables) per cable
RPSBP3ISC Bistable Trip String B fails te oubput a trip
signal (faults in the peaetratioa ruus)
sensur vulput signal cebles faelt to £.0 x 10787n¢ 380 4.7 & 10~17
pover {3 cablee)} per cable
RPSCPLEC Bistable Trip String C feils to output a trip
signal {faults in the penetrstivn roum)
genpar osiput signel ceblee fsult to 1.0 x 1078/ne 360 4.1 = tg-i?
pover {3 cables) per cable
BPSOPLSC Bistable Trip String D fails to output & trip
’ signal {faults in the contrel room)
sensor oustpuet signal csbles fault to 1.0 % 10~8/ny 360 4.7 x po-i7

oD



Tshble €.1 {countinued)

FAILURE RATE HEZAN
BASLC EYWENT PALLURZ DRSCRIPTION {/he or fdemand)} DOWNT LHE UNAVALLABILITY

BRPRYAISC Relay KAl sticks closed 7.2 x 1976
reiay sticks closed 1.0 % lO'alh: 360
cable faults o grouad 1.0 x 1078/n¢ 350

RPERRA2SC Relay XAZ stickas clused 7.2 % 1979
relay sticks clused 1.0 x lO'SIhr 360
zable feulis 2o ground 1.0 x iO‘glhr 360

RPRXIASC Relay XA3 sticks closed 7.2 x 1078
z=lay sticks closed 1.0 x 1078/nx 360
cable fauita fo ground 1.0 x 10780y 3589

RPRKAGSC Relay ¥ah sticks closed 7.2 % 1079
relay stickas cloaed 1.0 x 1078/ 360
cablze faulzs to ground 3.0 n 1078/nr 350

RORKBESC kelay K31 sticke closed 7.2 x i0-%
relay aticks closed 1.0 x 10-8/ne 360
cable fauits 2o ground 1.0 » 1078 nr 350

RPRKB2SC felay K32 sticks closed 7.2 x 1079
relay sticks closed 1.0 x 10°8/nc 360
cabie fauits o ground 1.0 x 1073/ne 380

9-0



Table C.1 {cuntinued)

FAILURE RATE MEAN
BASIC EVENT FAILURE DESCRIPTION (/e or [/demand) DOWKT IME UNAVASLLABILITY

RPRKBISC Relay KB3 sticks closed 7.2 x ip~8
relay sticks closed 1.0 x 10°8/n¢ 360
cable faults to grouad 1.0 x 1078 n¢ 50

RPRES4SC Relay KB4 sticks clused 7.2 x 1076
relay sticks clused 1.0 x 10°8/n¢ 360
cable faults to gruound 1.0 x t0-8/nr 360

RPRKCISC Relay KCI sticks clused 7.2 x ig76
rélsy sticks closed 1.0 x 1078fny 160
cabie faults £o ground 1.0 x 10=8/n¢ 369

RPRRC2SC Relay KC2 sticks closed 7.2 x 10~
relay sticks closed 1.0 x 1078k 380
cable faults co gruund 1.0 x 108/hr 360

RPRECISE Relay ¥C3 sticks closed 7.2 x g~
relay sticka closed 1.6 x §1078fqy 360
ceble faults tu ground 1.9 x 10~8/n¢ 360

RPRECSSC Relay KC4 sticks closed 7.2 = {079
relay sticks closed 1.0 x 10-8/n¢ 360
ceble faults to grouad 1.0 x 1078/n¢ 360

]

=l



Tabpie C.1 (continued)

power (faslts iy the controel room) {172 of
cabield

PAILURE RATE HEANM
BAS3C EYENT FAILURE DESCRIPTION {/ar or /demand) DOYATING UHAVALLABILITY
RPRXDISC Relay KD1 sticks closed 7.2 x 10°9
relay sticks closed 1.0 1078/ e 360
cable faults to ground 1.0 10'5/h§ 360
RPRKD2SC Relay %02 sticks closed 7.2 % 1078
relay sticks closed 1.0 x 1078/ny 360
cable faults to ground 1.0 10=3/hr 360
2PRKDISC Reley D3I sticks closed 1.2 % 1078
ralay sticks closed 1.6 x 16-3/ne 360
cabie fszulis Lo ground 3.0 109/ ne 360
RPRXDLSC Balay KDb sticks closed 7.2 x g7
ralay sticks closed 1.0 & 167%/hr 350
cedle faults to grouad 1.0 x 10°8/nur 350
2POCHIC? geasctor Trip Module C Dutput Cadle faults to 0.5 x 1078/nr 350 1.8 x 1576
powser {faults im the control roval {1/2 of
cablel
wpOCMEDP Seactor Trip Module D Output Cable faulls to 9.5 108/ nr 360 1.5 = 1079

8-0



Table C.i {cuntinued}

FAILURE RATE HEAN
BASIC RVERT FALLURE DESCRIPTION {/hr or /demand) DOWNT [ME UNAVALLABILITY
RPOCM*CP Reactor Trip Hudule C Output Cable fsults to 0.5 = 1078/hr 360 1.80 x 1076
power {(faults in the computer ruum} (1/2 of
cable)
RPOCM&DP Reactor Trip Module D Output Csble faults to 0.5 = 10-8/nr 360 1.80 x 1576
power {faults in the computer ruouvm) {(1/2 of
cable)
RPPSE2FO Fault vutpur from E2 cvegulating power supply 1.35 x [0-3
Relay €2 sticks closed 1.0 x 10~8/n¢ 360
Gete Drive EZ fails -~ power on 1.6 x 1677 /ne 360
EZ silicun~controlled cectifiers 36010~ T/he) 360
Fril = power cutput
RPPSE3FD Fault output from E} cegulating puwer supply 1.35 x 1073
Relay EJ sticks closed 1.0 5 1078/he 380
Gate Drive EJ} fails - puwer ou 1.4 x 107 /hr 360
E} silicun-cuntrolled rectifiers fail 364107 e 360
= power gutpul
RPPSEAFD Fault cutput from E4 reguleting power supply 1.35 x 16-3
Reley EA sticks closed . 1.0 x 10-8/ne 360
Cate Drive B4 faile = puwer on P4 x 10=7/ne 350
E4 silicon-gcuntrolled rectifiecs fail 364167/ he) 360
= posrer wutpul




Tadle €.1 {continuad)

FALLURE RATE MEAN
BASIC EVEMT FALLURE DESCRIPTION {/hr ot /demand) DOWHTIME UNAYALLABILITY
BPPSF2FD Fault output from F2 regulating power supply 1.35 x 1073
Relay F2 sticks closed 1.0 x lO'S/hr 360
Gate Drive F2 fxzils - power on 1.4 x 10°5/hr 360
F2 silicon-cuntrulled rectifiers fail 3601077 /he) 360
- puwer oulputl
RPPSFIFO Fault output from F£3 regulating power supply 1.35 x 1073
Relay F3 sticks cloased 1.0 x 1078/ns 360
Gate Drive F3 fails - puwer on P4 x 107 /nr 380
F3 silicoamecontrolled roctifiers fail 36{:0-7far) 360
APPSFLTO Fault output frum F& regulating power supply 1.35 » igmd
Bslay F4 sticks closed 1.4 0x iO‘?/hr 360
Gare Drive T4 f£2ils - power un i = W07 e 360
74 silicon-conirulied rectifiecrs fail 364307 7ar) 380

01~0



Table C.2 Reduced Fault Tree Basic Event Locations

Basic Event Location
PRCRI12MF Containment
RPCR20MF Containment
RPCR2BMF Containment
RPCRE IMF Containment
RPCROSSC a
RPBACRSC Control Room
RPBACPSC Computer Roon
RPBBCRSC Control Room
RPBBCPSC Computer Room
RPBRC1SC Computer Room
RPBRD1SC Computer Room
RPBRC2SC Computer Room
RPBRD2SC Computer Room
RPSACRSC Control Room
RPSBCRSC Control Room
RPSCCRSC Contrel Room
RPSDCRSC Control Room
RPSAPISC Penetration Room #1
RPSBP3SC Penetration Room #3

aThis is an inhibit condition, not

location.

component failure; it  Thas

no



c~12

(continued)

Basic Event Lecation
RPSCP4SC Penetvation Room #4
RPSDP2SC Penetration Room #2
RPRKALSC Control Room
RPRKA2SC Control Room
RPRK3ASC Control Room
RPRKA4SC Contrcol Room
RPRKB1SC Control Koom
RPRKB2SC Control Room
RPRKB3SC Control Room
RPRKB4SC Control Room
RPRKC1SC Control Room
RPRKC2SC Control Room
RPRKC3SC Control Room
RPRKC4SC Control Room
RPRKD1SC Control Room
RPRKD2SC Control Room
RPRKD3SC Coritrol Room
RPRKD4SC Control Room
RPOCM#CP Control Room
RPOCM#DP | Control Room

RPOCM*CP Computer Room




Table C.2

(continued)

=t

(o]

Basic Event Location
RPOCM*DP Computer Room
RPPSEZFO Computer Room
RPPSE3FO Computer Room
RPPSE4FO Computer Room
RPPSFZFO Computer Room
RPPSF3FO Computer Rcom
RPPSFAFD Computer Room







APFENDIX D

Conditional Failure Probabilities

for Basic Events



D-2
Table D.1 lists the conditional probabiiity of failure, given a generic
environment or a common link, for each of the basic events considered in
the analysis of the ANO-1 scram system. Blanks in the table indicate that

basic events are not susceptible to the corresponding generic envivonments

and common links.



Teble D.1 Conditionsl Failure Probabilities for Basic Events

Generic Enviroament

Common Link
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{continued)

Table D.1

Cormon Link

Environment
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Table 8.1 {(continued)

Generic Environment Common Link
e N
e - ava
\{’;
> ~
i $ $ ¥ v & S
N 5 ‘0 N cl\ ~ " 0 .
e F & 8 L F 8 . N N $ é s
vant 4 s - o & K & 3 v v v - -
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Table D.1 (continued)

Generic Environment

Coamon Link

t 3
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S Q@ Q@ ¢
- ~
SN
N N N

r —\r
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APPENDIX E

Example Calculation of the Conditional

Failure Probability for a Basic Event
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The following example i1llustrates the method used in this study to

estimate the conditional failure probability for a basic event, given a

rcot cause event type.

Step 1

Determine the failure probability (or failure rate) for the basic event
by first calculating the failure rate for the type of component defined by
the basic event, taking into consideration all possible failure modes. (We

used WASH-1400 failure data to determine this total failure rate):

Component type: relay

Failure modes: sticks closed A 1078/hr
transfers open A= 10" /hr

i

total failure rate 1.1 x 1077 /nr

>
]
[]

Calculate an initial estimate of the probability the component will
fail in one specific unsafe mode (e.g., sticks closed) given the component
does fail.

1078

S A— 0.1
1.1 x 1077

P(sticks closed | failure) =

Step 3

Using engineering judgment, adjust this 1initial estimate of the

conditional failure probability for each generic environment type that
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affects the component type. In this

failure probabilities were used:

P(sticks
P(sticks
P(sticks
P(sticks
P(sticks
P(sticks
P(sticks

closedl
closedg
closed {
closed |
closedg
closed {
closed[

vibration)
corrosion)
impact )
contamination)
moisture)
temperature)
fire)

study,

i

]

the following conditional

(adjusted value)

(adjusted value)
(adjusted value)
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