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ABSTRACT

The measurement and prediction of liquid-phase transport properties
are of both fundamental and applied interest. In particular, the measure-
ment and prediction of high-temperature-liquid viscosities pose some
important problems. Conventional measurement techniques do not readily
apply to systems far above the normal boiling point. At temperatures
below the normal boiling point, measurements can be correlated accurately
in an empirical form; at higher temperatures, however, a need exists for
more high-quality data and more accurate predictive methods.

A light-scattering method for measurement of high-temperature
viscosities was developed in this study. Dynamic light scattering was
used to measure viscosity by characterizing the effect of fluid drag on
the motion of suspended microparticles. The critical experimental fac-
tors were identified and analyzed. Stabilization of the model micro-
particles against aggregation was found to be of prime importance, and
this topic is discussed in detail. Selected predictive correlations
for viscosity were also examined and evaluated.

Experimental measurements were made on a group of aliphatic and
cyclic organic compounds. Cyclohexane, n-pentane, n-heptane, toluene,
and chloroform were investigated at temperatures as high as 907 of the
critical temperature. Both an ideal mixture (n-pentane/n-heptane) and
an interacting mixture (gjhexane/isopropanol) were examined at elevated
temperatures in order to study behavioral characteristics. Results
were found to be consistent with the best literature data. Only the
corresponding—states methods offered any true predictive validity. At

high temperatures (T, > 0.70), these methods exhiblted good accuracy.
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NOMENCLATURE

arbitrary signal, continuous function of time
arbitrary signal, discrete function of time
fluctuating influence of molecular collisions on
particle motion

time—domain autocorrelation function of A(t) (heterodyne)
same as A¥(t), except applies to homodyne condition
frequency~-domain scattering results

self-diffusion coefficient = kT/(6man)

electric field amplitude

scattered electric field

normalized distribution of scattering line widths
arbitrary comstant

molecular weight

pressure

Mie scattering factor

probability of occurrence of velocity'ﬁb

universal gas constant

temperature (absolute)

specific volume

probability of occurrence of x and y, given z

gas compressibility factor
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®xii

- particle radius

particle diameter

/-1

Boltzmann's constant

particle mass

medium refractive index

scattered field vector = vector differeance between

incident and scattered propagation vectors

- position vector; t — time; u —~ velocity vector

mol fraction

association parameter

coefficient of dynamic friction ~ (6man)/m
Lee triple-point expansion parameter ot corresponding-states
energy parameter

line width (Hz), half-width at half-height of frequency-
domain autocorrelation function ~ qu (heterodyne case)

or ~2q2D (homodyne)

- shear viscosity

scattering angle

wavelength of light

- dipole moment

moment of distribution, order n
reduced viscosity parameter [Eq. (7)]

density (molar)

- corresponding—-states distance parameter



x1ii

Te — characteristic decay time of autocorrelation function
¢ — binary interaction coefflcient
w — acentric factor or frequency

wg — shape factor

SubscriEts

¢ — critical condition

i - incident condition or compound index

j — summation index, over jth condition, interval particle,
or compound

o ~ initial or original condition

r - reduced variable (by critical constant)

scattered condition

7]
i

M - mixture property






INTRODUCTION

New energy and processing technologies often involve conditions of
extreme temperature and pressure. The physical properties data base to
support these new processes is generally sparse. Coal conversion typi-
fies such developing areas.l»>2 Coal conversion involves both extreme
conditions (T > 500°C, P > 2000 psia) and novel chemistry (involving
complex aromatic and heterocyclic compounds). Since the necessary design
data are often lacking, the development of reliable properties estimation
techuniques 1is also important. Research focusing on properties measure-
ment and estimation is an important design input and leads to a better
understanding of the process.

The primary objective of this study 1s to develop a new method of
determining liquid viscosities at elevated temperatures. A review of
viscosity measurement techniques revealed that standard viscometers
(rotational, capillary, etc.) become increasingly impractical and
inaccurate at high temperatures and pressures.3 In fact, relatively
few compounds have been investigated in the region between the normal
boiling point and the critical point. If the fluid to be studied is
toxic or otherwise dangerous, this increases the difficulties in working
with a conventional apparatus. Small sample volumes that are safely and
easily contained within a high~pressure enclosure are more conducive to
accurate measurement.

In this regard, light-scattering methods offer some distinct advan-
tages. Since optical methods are basically nonintrusive, they are well
suited to high-tewperature work. The measurement cell can be kept

simple, while the optical instrumentation remains physically separate



from the cell. The decoupling of the instrumentation from the high-
temperature environment is 2 major advantage when performing experiments
at exireme temperatures.

The idez of using light scattering to wmeasure viscosity is not
altogether new. Dynamic light scattering has heen used to measure vis-
cosity in some unique situations where conventional techniques were not
applicable.4r5 However, its application to high~temperature measurements
is & new development.

A perfectly homogeneous sample will not scatter light. Scattereasd
light is a direct consequence of inhowmogeneity in a liquid. Suspended
colloids are a sonvrce of scattering, since the refractive index of the
particle is generally different from that of the suspending liquid. The
intensity of light scattered from a suspension of colloids will vary
rapidly as a result of the relative motion of the microparticles.

Dynamic light scattering is used to characterize viscosity by
detecting the effect of fluid drag on the motion of wicroparticles
suspended in é fluid. As the particles diffuse in a Brownian maaner,
they scatter light in a way that reveals their mobility. Particle
mobility is primarily a function of particle size and fluid viscosity.
If the particle size is known, then one can relate the viscosity directly
to the mobility parameter. This process is essentially the inverse of
the particle sizing measurement that has become so popular in micro-
biology, polymer science, and colloid science.0,7

Experimental determination of the viscosity of some important model
fluids was undertaken. A group of aliphatic and cyclic hydrocarbons was

examined. 1In particular, n-pentane, n-heptane, cyclohexane, chloroform,



and toluene were investigated from temperatures ranging from ambient to
those approaching the critical point (0.9 T.). The behavior of ideal
(n-pentane/n-heptane) and nonideal (n-hexane/isopropanol) mixtures was
also examined at normal and elevated temperatures. These data have been
critically examined and evaluated with respect to the best literature

data and viscosity correlations.






T. THEORETICAL BACKGROUND

Viscosity

The ability to predict liquid-phase transport properties is hampered
by the lack of a bdroadly applicable theory of the liquid state.8,? A
model for liquid viscosity behavior that is as successful as that used
for gases (kinetic theory, Chapman-Enskog theory) has not been developed.
This lack of modeling success is primarily due to the complicated state
of aggregation that exists in liquids. Gases and solids are amenable to
much simpler modeling. Momentum transfer in a gas is simplified due to
the large distances between individual molecules. Complex interatomic
forces are not the controlling factors, as they are in liquids. Solids
are more easily modeled because of thelr structure, which allows better
characterization of the forces involved. The liquid state bridges the
extremes between highly ordered and very random states of matter.

Compromise theories that view liquids as disordered solids or very
dense gases have had only limited success.8:9 Excluded volume theories,
recently popularized by Hildebrand,lO are conceptually appealing and
reasonably accurate. However, predictions depend on precise volumetric
data, which are generally not available. The only methods that seem to
offer widespread predictive validity are those based on the theory of
corresponding states.

Van der Waals initially proposed (1880s) the basic principles of
the theory of corresponding states. Numerous elaborations and modifi-
cations have followed.!l 1In its simplest form, the macroscopic theory
proposes that all pure substances obey the same equation of state in

terms of reduced-state variables:



Z = pV/RT = £(Pyp, Ty) or £(Vy, Ty) , (D
where
P, = P/P,,
Ty = T/Tq,
Ve = V/Vg,

and subscript ¢ refers to the property at the eritical point.

More recent investigator512 have developed a microscopic (or
molecular) theory of corresponding states whose basic tenets are that
(1) the force between two molecules depends primarily on the distance
of separation and (2) the force between two molecules is proportional
to a universal function (i.e., Lennavrd-Jones) of their separation
distance. These assumptions are stri?tly observed only for nonpolar
molecules that exhibit spherical symmetry (i.e., noble gases, methane).
This more basic view of the corresponding-states theory led to appli-
cations beyond P-V-T work.

Dimensionless analysis arguments were used to extend the application
of the theory to include the estimation of trarsport properties.ll It is
presumed that the properties of the molecules can bhe defined by their
mass (m), a characteristic distance (g), and a characteristic energy (e).
The viscosity then depends on six pataweters: V (volume), T (Lemperature),
k (Boltzmann constant), m, o, and €. The reduction of variables by

dimensionless analysis ylelds three independent dimensionless variables:

T* = kT/e , V& = V/o3 | % = qo?//me . (2)
Therefore,

n = L(vx, T*) . (3



Subsequent analysis has put the application of the corresponding-
states theory to transport properties on firm theoretical ground.
Rigorous treatment of liquid-phase transport properties 1s based on
the Louisville equation.l!l Statistical mechanical treatments yield
equations for the shear viscosity which cannot be solved in a precise
manner for real liquids;8,ll however, these "formal" solutions have
provided validation of the two-parameter theory of corresponding states
[£q. (3)]. Moril3 utilized fluctuation~dissipation theory to formulate
an expression for the shear viscosity as a function of the autocorrelation

function of the stress tensor (Syy):

n = ;&E-ﬁt < Sygy (t,1) Sxy (o,r) > dt . (4)

Helfland and Ricel%4 showed that this expression for n is a function
of only T* and V* once the equation is converted to dimensionless form.
Rice and Kirkwoodl® have also provided support for the two-parameter
theory in their statistical mechanical formulation.

Application of corresponding-~states principles to complex fluids
has required the use of higher—-order models to cbtain good correlation.
The typical form for viscosity correlation is similar to that used in

P-V-T work:lb

n. = n/nc = E(Tr’ Py or V., w) (5)

r

where a third parameter (w), the acentric factor, is added to explain the
differences between the nonsphericity and the polarity of the compounds.

The basic microscopic model does not take into account the nonsphericity,



polarity, or associative nature of the molecules. Third- and higher-order
parameters are essentially empirical factors that have been devised to
charactevize the deviation from the assumptions of the two-parameter model.
Letson and Stiell’,18 have developed a very successful correlation
for predicting saturated liquid viscosities at high temperatures (T, >
0.7). Only the critical constants (T, and P.) and the acentric factor

(w) need to be determined. According to Letsou and Stiel:

ng = £1(Tr) +w o £3(Ty) , (6)
where
E = (Tc)l/e/mf, Pcz/a) , (N
M = molecular weight ,
and

[y}
[
I

= 0.015174 - 0.02135 Tp + 0.0075 T2 , (8)
fo = 0.042522 - 0.07674 Ty + 0.0340 Ty? . (9

This correlation was developed using data for relatively nonpolar
compounds. Good estimates (ervors of 10%) can be calculated for com-
pounds of low polarity. More complex correlations are needed for highly
polar compounds such as water or ammonia.

Recently, a corresponding-states correlation has been developed to
predict viscosities over the entire liquid temperature range (freezing
point to critical point). Lee? has proposed a method that utilizes
triple~point properties in addition to critical parameters. Tha volume

expansion factor at the triple point is employed to estimate molecular



orientation effects in the low-temperature regime. The basic form of the

correlation is

(n - n*%) o v » 10° = exp(2.933 g2 + 4.542 gh) -1, (10)
a = 8.336 3
b = 0.9228 ,

where 1 1s the saturated liquid viscosity, n* is the corresponding dilute
gas viscosity, and y and g are complicated functions of the triple-point

properties (see Appendix B). Accuracies of >5% are claimed for nonpolar

compounds over a wide temperature range.

Efforts regarding mixture viscosity prediction are not very far
advanced. Many existing empirical correlations do not have any real
predictive validity or broad applicability. Again, corresponding-states
methods seem to offer the most promise. Teja and Ricel9 suggest an

approach using pseudocritical parameters (Ty, Py, w,, Vy) based on the

M’

van der Waals one~fluid model:
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> y Xi Xy Tcij Vcij
3
Ty = critical temperature of mixture = , (11)
Y Yo% %3 Vc1J
13
Vy = critical volume of wixzture = X X LSRN VCij , (12)
wy = acentric factor of mixture = Y ox{ wi o, (13)

Py = critical pressure of mizxture = (0.2905 -~ 0.085 mM) RTM/ VM (14)

where x 1s mol fraction, ii and jj subscripts refer to pure components,

and 1j (i#j) subscript refers to the cvoss parameier terms defined by:

=Y, . (T )l/2

TepjVery = iy (Teqq Feqq Te

33 Fei) o (13)

/8 (Vciil/3 N Vr--l/3)3

A
¢ "33

‘ij . (16)
The Tij coefficient is an empirically determined interaction coef-
ficient. For ideal mixtures, Yij = 1. The resulting pseudocritical

parameters are used in a corresponding-states expansion:19

W, — W]

In(ng), = In(ng)y + [1n(ng3, - In(ng)y] , (17)

L B |

where 1 and 2 refer to pure component values, M refers to pseundocritical
(mixture) values, and (nf) is detevmlned by the corresponding-states
correlation for the pure component. This method has provided good esti-
mates (+2%) of mixture viscosity for a wide variety of compounds.
Kendall and Monroe?0 proposed a useful empirical predictive method

for ideal mixtures. Their study led to the following equation:

nM1/3 = ¥ (%3 nl/3) (ideal mixtures) . (18)
i
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This rule was adopted by the authors of API's Technical Data Book2l for
the blending of hydrocarbons. Mixture viscosities calculated in this
manner should provide good estimates for systems that behave 1deally.

These correlations will be evaluated with respect to their accuracy
and applicability. Since most of the compounds under investigation are
nonpolar, the correlations should permit reasonable estimates. Methods
that are less empirical and more broadly applicable are preferred over
highly specialized developments.

It is worthwhile to review a few of the recent corresponding-states
studies. While not directly applicable to this analysis, these studies
show the trend in the extension of the corresponding-states approach,
Extension of the empirical techniques used in the petroleum industry has
proved inadequate for use in predicting coal fluid transport properties.
Tsonopoulos et al.22 found a three-parameter corresponding~states model
to be superior to an empirical (API-type) correlation for the prediction
of high-temperature coal-fluid viscosities. The corresponding-states
model was applied to pseudocomponents that were characterized by boiling-
point cut. The critical properties and acentric factor were estimated,23
and a simple mixture rule was applied. The corresponding-states model of
Wilson et al. was similar, in principle, to that of Letsou and Stiel, but
invelved much more complicated functions of the correlating parameters.
The average deviation of predicted values from experimental data was
found to be 167.

To obtain better predictive accuracy, Starling et al.24 are devel~
oping higher-order (fourth- and fifth-parameter) corresponding-states

models that attempt to deal with the polar and associative properties
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exhibited by coal fluids. To date, their amalysis has been restricted to
the modeling of thermodynamic properties of pure compounds. Extending
this techonique to include transport properties and mixtures should not
pose fundamental problems. Starling proposes the use of a reduced dipole
moment (pr) to account for polar effects and a normalized latent heat (a)
to account for assoclative properties.

The form of the correlations used by Starling is similar to that

used in many corresponding—states studies:

Four~Parameter

Z = compressibility factor = Zo(Ty,py) + wgZ,(Tr,pr)

+ Zp(Trspr’Hr) (19

Five—-Parameter

i

Z = compressibility factor = Zo(Ty,pr) + wgZyw(Ty,pr)

+ 2, (Tesppsur)
+a e 2,(Ty,pyp) (20)
where Z,, Z

w3 Zu, and Z, are universal functions of the dependent

variables listed in parentheses.

The four-parameter correlation seems to predict properties of polar
compounds accurately. Vapor-pressure predictions for a set of 17 polar,
aromatic compounds averaged approximately 2% deviation from the experi-
mental values. Similar predictions for associating compounds using a
five-parameter model were shown to exhibit an average deviation of 6%

from experimental values.
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Both the Tsonopoulos and the Starling studies emphasize the Importance of
applying corresponding-states principles to develop general correlations

of broad utility. The higher-order models are relatively new. Subsequent
development should result in more accurate correlating functions and more

practical correlating parameters.

Light Scattering

This section outlines the major areas of physical significance to
the experimental program. The discussion is restricted to the dilute
solutions of uniform, monodisperse, spherical particles residing in a
transparent medium. The references listed offer a more detailed treat-
ment of the subject.

Light that is scattered in a perfectly homogeneous medium tends to
interfere destructively such that no net scattered field is observed.
Scattered light is a direct consequence of dielectric fluctuations
(heterogeneities) in the scattering medium, With properly controlled
experiments (that closely model idealized systems), we can relate the
scattered~light signal to the physical properties that control the
phenomenon causing the fluctuations. In the case of colloidal par-

ticles suspended In a pure fluid, this phenomenon is Brownian motion.

Brownian motion theorv.®>25,26 The phenomenon of Brownian motion
y P

can be observed in particles that are relatively large (diameter, ~1 pm)
on the molecular scale. The intensity of scattered light from a fluid
is greatly enhanced by the addition of colloidal (seed) particles.

This light-scattering enhancement provides a valuable analytical tool.
Particle motion can be investigated by analyzing the light scattered

from a seeded sample of fluid.
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Consider the particle motion as being maintained by collisions with
molecules of the medium and retarded by the effect of viscous drag. The
scattered-light signal is modulated by the particle motions. The Brownian
motion of a free particle (i.e., no applied force field) is described by
the Langevin equation:25

du

- = ~Bu + A(L) (21)
ac

where
u = particle velocity vector,
t = time,
3 = coefficient of dymamic frictionm, and
Z(t) = fluctuating influence of molecular collision process

characteristic of molecular Brownian motion.
For a spherical particle, the coefficient of dynamic friction is given

by Stokes Law:

g = énan/m , (22)
whers
a = particle radius,
n = fluid viscosity, and
m = particle mass.

It is generally assumed that A(t) (1) is a random variable, (2) is inde-
pendant of G} and (3) varies on a much more rapid time scale than does
u(t). The solution to the Langevin equation is a probability distribu-

tion since A(t) is a stochastic variable. The problem is essentially

one of random walk statistics.2d Therefore, the solution takes the form
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w(u, t; Eb) s

which specifies the probability of occurrence of velocity u at time t,
given that u = Gb at t = ty. The constraint that W approach Maxwellian
distribution in T (temperature of fluid) as t » « allows us to proceed

with the solution. Since Eq. (21) is linear and of first order,

T - TgeBE = eBC [T &BE” AC£7)dt” . (23)
(o]

By insisting that W + Maxwellian in T as t + o, we find that25

. M | E -, Bt

W(a t;'a = ex e
(v, o) 2nkT(1 - e 2BL) P 2kT(1 - e~2Bt)

. (24)

RKnowing the statistical velocity behavior of a Brownian particle, we

can predict the nature of particle displacements since

— t
r - rg = é u(t)de , (25)
where
T - To = displacement vector,
T = position vector at time t, and
To = position vector at t = tg.
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For times much greater than Bﬁl, we find that25

J— —— 2
— —_— - ~{r - T
U(r, 5 To, up) = (4rdE) /2 exp (’L‘@T‘&L > (26)
wnere
W = probability of particle sufferiog a displacement to T at
time t, given that u = u, and T = Ty at t = ty; (26a)
D = self-diffusion coefficient = kT/(&xan). (26b)

The identification of D as the self-diffusion coefficieant is an
important relation developed by Einstein.?/ The equation for the self-
diffusion coefficient [Eq. (26b)] is known as the Stokes-Einstein
equation. The distribution function, W, will be useful in relating the

particle motion to the light signal fluctuations.

Light-scattering theory.9,26,28 Qur objectives in this area are

to collect aad to analyze the scattered light signal so as to relate the
signal fluctuations to the motion of the suspended particles. The bhasis
for characterizing these fluctuations is the autocorrelation function
(see Fig. 1). The autocorrelation function of a signal is defined as the
time average of the product of signals (otherwise identical) displaced by

time vt:
A?T) = autocorrelation function =z <A(o) A(T)

T N
= limlj(; ACE) A(t + 1)dt = lim% T8 Ajn s (27)

Tree T N+ j=1

T
and <A> = time average of signal A = %~j A(t)dt.
o}
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A useful property of this function is its ability to characterize
the period of fluctuation of a signal (Fig. 1). For values of 1, which
are small compared with the signal period Tgo A(t) ~ A(t + 1) and
A¥ ~ <A2>. TFor times 1 > Tgo A(t) and A(t + t) are not correlated in
any specilal way and A* ~ <A(0) A(1)> ~ <A(0)> <A(%)> = <A>2. Since <A2>
is uniformly greater than <A>?, A* will tend to decay from its maximum
value of <A2> to its asymptotic (T + ») value of <A>2 (Fig. 1).

The signal of interest in our system is the iIntensity (square of
electric field = Esz) of the scattered light. By applyling Maxwell's
equations to our system, it is possible to show that the scattered

electric field signal is proportional tob

Eg(t) =
R

exp [fq « rj(e)] , (28)
1

o~

where

?}(t) position vector of jth particle at time t,
q = vector difference between incident and scattered

propagation vectors,

4in 0
—X-I‘Sin—z“,

<
it

n = medium refractive index,
® = scattering angle, and

Ai = incident wavelength.
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The autocorrelation function of the scattered electric field is

proportional to:®

Ag(t) = 1}? <exp(iq » [ry(t) - T3(0)1)> , (29)
j=1
where the sum j = 1, . . .N is conducted over particles present in the
scattering volume at times t and t = 0,

It is evident that A: is dependent on [;5(t) - ;j(o)], that is, the
displacement of a particle in time t. This provides the link to Brownian
motion theory. To determine the sum of individual particle contribu-~
tions, we must calculate A: based on properties averaged over the scat-
tering medium and particle velocities.

Considering a generic particle, the normalized autocorrelation

function of the scattered field is:

Ae/N = [[ exp 1G e« Tit) = Tj(0) « W(T, t; To, Go)
* P(uy)dryduy , (30)
where
W = function that predicts the occurrence of a particle suffering
displacement r - r, within time t, given r = To and u = ug
at t = 0 [Eq. (26)];
P = function that predicts the probability of a particle having
velocity u, at t = 0;
= Maxwellian velocity distribution;

(7%ET)3/2 exp(—m' uol 2/2kT); and (31)

N = number of particles in scattering volume ~ constant.
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Performing the Integration over r, and ug; and making approptlate

numerical approximations yield826»28

Ai = eXp(~q2Dt) = exp{~-t/1c) , (32)
where
q =|q| = 4nn sin(e/2)/rg,
D = diffusion coefficient = kT/(6nan),
T = characteristic decay time = (q?D)~L.

*

Note that Ag 1s a decaying exponential function of time (see Fig. 2).
Sometimes it is more practical to deal with the scattered-light

signal in the frequency (w) domain, rather thanm in the time domain. 1In

this case,

2
* lm‘k et ql)
A (w) = —- Ac(t) e Wb gt = s (33)
5 21 im s [w2 + (q2D)2]

where Az(m) is a Torentzian in w (Fig. 2¢) with half-width at half-
maximam (T = q2D). This frequency distvibution of the scattered
light can be interpreted as the Doppler broadening of the incident
(monochromatic) light due to the Brownian motion of the particles.
Equations (32) and (33) were developed along the classical lines,
involving the autocorrelation function of the scattered field (E),
(which was measured in early heterodyne experiments). In our case
(homodyne experiment), we measure the scattered intensity (Ez).
However, the results from heterodyne and homodyne experiments can be
related if the electric field distribution is Gaussian (which is

generally the case) and the central limit theorem is applied:6
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Homodyne = constant + (heterudyne)2 (34)
CE2(0)E2(1)> = | <B(0)E(0)> | 2 + | <E(0)E(£)> | 2 (34a)
2hg(t) = <E?(0)E2(t)> = € « [1 + (exp(~q2Dt))?] (34b)

2AZ(t) = ] + exp(-2g%pt) ; Te = (2q2D)”1 (34c)
2ag(w) = [24?D/(w? + (2a2D)2)] 5 T = 292D (34d)

Thus far, the discussion has been restricted to the ideal case of
monodisperse spherical particles. O0f course, no real systems are truly
monodisperse. Even the widely used latex partilcles have a small, but
appreciable, spread in size. It is important to consider the effect that
polydispersity has on the data analysis. The signal from a polydisperse
system contains a summation of exponentials, each with its own decay

constant and associated scattering power:/

=

Az = K f [f(r) « P(q,r) =« r6 » exp(-t/v4)]dr , (35)

=0
where
r = particle radius,
f(r) = normalized distribution of particle size,
P(q,r) = Mie scatteriong factor, P~ 1 for r < A\, and
1{ = decay time for r = rj.

The exact sclution requires inversion of this equation to yield
f(r) directly. For complex signals, this is difficult to do accurately.
Note that because of fhe r6 dependence of the scattering power, large

particles are more easily detected than small ones.
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Many investigators analyze the signal via the cumulants method —
a simpler manner that provides useful results. The cumulants method is
the most widely used technique.2%9-31 Consider that the signal coming

from a polydisperse sample contains a distribution of line widths, where

G(T') = line width distribution ,
I = line width (Hz) = (decay time = 7o) © , (36)
and

@0

[ o(r)dr=1. (37)
s}

Koppel3l formulates his autocorrelation function as follows:
% @©x
Ag = [ G(T) exp(-Tt)dr . (38)
o ,
The analysis consists of estimating the behavior of G(I') by
expanding exp(-I't) about its mean value, I'. By definition:

o

T=/ TeoT)-.dr, (39)
o]

and the moments (of order n) are defined as

«©

bn =) &T) « (T -T)™ dr . (40)
[¢]
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Expanding exp(-T't) in a Taylor series about I', we obtaln

exp(~I't) = exp(»?t) . [1 - (I - )t +

a-m.d ]

51 + (41)
Substituting this expression into the equation for the auto-—
correlation function will result in
2
£ - pot u3t3
Ag = exp(-T't) (1 + - + 0. .) . (42)
21 31
The terms involving p,, p3, « . « are assumed to be small
corrections, allowing the approximation In(l + x) = x. Therefore,
* — u2t2 p3t3
1H(AS) = —I't + '“"Q‘T““ - *‘3'!'"" + e e
- 1 B2 .2 1 W3 — 03
= -Tt + 5+ — ('t)" — F¢+ = - (Te)” + . . .. (43)
! Fz 3! f3

The form of ln(AZ) is a polynomial in t with the coefficients repre-
senting different properties of the line width distribution. The linear
and quadratic terms, which are the most significant, are readily measured
in most experiments. igher~order terms are increasingly difficult to
obtain experimentally and have less physical significance.

The linear term is the average line width as defined in Eq. (43).
Since the scattering power of individual particles is skewed heavily
toward large particles [Eq. (35)], this "average” I will result in

"average” diameters weighted toward the largest species. This average
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line width has a more strailghtforward interpretation when applied to
measuring polymer diffusion coefficients.29 The scattering is restricted
to the Rayleigh regime (particle size << wavelength), and the scattered
intensity is assumed to be proportional to the square of the molecular

weight. This results in

T NMab o
2

i (46
where
Bé = translaticnal average diffusion coefficient,
Ni = concentration of polymers with M = Mj,
Mij = molecular weight,
Dy = diffusion coefficient of polymer with M = Mj.

The second moment (uj) normalized by the square of the average
line width (uszz) provides us with a polydispersity parameter. For
a perfect monodisperse suspension, pgffz = 0. 1In practice, values of
pszz that are less than 0.1 are taken as an indication of a narrow
distribution.

It is readily apparent that a quadratic regression analysis of
ln[AZ(t)] vs t will provide estimates of T and pz/fa. Using the
Stokes-Einstein relation [Eg. (26b)], we obtain the viscosity directly,

since

D = T/2q° (45)

and

n = kT/(BHdep) . (46)
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Recent studies. The development of this analysis is similar to that

used by most polymer and colloid scientists who are concerned with dynamic
light scattering. The most common research area involving quasi-elastic
scattering from particles uses flulds of known viscosity to determine the
effective particle size of suspended solids. Only a few recent studies
have used light scattering as a tool for investigating fluid viscosity,
and all of them have been restricted to relatively low temperatures (near
ambient).

The focus of these investigations has been to study the behaviow
of fluids during some particular phenomenon. Lyons et 31.4 used light-
scattering signals from 0.31-pm Teflon spheres to investigate the wviscos~
ity behavior of a critical binary mixture (47.8% nitroethane-isooctane)
as it approaches the critical solution point from the one-phase region.
Lyons' data were reported to a precision corresponding to an average
relative error of +1%. His findings reinforced earlier studies which
reported that a logarithmic divergence of the viscosity i1s observed as
the critical point is approached.

Sorenson et 31.5 utilized light scattered from Ludox (Si02, 0.19~um
diam) particles to investigate the bebavior of the fluid viscosity in the
presence of a thermal gradient, The viscosity of watar was found to be
relatively unaffected by the applied thermal gradient. The results of
their study tend to refute earlier work which suggested a large change
in fluid viscosity due to the effects of a thermal gradient. Because of
the added complication of the thermal gradient experiment, Sorenson

reported his data as accurate to within +5%.
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The most recent work involving viscosity measurement was performed
by Saad and Gulari32 at Wayne State University. The n-heptane/C0,(R)
system was studied at saturation conditions over the temperature range
from 10° to 50°C (1 to 8 MPa). The primary emphasis of this study was
the measurement of the diffusivity of CG; in n-heptane. Viscosity was
investigated because of its importance in relation to the diffusion
analysis. Inverse micelles of bis(2-ethylhexyl)-sulfosuccinate (AOT)
were used as seed particles. Sawmples contained 5 wt % AOT.

Measurements in pure heptane revealed that ﬁhe diameters of the
micelles shrink from 3.1 nm at 20°C to 2.9 nm at 60°C. An average
diameter of 3.0 nm was assumed for all binary calculations. Experimental
sources of error were not consldered in any detall. Viscosity results
were reported with a precision ranging from 0.5% at low temperatures and
low CO, contents to as high as 20% at high CO, contents. Reported errors
of about 10% were typical. ©No literature data are available for com-
parison. The reported values seem reasonable in light of the pure com—~
ponent viscosities, but the rather high surfactant concentration (5%) and
the uncertain micelle stability may adversely affect the measurements.

In their conclusion, Saad and Gulari state: “The reliability of the
viscosity values obtained depends heavily upon the assumption that the
micelles are of known uniform size and that there are no Interactions
between the scattering micelles.”

This article points out the Importance of using systems that conform
to ideal models. The use of dilute, stable seeds is critical. Careful
selection of the seed will help to eliminate ambiguity in the interpreta-

tion of results.
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IT. EXPERIMENTAL

Strategy~Seed Particles and Colloidal Stablility

Systems that conform to relatively ideal models must be used to
facilitate the interpretation of light-scattering results. Complications
that result from elaborate data analysls should be avoided. The ideal
system that was considered in this study has the following properties:

1. Seed particles are physically and chemically stable at the
conditions of interest.

2. The particles are small (submicron) and relatively monodisperse.

3. The seed behaves as a "free particle” according to the Langevin
equation; there are no significant influences from external

forces (gravity, electrostatic, or particle-particle interaction).

4. The seed must exhibit colloldal stability (i.e., no particle
aggregation).

The first requirement is fairly obvious. The hydrodynamic particle
size must be known in order to infer viscosity from the Stokes-Einstein
equation [Eq. (46)]. 1If the particle size varies in an unpredictable
fashion, the measured viscosity has little validity. This requirement
rules out most polymers as high~temperature seeds. Although some poly-
mers do exhibit high-temperature stability, their conformation in a
variety of solvents (at various temperatures) 1is rarely known. The
scattering power of polymers in "good” solvents is also somewhat weak.
in addition, one must consider the effect of the polymer on the solution
viscosity. Therefore, attention is focused on inorganic particles that

exhibit high-temperature stability in organic media.
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The particles should also be relatively monodisperse to allow direct
analytical techniques (cumulant analysis) to yield reproducible results.
The signal must generally be described by a monodisperse model even 1if
the seed is not strictly monodisperse. The synthesis of uniform latex
spheres by emulsion polymerization represents the most advanced technique
for producing model colloids. Even the latex spheres have a slight
spread in size. Although few inorganic wmethods can rival the scphistica-
tion of emulsion polymerization, some methods have been deaveloped for
synthesis of suitable uniform aqueous sols of metal-oxide partic]_es.33’3/+

To satisfy the assumptions of the Langevin equation, we must work
with dilute sols (parts-per-million level). Concentration effects can be
detected by performing a series of experimenis at differeat dilutions.
in general, the effect of gravity is insignificant for particles smaller
than ~0.5 pm suspended in liquids. Stokes l.aw imposes a more precise
limit om this size for specific conditions.25

The last requirement is the least obvious and also the most dif-
ficult to satisfy. Colloid stability involves the action of repulsive
forces to overcome the inherent attractive forces that exist between par-

35,36

ticles in suspension. Dipole interactions and London forces are

always present and provide for the inherent Instability of colloidal

suspensions. In aqueous (polar) media, stabilization is achieved by

electrostatic repulsion dvue to adsorbed ioms. This mechanism is

s ot o . 35

generally not as effective in nonpolar organic media.
Steric stabilization of “"particles™ in nonpolar media was developed

in ovder to suspend various pigments and polymers in different solvents

35,37

for use in the paint industry. The technique uses slteric barriers
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to prevent particles from coming into contact with each other. Typically,
one end of a polymer is adsorbed onto the particle surface. The remain-
ing polymer chain is not anchored and projects radially from the surface.
The unanchored portion of the polymer is selected so that it will dis-
solve in the solvent and repel polymer chains of other particles. The
theory describing the polymer-polymer interaction is well developed,35’36
and the principles governing the choice of stabilizers has been
formulated.35
The primary requirement of a stabilizer 1s for the unanchored por-
tion to be very soluble in the suspending medium. This compatibility can
be assessed by using the Scatchard-Hildebrand Theory of Regular Solutions
ot the more involved analysis of Flory»Huggins.38 The size of the
solvated portion is usually not critical. Solvated species with chain
lengths as short as 18 carbon atoms have been successful in preventing
floceculation. However, because of the restrictions imposed by the
adsorption process, most stabilizers are much larger than this, A-B
block copolymers, the most common stabilizer type, contain an A-anchor
group, which is very insoluble and is adsorbed on the particle surface,
and a B-anchor group, which is solvated. Molecular welghts in excess of
1000 are often required to ensure adequate anchor group insolubility.
The soluble component must be approximately the same size; otherwise, the
copolymer will precipitate instead of forming stable micellular sclutions
in the solvents. Hence, the physical adsorption of block copolymers
requires nuch larger molecules than are necessary for steric conditions.35

The anchoring of the polymer to the particle surface is also very

Important. Each solvated polymer must be strongly attached to the
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particle surface; otherwise, desorption will occur under either stress or
dilution. Strong bonding 1s even more importaant for the elevaled tem-
pervatures involved in this investigation. More rugged stabilizers can be
synthesized by cbemically bonding the polymer to the particle surface.
This avoids many of the weaknesses of physical adsorption, while
requiring that a specific chemistry be developed.

Finally, the particle surface should be fully covered with stabil-
izer im order to provide an enveloping barrier. 1t should be recognized
that this polymer laver will affect the hydrodynamic radius determined by
light scattering. However, if low-molecular-weight polymers are used,
the size of the steric barrler can be kept to a very small fraction of
the particle size. An l8-carbon-chain “"polymer” (i.e., octadecane)
represents only a 27 increase in the size of a 0.l-um particle. Changes
in the hydrodynamic diameter are even less significant, and couformation

effects as a function of tewperature will be of second order.

Apparatus

A custom-bhuilt dynamic light-scattering spectrometer is the center—-
piece of this experiment. The apparatus (see Figs. 3 and 4) consists of
a laser, source optics, sample enclosure; collection optics, detector,
and signal processing equipment. Hxcept for the high-temperaiure
eaclosure, the épecification and assembly of components were based on

established guidelines.]’zg

The high—~temperature eanclosure was designed
specifically for this study.
A 2-W argon-ion laser (Spectra Physics model 165-06) generates a

vertically polarized beam (A = 488 am) that is feocused by & 150-mm plano~-

convex lens onto the ceniter of the sample cell. The beam is focused to a
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narrow width (~0.2 mm) to maximize the modulation of the scattered light
(i.e., high signal/noise ratio). The axis of the lens is adjusted to be
coincident with the source beam by using a micropositioner (Newport model
LP~1): Typically only low-power operation (<100 mW) is necessary.

The high-temperature enclosure (see Figs. 5-7) provides for tem—
perature control of the sample to 500°C and pressurization to 1000 psi.
The body of the enclosure is a 3 x 3 x 4 in. stainless steel block.
Quartz windows (Bond Optics, OPTISIL~3, 1.00 in. OD x 0.75 in. thick,
40-20 finish) act as ports for the incident beam, the transmitted beam,
and the light scattered at 90°. A top flange permits access to the
sample cell, pressurization, and direct measurement of the fluid tem-
perature (type K thermocouple). The entire block is insulated to mini~
mize heat losses and thermal gradients. The window flanges and the top
flange seal against O-rings. Reusable silicone rubber O-rings (Parker
Nos. 2-012 and 2-020, 5604~70) are used for operation up to 300°C. Above
300°C, metal O~rings (Advanced Products No. E0I-00493-0307-1-SPD) are
required. Standard fused-quartz spectrophotometer cuvettes are used as
sample cells. Sample volumes of 3 mL are typical.

A control loop maintains the block temperature to within 0.1°C of
the set point. A proportioning controller (Barber Coleman No. 5651-02033-
0330) acts on a millivolt signal from a thermocouple located in the
center of the block. The controller operates a power relay that supplies
an adjustable voltage (0-120 Vac) to four 100-W cartridge heaters
(Chromalux No. CIR-1060). A regulated argon gas cylinder provides the

overpressure needed for high-temperature measurements.
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The collection optics limit the light reaching the detector to that
scattered at 90° from a small volume (~0.2 x 0.2 x 0.2 mm). It is impor-
tant that the scattering volume be kept small enough to ensure the coher-
ence of the light that reaches the detector. Because of the destructive
interference of components of different phases, incoherent light does not
contribute to the signal. Guidelines for the sizing and placement of the

6,7,28 The

limiting apertures have been reviewed in several articles.
first aperture 1is a small iris diaphragm (0.6 to 8 mm, Ealing No. 22-3305),
located just in frout of the imaging lens. A 100-~mm plano-convex lens is
placed ~8 in. from the center of the sample cell. The final aperture ié

a precision adjustable slit (Oriel No. 7250, O- to 3.2-mm opening, +0.1

mm) that is mounted vertically, just in front of the detector and in the
plane of the image formed by the lens. All of the components are posi-
tioned along the axis normal to both the incident beam and the plane of
polarization.

The detector is an end-window photomultiplier (EMI No. 9863B350)
mounted in a housing that provides radio frequency and magnetic shielding
(Pacific model 3262 RF). A stable power supply (Pacific model 204-03)
generates the 2000-Vdc potential required for the photomultiplier (PMT).

A photon striking the cathode behind the PMT entrance window causes an
electron to be emitted. This electrical signal is enhanced by a factor
of 106 in the subsequent dynodemultiplier section. Figure 4 i1llustrates
the nature of the fluctuating PMT signal (on the oscilloscope) and the

resulting exponential autocorrelation function.
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The pulse amplifier discriminator [PAD (Langley Ford model PD-01)]
converts the milliamp pulses generated by the PMT to TTL pulses (0-5 Vde)
for use in a digital correlator. Pulses resulting from spurivus effects
in the PMT are also eliminated by the PAD.

The autocorrelator (Langley Ford wodel 1096) 1s a sophisticated
digital signal processor that can accurately approximate the ideal auto-
correlation function given by Egs. (27) and (34b). Details of the elec~

16,39 The

tronic and mathematical operation are given inm the literature.
time scale that can be probed ranges from decay times of 1 us to 10 s.

An RS-232 communications interface between the autocorrelator and a micro-
computer {(Apple IIe) permits automated operation, off-line analysis, and

convenient data logging. Data and calculated results are stored on mag-

netic disk. Significant computer programs are documented in Appendix D.

Materials and Procedures

Preparation of organophilic sols. After testing a number of dif-

ferent methods for the preparation of organophilic sols. we found that
the synthesis suggested by Van Helden et al.40 was the most successful.
Not only do the particles meet all the requirements mentioned previously,
but the procedure is aliso relatively simple.

The preparation suggested by Van Helden et al. is actually a com-
bination of an alcosol preparation developed by Stober et al.41 and a
surface treatment developed by Iler.42 A monodisperse silica sol is
formed by the controlled hydrolysis of ethyl orthosilicate (EOS)
[Si(0CyH5), ] in an alcohol-ammonia-water mixture. The silica par—

ticles are rendered orgamophilic by chemically bonding stearyl alcohol
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[CH3(CH5),70H] to the particle surface. The resulting particles form
stable colloidal suspensions in a number of nonpolar aliphatic, cyeclic,
and aromatic solvents.

EOS is hydrolyzed in the presence of water, with ammonia acting as
a catalyst. In a typical preparation, 5.4 mL of concentrated NH,OH (28%
NH3) and 85 mL of absolute ethanol are mixed in a clean flask. EOS is
added (3.54 g), and the reaction mixture is stirred at constant tem-
perature (25°C) for at least 4 h. Within 15 min, a bluish-white
opalescence can be observed, indicating the presence of uniform, sub-
micron particles. OQur standard recipe generally results in spherical
particles with a diameter of 0.1 pm. The size of the particles can be
controlled by varying the reactant concentrations. A small aliquot of
the alcosol is normally reserved for analysis by light scattering. The
alcosol particles are stabilized by electrostatic forces and remain in
suspension for months.

Five grams of stearyl alcohol is added to the alcosol as a slurry,
dissolved in 100 mL of ethanol. Absolute ethanol is then added to facil-
itate water removal by shifting the water content below the azeotropic
composition. After the ethanol and the water are distilled at atmo-
spheric pressure, a nitrogen blanket is introduced. The silica—stearyl
alcohol mixture is heated to 190°C and maintained at that temperature for
at least 3 h to complete the esterification reaction between the silica
and the stearyl alcohol. Stearyl alcohol forms a Si-0-C linkage to the
particle surface.

The modified silica is separated from the excess stearyl alcohol by
sequential centrifugation. For the first separation, a 60/40 (v/v) mix-

ture of chloroform and cyclohexane 1s added to the melt. Chloroform is
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an excellent solvent for the excess stearyl alecohol, while cyclohexane
lowers the density to a point where ceatrifugation of Si0, is practical.
The supernate is discarded, and the process is repeated with the solvent
of Interest. Before centrifugation, souication of the suspension is
somelbimes necessary Lo redisperse the particles and ensure good con-
tacting. Normally, only three cycles are necessary to produce disper—
sions that are free of contaminants. High-quality reagents (99+%) are

used without further purification.

Light~-scattering measurements. The organcphilic preparation results

in a fairly concentrated suspension. Stock suspension is diluted with
pure reagent in order to reduce the particle concentration. Particle
interaction effects are minimized by diluting to a selids concentrations
of <50 ppm. A preliminary light-scattering test with a low-temperature,
low-power spectrometer (Langley Ford model LSA-6) is used to determine
the particle concentration required to provide sufficient signal strength.
The optics of this unit are fixed at a scatteriag angle of 90°. Pre-
liminary tests also help to screen out samples that do not justify
further study.

43 for the

We follow the recommendations of Degiorgio and Lastokova
operation of the digital correlator. The sample time is selected so as
to span about four decay times (het.). Laser power and aperture settings
are adjusted to provide good signal/noise ratios (coherent scattering)
and strong signals. Several short (60-s), independent runs are superior
to one long run. The average of the runs provides a more accurate asti-

mate of the viscosity. The standard deviation of the runs also provides

information about the reproducibility of the measurement. With optimized
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operation and a stable sample, five replicate runs (60 s each) yield a
coefficient of variation of the predicted viscosity of <1%.

Once the sample cuvette is aligned in the high~temperature enclo-
sure, a base-line diameter is obtained at ambient conditions. This
diameter, which is calculated on the basis of a predetermined low-tem-
perature viscosity, is used in subsequent viscosity calculations.
Measurements at higher temperatures are conducted only after the sample
has thermally equilibrated with the enclosure (~15 min at temperature).
High~temperature refractive indices are calculated using the standard
Eykman equation (Appendix C).44 The accuracy of this estimation method
is >99%. An overpressure of at least 507 of the saturation pressure is
applied for measurements conducted above the mnormal boiling point.
Finally, after cooling, additional measurements at amblent conditions
are made to check the stability of the sol. The initial and final

results should correspond within 27%.
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I1I. DISCUSSION OF RESULTS

Pure Components

The experimental results consist of an Investigation of five non-
polar compounds and two binary mixtures. The viscosities of n-pentane,
n-heptane, cyclohexane, chloroform, and toluene were measured from room
temperature up to ~90%7 of the critical temperature. An 1deal mixture
(pentane~heptane) and an interacting mixture (hexane-isopropanocl) were
also studled at elevated temperatures. Tests were subsequently performed
to ensure the internal consistency of the results. Comparison of the
experimental data with values found in the literature allowed an indepen-
dent evaluation of the results to be made.

Since the stability of the microparticle diameter is a central issue,
tests were conducted to confirm this assumption. Light-scattering runs
were always repeated at least five times for each experimental temperature.
Polydispersity coefficients (pZ/PZ) were normally much less than 0.1,
ensuring the validity of the cumulants expansion [Eq. (43)]. Averaged
results for one temperature yield a mean value for viscosity and a coef-
ficient of variation (CV) for the set of measurements. The repeatability
of the measurements was generally >99% (CV).

The standard diameter (at 20°C) was also checked after operation at
elevated temperatures in order to confirm the particle stability. The
measurenents generally agreed to within 2% (Table 1). A careful com-
parison of results for n-pentane also showed a close correspondence

during the heating and cooling cycles (Table 2).
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Table 1. Standard particle diameters (at 20°C) by light scattering
before and after high-~temperature operation

Initial Final
diameter diameter Variation®

Solvent Sample No. (pm) (um) %)
n-Pentane 3.115 0.1062 0.1064 0.19
3.146 0.1084 0.1081 0.28

n-Heptane 3.149 0.134 0.1363 1.7
Cyclohexane 3.097 0.1093 0.103 6.1
3.154 0.1026 0.1017 0.88

Toluene 3.087 01245 0.121 2.8
3.153 0.1147 0.1133 1.2

Chloroform 3.112 0.114 0.1093 4.1
Pentane-heptane 3.152 0.1014 0.1021 0.69
Hexane-isopropanol 3.165 0.0645 0.0649 0.62

.. initial - final
aZ variation = nlt-a. . n x 100.
initial
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Table 2. Typical viscosity measurements during corresponding
heating and cooling cycles

(Sample No. 3.146, solvent = n-pentane)

Heating cycle Cooling cycle
Temperature Viscosity Temperature Viscosity
(°C) (mPa=*s) (°c) (mPass)
20.0 0.2337 20.0 0.2334
61.1 0.1691 60.2 0.1692
80.5 0.1440 - 81.2 0.1452
90.4 0.1346 90.7 0.1348

Results from independent samples also show good agreement (Figs. 8 through
12). All of this information indicates that the nature of the micropar-
ticle suspension does not change significantly during the experiment.
However, at temperatures above ~(0.9T., the sols become unstable, agglom-
erated, and settled.

The basic experimental results are summarized in Table 3 and in
Figs. 8 through 12. The experimental data are plotted in contrast to a
standard Andrade correlation and the Letsou-Stiel corresponding-states

prediction. The Andrade equation,18
n = A exp [B/T] (A and B constants) , (47)

is the standard form for correlating pure-component viscosity at tem-
peratures below the normal boiling point. The constants A and B were
obtained by regression of low-temperature data referenced in the figures.

High-temperature data from other sources (when available) are also shown.
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Table 3. Comparison of viscosity data and recommended correlations

Average deviation from experimental values

Corresponding~states equation

Andrade equation, [Eq. (6)],

Ty < 0.7 Tr > 0.7
Compound ) (%)
n-Pentane 0.67 7.1
n-Heptane 1.44 2.5
Cyclohexane 1.72 234
Chloroform 2.34 7 3.2
Toluene 1.77 4.8
Cunulative It;; _ET;

average
(4.4%, excluding
cyclohexane)

A number of general observations can be made after reviewing these
figures. The low-temperature measurements are accurately characterized
by the Andrade equation. At temperatures somewhat above the normal
bolling point, the Letsou~Stiel predictlons provide a more accurate
representation of the data. This is exactly the type of behavior that
one would expect. As the temperature increases, the assumptions inherent
in the corresponding-~states model are followed more closely. Polar
(dipole) effects become less important, and any complex structural
effects are diminished due to the randomizing influence of increased
temperature. In general, the light-scattering results are in good

agreement with literature data.
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The results for n-pentane and n-heptane (Figs. 8 and 9) can be com-
pared with the high-temperature values reported in the literature. The
pentane data are well within the spread of values documented by Lee and
Ellington.45 The data for heptane correspond quite closely (¥2%) to the
high-temperature values found in the literature.4

Results for cyclohexane, chloroform, and toluene (Figs. 10 through
12) are not readily compared with literature values at high temperatures.
However, correspondence to the standard low-temperature values (Andrade
equation) is excellent, and the high-temperature behavior is in agreement
with the corresponding-states predictions. This agreement 1s especially
close in the case of the chloroform results (Fig. 10). The results for
toluene (Fig. 11) are similar in nature but somewhat more scattered. The
transition from exponential behavior to corresponding-states behavior Is
less clear for the cyclohexane results (Fig. 12).

The predictions of the Lee and Ellington correlation require some
extra consideration and explanation. The calculations of the Letsou-
Stiel correlation are quite straightforward, requiring only the most
common parameters (To, Pe, w). 1In contrast, Lee's method depends on
an uncommon parameter, €, the volume expansion ratio at the triple
point. Calculations are complex and are extremely sensitive to small
changes in e. Lee provides fitted values of ¢ (determined by regression
of viscosity data) for a limited set of compounds. Fitted values of ¢
are given for n-pentane, n-heptane, and cyclohexane. Values of ¢ for
chloroform and toluene were estimated by the method suggested by Lee
(Appendix B). Table 4 demonstrates that the estimation methods do not

provide a precise means of calculating optimum (i.e., "fitted”) g values.
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Table 4. Lee's triple~point parameter, ¢:
fitted, estimated, and calculated literature values

(1) (2) (3)
Compound Literature Fitted (1) and (2) Estimated (2) and (3)

values values A% values A%
Benzene 1.134 1.101 3.0 1.112 1.0
Cyclohexane 1.051 1.07635 2.4 1.0982 2.0
n-Pentane — 1.0402 - 1.0552 1.4
n-Heptane — 1.0413 - 1.0145 2.5
Carbon dioxide 1.285 1.206 6.1 1.3085 8.5
Toluene 1.009 - — 1.013 -
Chloroform — — - 0.937 —

For example, the viscosity estimates for chloroform were much too large.
The other Lee predictions are shown in Figs. 13 through 16. Estimates
resulting from the use of fitted e values provide accurate viscosities
over a wide range of temperatures. Predictions using calculated or esti-
mated values of & are very unreliable. The results for toluene (Fig. 16)
illustrate the inaccuracy of this method when fitted values of & are not
available.

The predictive validity of this correlation is questionable. An
argument could be made that, while e 1Is a proper correlating parameter,
its accurate estimation is difficult. Close examination of Lee's work
reveals that fitted values of £ and the best experimental determinations
of ¢ differ by as much as 67 (Table 4). This difference is significant
in view of the sensitivity of the calculations to small changes in e.

Lee's development is essentially empirical. The development of a

single correlation for the viscosity of a fluid throughout the entire
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liquid range 1is significant; however, the predictive validity of this
correlation is limited due o its empirical basis. A valid correlation
over the entire liquid range must account for the vast differences in the
nature of liquids near the triple point and the critical point. It is
important that correlating parameters represent effects which have direct
theoretical significance. The inordinate success of the original theory
of corresponding states is evidence of this fact. TIdentification of
truly significant liquid-state parameters is difficult since our theore-
tical knowledge is not advanced in this area. The three-parameter corre—
lation of Letsou and Stiel remains the most broadly applicable predictive

method for use at elevated temperatures.

Mixtures

A brief study of two model binary systems, an ideal mixture
(50 mol % n-—pentane/50mol % n—heptane) and an interacting mixture
(75 mol % n-hexane/25 mol 7% isopropanol), was undertakeu. The pentane-
heptane system should conform to ideal behavior since both components are
members of a homologous series and do not differ greatly in molecular
size. Vapor-liquid equilibrium data indicate that the hexane-isopropanol
system should exhibit large positive deviations from ldeality. A minimum
boilingvazeotrope occurs at 61.5°C and a hexane mol fractiom of 0.73.

The results for the ideal system are coutvasted with two mixture
correlations in Fig. 17. Pure-component viscosities were derived from
this investigation. The Kendall equation represents the data very
accurately over the entire temperature range. As in the case of the

pure compounds, the corresponding-states model is accurate only in the
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high~temperature region. An Interaction coefficieat of unity was
assumed. Note that the corresponding—-states predictions involve no
viscosity data or fitted parameters for pure components.

Interaction between hexane and isopropanol manifests ltself as a
significaant depressioun of the mixture viscosity with respect to ideal
behavior predictions (Fig. 18). This behavior results frem a2 positive
deviation from ideality, where the intermolecular forces between like
molecules are much greater than those between unlike species. Consider
the simple concept that the resistance to flow on a molecular level
increases as the attraction between adjacent molecules increases,
Essentially, the net effect of intermolecular atiraction is diminished
by mixing these two compounds. The converse of this example also seems
to be valid. A negative deviation from ideality would show up as a
significant increase in the viscosity of the mixture with respect to
ideal behavior. A chloroform—acetone system was selected for demonstya-
tion of this effect. Unfortunately, the samples for light-~scattering
measurements were not sufficiently stable to permit analysis. Capillary
viscometer measurements (0.47 mPaes) did exhibit a 15% increase over the
ideal predicted value (0.41 mPaes) for a 50/50 mel % mixture of chloro-
form and acetone at 25°C.

Both predictions for the hexane-isopropancl system were based on
the same literature data. Corresponding—states values for the pure com~
ponents were not used since isopropanol 1is a poor candidate for this type
of estimation. As in the pentane—-heptane case, the corresponding-states
model (¢ = 1) and the Kendall egquation werge as the temperature increases
(Fig. 18). Also, the effect of interaction decreases as the temperature

increases.
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IV. CONCLUSIONS

Dynamic light scattering from stabilized microparticles has been
demonstrated to be an effective method for determining high-temperature
liquid viscosities. It is essential that these submicron seed particles
be physically and chemically inert, relatively monodisperse, and stabil-
ized to prevent aggregation. 1In nonpolar media, stabilization can be
achieved by providing a steric barrier that inhibits particle contact.
The most effective barriers involve chemically binding suitable polymers
to the particle surface so that they become organophilic. The suitabil-
ity of the stabilizer is determined by the solubility properties of the
polymer~solvent system. Stabilizers should readily dissolve in the
suspending wedia.

The silica-stearyl alcohol microparticle preparation used in this
study meets the criteria for use with a number of cyclic and aliphatic
compounds. Measurements were made on n-pentane, n-heptane, cyclohexane,
toluene, chloroform, and two model binary systems at temperatures ranging
up to 90% of the critical temperature (0.9 T.). Repeatability was
generally >997%, and accuracy was estimated to be >98%.

The experimental results are In good agreement (F¥2%) with the best
available literature values. High~temperature viscosities (Ty > 0.7)
are best correlated by the three-parameter corresponding-states method
of Letsou and Stiel. The average error of estimate of this correlation
was 5%.

The two model binary systems that were Investigated demonstrate
the typical behavior of ideal and nonideal (interacting) mixtures.

The viscosity of an ideal mixture (e.g., pentane-heptane) is accurately
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characterized by the Kendall correlation. An interacting mixture {(e.g.,
hexane~isopropanol) deviates from the ideal prediction Iin a waonner that
reflects the intermolecular forces between the species. In the high-~
temperature region (T > 0.8), the behavior of both types of systems

is predicted by the correspouding-states method suggested by Teja and
Rice.

In principle, this technique can be applied to any optically
transparent fluid. It must be recognized that the stability of the
microparticle seed imposes the most severe experimental limitatioon.
While selection of a stabilizer 1s generally not obvious, the criteria
for evaluation are well established and provide adequate guidance. Once
the proper stabilizer chemistry has been established, velatively few

complications should be expected.
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Appendix A

TABULATION OF EXPERIMENTAL DATA

DETERMINED BY LIGHT SCATTERING
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1. Units of viscosity = cP = centipocise = mPass

it

2. % CV coefficient of variation for set of runs (#RUNS)

it

(std. deviation/mean) x 100

FLUID= N— PENTANE

# SAMPLE VISCOSITY
RUNS ID TEMP. (C) (CP) %CV
5 3.141 27.5 0.2206 0.45
5 3.141 35.0 0.2064 0.56
5 3.146 40.4 0.1986 0.57
5 3.141 44,2 0.1820 0.62
5 3.146 50.6 0.1824 0.42
5 3.1486 60.2 0.1882 0.89
3 3.141 60.8 0.1691 0.52
5 3.146 61.1 0.18691 0.586
5 3.1486 70.6 0.1566 1.03
5 3.1486 70.7 0.1565 0.76
5 3.146 80.5 0.1440 04.18
5 3.146 81l.2 0.1452 0.34
5 3.146 81.3 0.1453 1.37
5 3.146 90.4 0.1348 0.32
5 3.146 90.7 0.1348 1.35
5 3.146 100.7 0.1247 0.76
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FLUID= N-HEPTANE

# SAMPLE VISCOSITY

RUNS Ip TEMP. (C) (cr) %CV
5 3.149 20.7 0.4233 1.91
5 3.149 20.8 0.4224 1.31
5 3.149 25.4 0.4012 0.55
5 3.148 50.1 0.3088 0.82
5 3.148 50.1 0.3088 0.7
5 3.149 72.5 0.257Q0 1.18
5 3.148 74.6 0.2476 1.34
5 3.148 75.0 0.2489 0.40
5 3.1489 100.0 0.2012 0.67
5 3.148 102.3 0.1929 0.49
5 3.149 124.7 0.1825 0.80
5 3.148 126.3 0.1618 0.45
5 3.148 148.1 0.1318 0.18
5 3.148 148.2 0.1330 0.62
5 3.149 148.8 0.1282 1.03
5 3.150 163.3 0.1222 0.70
5 3.150 163.3 0.1162 3.00

FLUID= CYCLOHEXANE

2 SAMPLE VISCOSITY
RUNS iD TEMP. (C) (ce) %CV
5 3.097 21.8 0.9381 0.81
5 3.154 38.5 0.7151 0.68
5 3.154 39.7 0.7124 1.87
4 3.097 52.4 0.5843 0.89
5 3.154 58.2 0.5487 0.48
5 3.154 58.4 0.5563 1.07
4 3.154 77.2 0.4441 1.29
5 3.154 77.2 0.4430 0.85
5 3.097 101.0 0.318¢0 1.82
5 3.097 103.0 0.3178 0.40
5 3.154 105.0 0.3085 1.01
5 3.154 105.0 0.3116 1.04
5 3.154 120.0 0.2656 0.282
5 3.154 120.2 0.2650 0.49
5 3.154 l40.0 0.2130 0.91
5 3.097 150.0 0.1949 0.15
5 3.154 160.4 0.1784 0.51
5 3.154 166.5 0.1807 0.35
& 3.154 179.6 0.1585 1.29
5 3.097 201.0 0.0988 0.92
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FLUID= TOLUENE

# SAMPLE VISCOSITY

RUNS ID TEMP. (C) (CP) %CV
5 3.153 38.8 0.4785 0.73
5 3.153 38.8 0.4727 0.34
5 3.111 50.0 0.4159 0.79
5 3.087 51.5 0.414¢0 0.84
5 3.1563 58.9 0.3340 0.95
5 3.153 59.5 0.3922 0.85
5 3.183 80.4 0.3231 0.97
5 3.153 80.5 0.3257 1.51
5 3.111 100.5 0.2675 6.62
5 3.111 100.7 0.2678 1.01
5 3.087 101.5 0.27186 0.54
5 3.085 103.0 0.2728 0.96
5 3.153 105.2 0.2635 0.65
5 3.153 105.4 0.2628 ¢.43
5 3.153 122.1 0.2349 1.08
5 3.153 122.1 0.2352 1.30
5 3.153 140.0 0.2146 0.83
5 3.153 140.7 0.2131 6.79
5 3.087 150.0 0.2012 0.868
5 3.085 150.5 0.2145 0.86
5 3.111 151.7 0.1882 0.91
5 3.087 189.5 0.1294 0.22
5 3.085 200.5 0.1432 1.57
5 3.111 206.5 0.1186 0.90

FLUID= CHLOROFORM

# SAMPLE VISCOSITY

RUNS ID TEMP. (C) (cpP) %CV
5 3.112 54.0 0.4086 1.14
5 3.112 160.0 0.2821 0.56
5 3.112 102.0 0.2875 0.53
5 3.112 151.0 0.2001 0.32
5 3.112 202.0 0.1332 0.43
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FLUID= 50% N-PENTANE / 50% N-HEPTANE

# SAMPLE VISCOSITY
RUNS ID TEMP. (C) (ce) %CV
5 3.152 25.1 0.2976 0.43
5 3.152 39.7 0.28637 1.18
5 3.1582 39.8 0.2837 0.94
4 3.152 40.0 0.2887 0.68
5 3.152 59.3 0.2263 0.88
5 3.152 59.9 0.2258 0.74
5 3.1582 60.1 0.2258 1.00
5 3.152 79.7 0.1¢e51 1.40
5 3.152 80.0 0.1988 0.35
5 3.152 80.7 0.1891 0.69
5 3.152 89.4 0.1674 0.54
5 3.152 99.7 0.1679 Q.85
5 3.152 101.3 0.1547 0.40
3 3.152 101.5 0.152¢9 0.50
5 3.152 120.0 0.13286 0.20
5 3.152 120.0 0.1329 0.75
5 3.152 1338.0 0.1138 0.88
5 3.152 139.0 0.1143 0.56
5 3.152 159.0 0.1070 3.60
5 3.152 158.0 0.09863 2.55

FLUID= 785% N-HEXANE / 25% ISOPROPANOL

# SAMPLE VISCOSITY
RUNS ID TEMP. (C) (CcP) %CV
5 3.165 49.8 0.286G7 0.68
5 3.165 49.7 0.2585 0.55
5 3.185 50.0 0.2592 0.88
5 3.165 79.0 0.19864 1.03
5 3.185 79.4 0.1281 0.30
5 3.165 99.0 0.1662 0.37
5 3.165 99.5 0.15639 0.78
5 3.165 100.0 0.15631 1.33
5 3.165 118.5 0.1277 0.586
5 3.1865 140.2 0.1081 Q.35
5 3.165 1569.5 0.0782 1.58
5 3.185 158.5 0.0785 1.37
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The final form of Lee's correlation [Eq. (10)] is:

(n - n*) » y o 10° = exp(2.933 g% + 4.542 gb) -1,

where
a = 8.336,
b = 0.9228,
n = saturated-liquid viscosity, and
n* = corresponding dilute-gas viscosity.

The coefficlents of this equation were determined as the best
estimates from a nonlinear regression analysis of (n - n*)y vs g
using argon data. Values of & were also optimized ("fitted”) in this

procedure. The variables y and g are defined as:

2/3, o
Y = (Vlt) / //M’Tt ,
. 0.6673
g = X/(0.976e)C ; ¢ = 2.3566/X ’

X = d/(T/T¢)e 3 e = 0.07d2°73

d = Vi¢/v,
where
Vig = 1liquid molar volume at the triple point,
€ = Vgr/Vi¢ = ratio of solid to liquid molar volume at the
triple point,
M = molecular weight, and

subscript t refers to triple-point properties.
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Lee has essentially changed his reference from the critical point
to the triple point. The form of the eguation was arrived at by invoking
dimensionless analysis arguments and Andrade's hypothesis about the fre-
quency of molecular vibration at the melting point. The expression for

the dilute—-gas viscosity was derived from the work of Rorris:s

5 _ Wl
0¥ e B 10° = 0.576 T,0 "}

and

6 PR
B = vt O /AT,

Fitted values of £ are available only for the limited set of sub-
stances considered by Lee. Tt 1s claimed that very few accurate measure-
ments of the solid molar volume at the triple point exist. Therefore,
the following estimation procedure for £ is recommended:

1. Estimate Vit by extrapolation of a2 reliable liquid demsity correla-
tion (i.e., Rackettsz) to the triple point or use literature data.
2. Use Lee's relation between Vg and the van der Waals

co-volume parameter, b,

p+2 (V-b) = RT
Vﬂ

(modified van der Waals equation of state),

at the critical point:

b= [{n - 1)/(n+ 1)]Ve and n = 2Z; +\/4zg +1 .

Lee suggests: Vge = 1.20 ¢ b .
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ESTIMATION OF REFRACTIVE INDEX
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For a structureless liquid, the refractive index is a simple function
of the specific volume (i.e., Lorenz-Lorentz relation). This follows
from the fact that the molecular polarizability is essentially constant.
Real fluids are not truly structureless, and empirical expressions corre-
late refractive index behavior most accurately. Eykman's equation is
recognized as the most accurate method for predicting fluid refractive

index as a function of temperature:

(® -1
) -~ ¢ ¥V =R , (Eykman equation)
(n° + 0.4)
where
n = refractive index of fluid,
V = molar volume of fluid, and
R = constant = specific refraction (evaluated at standard

conditions).

Solving for n yields

R+ VR + 4« V(V + 0.4R)
n = .
2V

The application of this equation to flulds at temperatures above the
normal boiling point has not been documented. However, recent data on
liquid nitrogen [V. V. Alekseev et al., Thermal Engineering (USSR) 30(11)},
1983; (p. 671, English tr.)] provide an opportunity to test the Eykman
equation in the region between the boiling polnt and the critical point.

The following table refers to measurements on saturated Nz(x):
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Measurements on saturated No(R)

Refractive index value

Temperature Eykman
(¥ Measured Literature prediciion A%
85 (std) 0.6735 1.18846 - -
90 0.713 1.18216 1.18271 0.0074
100 0.792 1.1683 1.16866 0.014
120 0.951 1.12886 1.12763 0.162

Avg. deviation = 0.061%

There are a large number of accurate correlations (70.5%) for the
density of a saturated liquid. We have employed the modified Rackett
. . . 51 r _ : ,
equation in this study. The refractive index of the mixture was
obtained by taking a simple mol average of the pure component values.
These average values were checked at room temperature and were found

to be accurate.
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COMPUTER PROGRAM DOCUMENTATION
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Program LSD.ST1 (listing attached) was used to automate the light-
gscattering measurements. The program was written in Applesoft Basic for
use on an Apple Ile computer to interface with a Langley Ford 1096 (LF
1096)- Autocorrelator. A computer clock was used to date files and to
tag each run with an identifying tinme.

The organization of the program is as follows:

1. Initialization — set up raw data files (D) and calculated results
files (C).

2. Specify experimental parameters: laser wavelength, sample
temperature, refractive index, standard particle size, and estimated
viscosity.

3. Select run parameters — number of runs, and run time.

4. Set up Apple IIe and LF1096 for data logging.

5. Data logging of sequential light-scattering runs:

a. Apple Ile accepts 17 LF1096 identifiers.

b. Apple 1le accepts autocorrelation channel data.

c. Quadratic least-squares calculation is performed using

channel data.
d. Raw data and calculated results are stored on magnetic disk.
Steps a through d are repeated for the number of runs selected,

e. Options are to return to steps 2 or 3 or to exit the program.

The quadratic regression program (LSD.ST1) uses the same algorithm
that is used in the Langley Ford model ANOl Analysis Program. Both
programs yileld the same results. The use of our own program allowed

us to control operation and log data much more easily.
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The only unusual aspect of the calculations was the use of a
welghted analysis. A weighted analysis 1s needed because of the nature
of the detector (PMT) and the transformation of the data. The PMT is a
square~law detector. The uncertainty in the measurement (number of
counts = N) is proportional to YN . This needs to be taken into account
during the regression by weighing each data point.

According to Eq. (34b), we can write:

2A*(t) = a b[A*(t)]2 a, b constants ,

+

2%

i

and A(t) autocorrelation channel data

= CD .

We can picture this as:

CHANNEL DATA

TIME
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To apply the cumulant analysis, we transform our data (CD) to Y as:
Y=CD~-a.

In praétice, the factor a (base line) 1is accurately estimated by obtaining

channel data at large values of t. The actual ordinate in the analysis is:

Y' = 1n Y= 1n (CD - a) .
The standard deviation of the transformed variable, Y', is:
d d
[ L ' . pmE e ° :
o' =F (¥ s oy =S Un V) - oy,

where o3 1is the standard deviation of Y.
It is generally assumed that the channel data have the same statis-

tics as a PMT count. Therefore,

gy = ¥yCD ,
and
o = LD
1 ChD - a °
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Basic Data lLogging Program - LSD.STI

17 REM
18 REM DECLARATION STATEMENTS
19 REM

20 LOMEM: 16384

30 DIM G(400),A(30),B(30)

40 TEXT : HOME

45 PRINT "DATA STORAGE PROGRAM": PRINT

50 X = FRE (0):D$ = CHR$ (4):1I% = CHR$ (9)
51 G$ = CHRS (13):E$ = G$ + D$:vs = ".17

52 PRINT Dg$;"PR#5": PRINT D$"IN#5"

53 INPUT " " T$

54 U$ = LEFT$ (T$,2) + MID$ (T%,4,2)

55 PRINT D$"PR#0": PRINT D$"IN#0™
56 PRINT "7 OPTIONAL FILENAME IDENTIFIER(Y:N)?": INFPUT LS
57 IF L$ = "N" GOTO 59

58 PRINT "ENTER FILE ID SUFFIX": INPUT V$:V$ = "." + V§
59 A% = "D" + U$ + V$:B$ = "CU + Us + VS

62 REM

63 REM SET-UP DATA&CALC FILES

64 REM

66 PRINT D$;"OPEN";A$;",D2": PRINT D$;"CLOSE";AS
67 PRINT D$;"OPEN";B$: PRINT D$;"CLOSE";B$
68 TEXT : HOME

62 REM
70 REM SPHCIFY EXP. PARAMTERS
71 REM

72 PRINT D$;"PR#4": PRINT I$;"1D": PRINT 1%;"3P": PRINT
Ds$; "PR#0"

75 PRINT "SET EXP. PARAMETERS”

80 PRINT "INPUT LASER WAVELENGTH(NM)": INPUT WL:A(22) =
WL:B(12) = WL

90 PRINT "INPUT SAMPLE TEMP.(C)": INPUT T:A(21) = T:B(ll)
= T

100 PRINT "INPUT REF. INDEX": INPUT RI:A(23) = RI:B(13) =
RI

110 PRINT "INPUT PARTICLE SIZE(MICRONS)": INPUT DP:A(24) =
DP:B(14) = DP

120 PRINT "INPUT VISCOSITY EST.(CP)": INPUT VISC:A(25) =
VISC:B(15) = VISC

124 REM
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PRINT
10986"

PRINT
NR:J1l =

RT:A(19)

N3
R3

X3
X3

Hon

M E":

PRINT R2;:
GOSUB 3000:
PRINT N1;

PRINT

LE)

LSD.STI1
125 REM SELECT RUN PARAMETERS
126 REM
129 PRINT PRINT
130 PRINT "SELECT AUTO-RUN PARAMETERS™
135 PRINT "SET 1096 TO RS-232 CONTROL":
136 PRINT "PRESS(I/O;ENTER;2;ENTER) ON
137 PRINT "PRESS RESET&ANALYZE": PRINT
140 PRINT "INPUT #RUNS DESIRED": INPUT
NR:B(10) = NR
150 PRINT "INPUT RUN TIME(SEC)": INPUT
= RT
152 X = NR: GOSUB 4000:N1 = X1:N2 = X2:
154 X = RT: GOSUB 4000:R1 = X1:R2 = X2Z:
159 REM X*xSETUP 3SC TO INTERFACE
W/1lO0O9BX kXK KK KXKKEXKKRRKKKIX KK KKK
160 PRINT D$;"PR#4": PRINT CHR$ (9);"
PRINT 1I%$;"3P": PRINT D$;"IN#4"
161 REM
162 REM COMPUTER CTRL OF 1096
163 REM
164 PRINT "X";: GOSUB 3000: PRINT "U";:
4;: GOSUB 3000: PRINT G$;: GOSUB 3000:
3000: PRINT G$;: GOSUB 3000: PRINT "M";:
G$;
165 GOSUB 3000: PRINT R1;: GOSUB 3000:
3000: PRINT R3;: GOSUB 3000: PRINT G$;:
4;: GOSUB 3000: PRINT G$;: GOSUB 3000:
3000: PRINT NZ;
166 GOSUB 3000: PRINT N3;
167 GOSUB 3000: PRINT G$;: GOSUB 3000:
3000: PRINT "O";: GOSUB 3000: PRINT GS$;
1;: GOSUB 3000: PRINT G$;: GOSUB 3000
175 REM
176 REM DATA-LOGGING ROUTINE(1096-~APP
177 REM 1. ACCEPT 17 RUN ID’S
178 REM
210 GOSUB 1005:A(1) = X
240 FOR I = 2 TO 17: GOSUB 1000
250 A(I) = X: NEXT I
260 BKS = A(1l0):NC = BKS x 76
264 REM
265 REM 2. ACCEPT CHANNEL DATA
266 REM
270 FOR I = 1 TO NC: GOSUB 1000
280 G(I) = X: NEXT I
280 PRINT D$; "PR#0O"
292 PRINT D$; "IN#0": REM

**¥XEND DATALOGGING*Xx¥

GOSUB 3000:
PRINT 1;:
GOSUB 3000:

"R"; .
: GOSUB 3000:

PRINT

1:4(20) =

= RT:B(9)

PRINT I$;"1D":

PRINT
GOSUB
PRINT

GOSUB
PRINT
: GOSUB

GOSUB
PRINT
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LSD.ST1

293 PRINT D$;"PR#5": PRINT D$"IN&S5S"
284 INPUT "#";MO,DW,DT,HR,MN,SEC

295 PHRINT D$;"PR#0": PRINT D$"IN&Q"
286 B(23) = HR + (MN + SEC / 60.) / 60.

302 K¢ = U$ + "." + STR$ (A(1l)): REM ***%DEFINE RUN ID
=DATE.RUN# %x¥x
303 S = A(B):QR = S8 / 100:Q1 = INT (QR)

304 A(8) = (QI + INT (10 % (QR -~ QI)) / 10) x 10 ~ (( INT
(S / 10) - 8 / 10) % 10)
305 S = A(8)

307 REM
308 REM STORE RAW DATA IN FILE
308 REM

310 PRINT D$; "APPEND";AS$

320 PRINT D$;"WRITE"; AS

321 PRINT K$

340 FOR I = 1 TO 17

350 PRINT A(I): NEXT I

360 FOR I = 19 TO 25: PRINT A(I): NEXT I

370 FOR I = 1 TO NC

380 PRINT G(I): NEXT I

385 PRINT D$;"CLOSE"; As

390 GOSUB 1500: REM x**PERFORM ONLINE CALCULATIONS*xXxx
400 IF J1 = NR GOTO 420

405 PRINT D$;"PR#4": PRINT CHR3 (9);"M E": PRINT
D$; "IN¥4"

410 J1 = J1 + 1: GOTO 210

420 PRINT "7NEW DATA-FILE?(Y:N)": INPUT E$

430 IF E$ = "Y" GOTO B0

4860 PRINT "7?NEW EXP. PARAMETERS?(Y:N)": INPUT F$
470 IF F$ = "Y" GOTO 70

480 PRINT "7NEW RUN PARAMETERS?(Y:N)": INPUT H$
490 IF H$ = "Y" GOTO 130

500 END

997 REM

998 REM 1096 (PRINT)~~~>APPLE HANDSHAKE

889 REM

10060 PRINT ".";

1605 INPUT "";X

1010 RETURN

1500 REM

1501 REM REGRESSION ROUTINE(2ZND ORDER)

1502 REM

1505 B(3) = A(3):B(4) = A(B):B(5) = A(9):B(B) = A(L10):B(7)
= A(11):B(8) = A(1l4):B(1l6) = A(4):DS o 26

1510 N = (BKS - 1) * 76 + 65:1L8 = 0:N1 = N + 7
1514 REM
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LSD.ST1

1515 REM CALC. BASELINE VALUES
1516 REM

1520 FOR I = N TO N1

1530 L8 = G(I) + L8: NEXT I

1540 L8 = L8 / B8:P2N = 0:TST = 0
1550 FOR I = 1 TO BKS

1560 P2N = P2N + G(76 x (I - 1) + 74) ¥ G(76 x (I - 1) +
75) '

1570 TST = TST + G(76 % (I - 1) + 73): NEXT I

1580 PZN = PZN / TST

1590 RA = L8 / P2N:B(17) = RA

1600 REM :

1601 REM : CALC. REGRESSION SUMS

1602 REM

1610 M = 0:581 = 0:82 = 0:83 = 0:84 = 0:85 = 0:86 = 0:87 =
0:80 = 0:CNU =0

1611 LT8 = 20 % SQR (L8)

1620 FOR J 0 TO BKS - 1

1630 FOR I 1 TO 72 + 8 x* (A(1l1l) - 2)

1635 K = J %x 76 + I1:GD = G(K) - L8:WF
1638 M = M + 1

1639 IF G(K) < LT8 GOTO 1678

1640 S0 = S0 + WF:81 = s1 + M x WF:S2

GD *x GD / G(X)

S2 + M ¥ M x WF:583

= S3 +M *xMx*xM=x* WF:S4 = 54 + M "™ 4 x WF

1660 Y = LOG ( ABS (G(X) — L8))

1670 S5 = 85 + Y % WF:86 = 86 + M x Y X WF:87 = 87 + M x M
¥ Y X WF

1878 GOTO 1680

1679 CNU = CNU + 1

1680 NEXT I

1680 NEXT J

1695 CNU = M - CNU:M = S0:B(18) = CNU

1700 REM
1701 REM : CALC. REGRESSION COEFF.
1702 REM

1710 D = M x S2 ¥ S4 + S1 % S3 %x S2 ¥ 2 - 82 ©~ 3 - 83 x S3
X M - 84 % S1 x S1

1720 E = (85 % 82 % 84 + 81 % 83 % sS7 + 82 % S6 % S3 - S7 *
5¢ ¥ S2 - 83 % 33 x S5 - S84 x 36 x S1) / D

1730 B = (M % 56 x 84 + S5 x 83 x 82 + 82 x S1 * 8§87 - 82 %
S6 x 82 - S7 ¥ 83 * M - 54 x S1 x 8§5) / D

1740 C = (M *x 82 %x S7 + S1 % 86 %x S2 + S5 %x 81 % 83 - 82 x
S2 x 85 - M % 83 %x S6 - S7 % 81 %x s1) / D

1750 BTA = EXP (E) / L8:B(19) = BTA

1760 GAMMA ~- B / (2 x 8)

1770 PLD / (B % B):B(20) = PLD

1780 CPD E + 5 %x RI x RI ¥ (T + 273.2) / (GAMMA x

el R

¥ C
. 1566

ioH



VISC
1790
DP x
1734
1795
1796
1800
1810
1820
1825
1830
1840
1850
28994
2995
2996
3000
3011
3994
3885
3996
4000
4002
42003
4004

¥ WL
CVISC

98

LSD.STI

* WL):B(21) = CPD
= 1.1566E + 5 x RI % RI % (T + 273.2) / (GAMMA %

WL *x WL):B(22) = CVISC

REM
REM
REM

PRIN

STORE RHUN ID & CALC.VALUES IN "C" FILE

T D$;"APPEND";Bs%

PRINT Ds$;"WRITE";B$%
PRINT K$: PRINT DS

FOR

I = 3 TO 28

PRINT B{I): NEXT I
PRINT D$;"CLOSE";BS$
RETURN

REM
REM
REM
GET

APPLE(COMMAND ) ~-->1096 HANDSHAKE

X$

RETURN

REM
REM
REM
X1l =
X2 =
X3 =

CONVERSION OF X(3) TO SERIAL DIGITS(X1,X2,X3)

INT (X / 100)
INT ((X - 100 % X1) / 10)
X - 100 x X1 - 10 % X2

RETURN
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