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ABSTRACT

This report is intended to convey a philosophy for the design of large-scale control systems that will
guide control engineers and managers in the development of integrated, intelligent, flexible control systems.
A liquid metal reactor, the large-scale prototype breeder, is the focus of the examples and analyses in the
report. A structure for the discontinuous and continuous control aspects is presented in sufficient detail to
form the foundation for future expanded development. The system diagramming techniques used are espe-
cially useful because they are both an aid to control design and a specification for software design. This
report develops a continuous-system supervisory controller that adds the capability for optimal coordination
and control to existing supervisory control design. This development makes possible global minimization of
variations in key system parameters during transients.
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1. INTRODUCTION

L1 PROJECT BACKGROUND

This project began out of a need that the US.
Department of Energy (DOE) felt for improving

control of liquid metal reactors (LMR). Although

much work had been done on LMR control, a new
perspective was needed to stimulate us to rethink
our objectives and methods. Such introspective
activity may be especially needed and useful during
transition periods such as has been occurring in
control engineering with digital system implementa-
tions replacing analog controllers.

With few exceptions, the capabilities of mini- and

microcomputer technology exceeds that of previous:

~ control technologies. Real-time, computer-based
control, offering a higher level of intelligence, can
perform high-level decision making and complex-
goal optirnal coutrol, as well as implement mul-
tivariate control schemes. The end result of such
development would be more responsive, cost-
effective operations.

In comparison with discrete analog and digital

{relay) design, these new capabilities demand a dif-
ferent perspective on automation and control
system’s role in plant operation. The usual approach
to the design of microprocessor-based control sys-
tems (which has been taken in various industries)

simply emulates the functions of classical analog
control modules without realizing the added bene-

. fits of the new technology. This is our justification
for proposing some expanded concepts of control.

1.2 PURPOSE OF RESEARCH

The basic purpose of this project i to provide
systems-oricnted design guidance for the large-scale
prototype breeder (LSPB) to improve its license-
ability, availability to generate electricity, and
maneuverability of plant systems under normal and
abnormal conditions. The design guidance should be
sufficiently general to apply to future plants, such
as LMRs, advanced light water reactors (LWR), or
high-temperatuare, gas-cooled reactors (HTGR).

The functions that the plant control and protec-
tion systems perform can dramatically affect the
reliability of expensive plant equipment and the
operating cost of the plant, although the cost of the
control and protection systems represents only a
small portion of the overall plant cost. As evidenced
by many plant designs, lack of integration of the
control and protection functions with the overall
system mission requirements and constraints usually

overly complicates the design, unnecessarily
compromises safety, and disregards economic
factors.

Many control and safety issues require a more
nearly optimum resolution, especially those related
to the human factor. Resolotion of these issues
subsequent to plant design forces retrofitting (e.g.,
patched procedures, additional: operational lmits
and restrictions, and additional equipment). The
design of the plant control and protection system
can be lurther optimized for objectives of LSPB
and other prototypical LMRs. Part of this optimi-
zation would involve vesting more intelligence in the
control system to give it better capability to maneu-
ver the plant through degraded conditions and to
allow a decision-making capability that is adapted
to weighing alternatives within the confinement of
the multiple layers of operational constraints and
objectives.

Another form of optimization may involve build-
ing a high degree of flexibility within the software
and hardware of the control system. This is needed
becauvse of the continually changing nature of con-
trol and computer technology and the expanding
knowledge of both the controlled system and sys-
tems that control. Over the nominal 40-year life of
an LMR, major replacements of computer hard-
ware can reasonably be expected as well as changes,
additions, and perhaps deletions to system software;
thus, a certain independence of implementation par-
ticulars is also desirable.

Investigative research in the function and design
of control systems leads ultimately to the topic of



role and function allocation, specifically, functions
allocated to the human and automated subsystems.
Previous research (Pulliam et al. 1983) has indi-
cated that allocation of control functions is an
intractable problem, which increases in severity
with the increasing complexity of systems. Allocat-
ing functions to man and machine parts of the sys-
tem should be attempted ducing the carly stages of
a new system design. One of the first items in the
statement of requirements of the next section
includes the role of man in the system described,
capabilities of the technology, and functional
requirements and constraints.

1.3 SCOPE OF THIS REPORT

This report is intended to convey a philosophy for
the design of large-scale control systems that will
guide control engineers and managers in the devel-
opment of integrated, intelligent, and flexible con-
trol systems; that is, the report should help
engineers involved in conceiving, analysing, and
designing control systems for large systems and for
planners who are involved in the conceptual phases
of plant design. This report does not present a
“cookbook” for the design of control systems. Some
of the material presented is preliminary and
requires further application and testing. Some of it
has been drawn from the work and experience
of others and integrated to form a systematic
structure.

The scope of the analysis and design of the LSPB
that was performed in the course of this work was
to illustrate the concepts and methods being
presented. Thus, the models and control system
organization presented are incomplete but accurate
as far as they go. Some of the concepts in this
report are well developed while others are less
developed. This imbalance is somewhat nnavoidable
because of the limited scope of this work. Much of
the ecarlier work of this program examined the
broad aspects of large-scale system control in an
attempt to identify specific areas on which to con-
centrate work. From this broader examination, a
perspective and philosophy emerged. However, to
test their usefulness and demonstrate their applica-
tion, a specific but more limited analysis was
needed. The limited analysis, which takes the form
of an example, appears more developed because of
the detail needed to describe an automated plant
startup.

1.4 RECOGMNITION OF SIMILAR WORK

Much of the mathematical work in optimal con-
trol theory, analysis of stochastic processes, and
classical proportional-integral-derivative (PID) con-
trol is valuable for designing controllers of continu-
ous plant variables at the lower levels within the
structure of a control system. However, these con-
cepts and techniques are not very helpful in deter-
mining the function and design of the upper-level
supervisory structure where the discontinuous activ-
ity of decision making is a2 dominant transaction.

A theoretical basis for characterizing and analyz-
ing multilevel hierarchical systems was begun by
Mesarovic ¢t al. (1970) where the concepts of mul-
tilevel and multilayer hierarchies were introduced.
This initial work was continued by Findeisen et al.
(1980) and Jamshidi (1983). The base that this
work provides is somewhat abstract so that it does
not translate directly into techniques that are
readily applied by systemis and control engineers.

An assortment of tools and techniques for analyz-
ing and designing the function, data connections,
and structural characieristics of control systems has
been developed and refined by several analysts
(Yourdon and Constantine 1979; DeMarco 1979;
Page-Jones 1980; and Gane and Sarson 1979).
Conirasted with the mathematical and abstract
nature of the techniques of Mesarovic or Findeisen,
the goal of these tools and techniques is data man-
agement and state analysis from a software
enginecring perspective. This work is application
oricnted and can be applied without necessarily
drawing on advanced analytical mathematics.

Orne of the products of this report is a collection
of tools and techniques that draws from both the
abstract and practical work of control theory and
computer scieace. These tools should prove useful to
control engineers engaged in the design of large-
scale control systemns.

1.5 BACKGROUND OF CONTROL SYSTEMS

In general, plant control and protection systems
for LMRs have evolved from LWR and fossil
power plant experience. The approach taken to
transfer this technology into the LMR domain and
further develop it has been characterized as highly
conservative with a basic underlying rule to extrap-
olate minimally from the known to the unknown.
Whether or not this approach was justified, it has



tended to suppress creativity and new developments
that might lead to a more nearly optimum solution
to the overall control problem.

Historically, industrial control practice restricted
the development of control systems to the final
phases of a  project. Thus, after physical
components have been designed, procured, or
perhaps even installed, only then would the control
engineers be asked to “make it work together.” This

bottom-up or equipment approach, also characteris- -

tic of the nuclear industry, lacks the system-wide
integration required to ensure that the successful
functioning of the parts meets the mission of the
whole. This approach to control system design
emerges if the designers do not consider control and
instrumentation ‘to be concept-determining factors
(i.e., that control-related factors have no significant
influence on the overall plant or equipment design).
Because of this approach, many system designs
have had 10 be altered to make them controllable.
For large-scale systems, integrated and coordi~
nated control functions are required to maximize
plant availability, to allow maneuverability through

various stages of degradation, and to meet exter-.

Control
has a

limitations.
in this perspective,

nally imposed regulatory
engineering, viewed

broader scope than the “classical” view of process:

control, historically held by equipment designers.
Centrol engineering should have a prominent role in
the total engineering of a plant that spans the ini-
tial requirements phase to startup and beyond as
necessary.

The function of overall system integration is a
natural activity for the control engineers of a
large-scale plant system because the scope of con-
trol should encompass the entire plani. The need for
and means to implement this overall integration has
not been widely recognized. Indeed, many control
theoreticians and practitioners have confined them-

selves to such limited arcas that the larger perspec-:

tive of overall integration has been ignored. With
the limitations of earlier technologies, a well-
integrated and coordinated plant-wide control sys-
tem may have been difficult to realize economically.
Now, however, :the technology of implementation
may have outpaced our design methodology.

1.6 ORGANIZATION OF REPORT

Following the introduction, a tutorial section
(Sect. 2) defines terms and concepts related to the
design and analysis techniques applied in Sects. 3
and 4. Section 3, based on the perspective and phi-
losophy of Sect. 2, uses structured software analysis
techniques to derive an organizational structure for
an automated plant-wide control system. Section 4
derives a structure for hierarchical, distcibuted
supervisory control of the continuous plant systems.
The system developed in Sect. 4 is one of the com-
ponents of the overall control structure developed in
Sect. 3.

Because this report merges several engineering
disciplines, primarily those of control and software
engineering, occasionally an overlap of terms
occurs. This is somewhat unavoidable since the
alternative would be to invent new terminology
either totally or for the overlapping arcas. Such
added terminology would perhaps also add more
complexity and confusion to engineering disciplines
already profuse in terms and definitions. An exam-
ple of this overlap is in the use of the terms “state”
and “transition.” These terms are used in discussing
regions of conirol (Sect. 2), control of discontinuous
systems {Sect. 3), and control of continuous systems
(Sect. 4). The terms are used differently in each
context. An. effort has been made to avoid
confusion by defining the terms as they are intro-
duced in each section and in the Glessary.

Conclusions and recommendations for further
work are presented in Sect. 5.

Detailed analyses have been placed in the Appen-
dixes. Appendix A contains a brief summary of the
structured software analysis tools. Appendix B con-
tains diagrams that detail the inner portions of the
control system described in Sect. 3. Appendix C
contains the details of mathematical models for the
reactor, intermediate heat exchanger, and steam
generator used in Sect. 4. Finally, Appendix D lists
a procedure for assuring closed-loop optimal control
of the local controllers of Sect. 4.






2. INTELLIGENT AND FLEXIBLE CONTROL IN AUTOMATED SYSTEMS

This 'section of the report discusses issues related to extending the boundaries of controlling large-scale
processes. Definitions of some of the terms and concepts that are used and developed below are given both

in the text and in the Glossary.

2.1 CHARACTERISTICS OF LARGE-SCALE
NUCLEAR PLANT SYSTEMS

2.1.1 Subsystem Classifications

A nuclear power plant is representative of large-
scale systems. A large-scale system,* as it is used in
this report, may be described as a complex system
composed of a number of constituents or smaller
subsystems serving particular functions and
governed by interrelated goals and constraints. The
subsystems may be catagorized either as those that
are placed in the plant to govern or those that are
governdéd. Physical and informational interactions
occur among. these subsystems. Informational
interactions among the governing subsystems occur
in several ways: hierarchically (vertically), where a
subsystem at a given level controls or coordinates
the units on the level below it; laterally (horizon-
tally), where data or control signals are passed
between subsystems at the same level, both within a
control hierarchy or between different hierarchies;
and externally to the human' overseers of the
system.

The subsystems that constitute a nuclear power
plant can be classified according to their functional
relationship to the overall plant’ and according to
the type of control required to make them opera-
tional. Thus the plant is composed of prime sys-
tems, support systems, and utility systems. And
within these classifications, systems can be further
divided into those that exhibit continuous and dis-
continuous behavior types. These classifications will
be useful later in developing a control structure.

Prime systems are those that contribute directly
to the behavior of the plant’s ultimate output. The
prime systems are usually cascaded and constitute

*The terms “plant” and “large-scale system” are used inter-
changably in this report. i

the flow path for the process. Hituated in the
stream of the process, their function is to change
the incoming feed materizl so that aa interim prod-
uct is made available te the next subsystem. In the
case of a nuclear reactor system, the unidirectional
flow through the prime systems is one of energy.
Between the prime systems are the flows of various
materials that effect the traosfer of energy from
heat generation in the reactor core io electrical
trapsmission to the power grid. Although the flow
of energy is unidirectional, the flow of materials is
looped. Because of the cascaded nature of the sys-
tem, individual prime systems are influenced by
upstream and: downstream conditions of their neigh-
bors. The prime systems of an LMR are (1) reac-
tor, (2) primary ‘heat transport (PHT),
(3) intermediate heat transport (IHT), (4) steam
generator, (5) main sieam line, {6) feedwater-
condensate, (7) turbine-generator, and (8) waste
heat rejection.

Support systems are those that supply neces-
sary functions and services to the prime systems of
the plant. These services may be in support of
(1) equipment such as motors, pumps, and valves;
(2) facilities such as containments, tanks, and pip-
ing; and (3) process materials and products such as
sodium, water, argon, and air. Support systers sup-
ply electric power, cooling, hubrication, and expend-
able materials. Unlike the prime systems, support
systems are not intercomnecied in cascade form.
Often they are independeni of each other with little
if any direct influence on each other. This is not to
say that their failure is not felt in the performance
of the plant. A support sysiem may be totally nec-
essary to the functioning of a prime system and
hence the plant (e.g., condenser vacuum contrel).

Utility systems are, in a seose, support systems.
They are the common services that supply bulk
materials, encrgy, or data io the prime and support



plant systems. These systems are even more
removed from the prime flows of interim products
than the support systems described above. Some of
the plant utilities are plant electrical, fire protec-
tion, sodium fire protection, service water (of which
there are several classes), gas supply (e.g., argon,
helium, nitrogen, compressed air, and instrument
air), building environment [heating, ventilation and
air conditioning (HVAC)], hydraulic supply, auxil-
iary steam supply, radioactive waste handling, and
fuel handling. In many cases, support systems direct
the products of the utility systeras in support of the
prime systems.

Further classification of the plant’s prime, sup-
port, and utility systems will prove useful when
applying control to coordinate plant-wide changes
in mode. It is useful to identify the subsystem type
by the way the system is called into operation and
the states that it assumes. Two classes of system
control are then proposed: continuous and discon-
tinuous. To many, the distinction between
discontinuous-event contrel and comtinuous-event
control is unclear because in past designs role alle-
cation assumed that human operaters perform most
of discontinuous activities (e.g., start-stop and valve
lineup) and local (continuous) controllers regulate
to maintain a setpoint. To automate a large-scale
system, both classes of control must be integrated
to carry out the functions required to achieve the
goals and objectives of the entire plant.

Subsystems that exhibit continuous parameter
variation, and thus may be controlled proportion-
ally, fall under the first category of continuous con-
trel. In general, the continuously controlled subsys-
tems lie within the prime plant systems. This form
of control is the type most often associated with
control engineering. The ficlds of classical and opti-
mal control theory are directed primarily at the
control of continnously variable systems.

The second category, discontinuous control,
refers to subsystems that exhibit discrete opera-
tional states and are called on to function by an
cnabling comimand with no <e¢lement of pro-
portionality contained in the command. Although
within a subsystern enabled by a state-oriented
command, local control loops may function in pro-
portion to measured values; these loops, however,
are hidden from the subsystem’s superordinate. A
discontinucusly controlled subsystem may be off-on
of start-stop in operation or may have a limited
number of additional modes to which it may be
commanded. Batch conirol, logical control, mode

control, and sequence control are forms of discon-
tinuous control.

2.1.2 Procedures

The strong dependence on procedures by the
hurnan component also characterizes large-scale
nuclear power systems. Much of the role that the
operator assumes can be derived from an examina-
tion of plant procedures (Kisner and Frey 1982).
With an understanding of the role of the operating
crew, a basis for plant-wide supervisory control can
be established. From the procedures, many of the
specific sequences needed for starting the plant or
coping with abnormal conditions can be extracted.

Singular dependence on procedures alone to sup-
ply the necessary information on which to build the
algorithms for automation can result in error.
Because plant operators act to filter and improve
plant procedures, operaters should be consulted to
interpret the procedures. This information and
equipment design and analysis information consti-
tutes the basic input to the design of an automated
control sysier.

2.1.3 Safety Systems

Nuclear power plants are also characterized by
the inclusion of a specialized protection system that
protects the reactor core and other components
associated with containment of radioactivity by the
rapid insertion of control rods to stop the nuclear
reaction and other actions. The safety systern may
be regarded as a control system with a highly spe-
cialized function. In general, the control systems
and the safety (protection) systems are scparated to
ensure that the failure of a control-rated component
does not disable or nullify the function of the safety
system. Thus, the safety system is provided with an
independent and redundant view of the plant
parameters. In earlier designs, which exhibited
hardwired single-sensor-to-single-display (dedicated)
technology, this independent view was easy to
assure; however, with multiplexed data and other
technological trends away from dedicated measure-
ment, total separation of control and safety is
becoming difficult to achieve.

The safety system concept is unique to the
nuclear industry. By contrast, in the aircraft and
space industry, critical operational functions arc
identified, and redundancy is employed to ensure
the continuation of these functions in the event of a
problem. In these industries, complete shutdown



during a mission is not a viable alternative. Other
industries provide protection of investment through

protection of equipment. While this is also a part of -

the strategy of operation in a nuclear power plant,
ultimate protection of the public can require sacri-
ficing certain plant components.

The reactor safety system is generally designed to

a rule of simplicity. Although this increases hard-

- ware reliability, it forces plant operators to interact
with the safety system at various times during the

operation of the plant, mostly during startup and
shutdown. These interactions, inhibit, verify, or
permit a safety system function. Thus the operator

becomes the supervisory controller of the safety sys-

" tem, and he becomes a common link between the
nominally separated systems.
The rule of simplicity is often suspended on

experimental reactor types, when an wuncertainty
exists about the behavior of the overall system.

Under these circumstances, downstream process

measurements are often used to anticipate a condi-
tion that might compromise the integrity of the .
core. The presence of anticipatory trips usually

restricts the range of maneuverability allowed to
the control system unless these trips are bypassed.
In general, they increase the probability of unneces-
sary reactor trips.

2.2 AUTOMATION OF LARGE-SCALE
PROCESSES

2.2.1 Dimensions of Automation

Automation has different meanings for different
groups (factory automation, aircraft automation,
- office automation, process automation, etc.). Auto-
mation, in a general sense, has come to mean the
delegation of tasks to machine or computer systems,

thus frecing human operators from vigilance over

routine or iedious tasks. A distinction is made

between process control and process automation.

Process control, referring to the continuous regula-
tion of a process, is a subset of automation, in

which discontinuous activities, including problem

solving, also occur. For simplicity in this report, an
automatic control system refers to a system which
contains both continuous regulation and discontinu-
ous control activities. ,

A classification scheme for automation has been
devised as a part of developing a design guidance:
for large-scale nuclear power systems. For process
systems, automation separates into four com-
ponents, each of which carries with it a discipline

of its own. These types of process automation
are comtrolling, configuring, monitoring, and
diagnosing.

This four-component breakdown is an expansion
of earlier work by Kisner and Frey (1982), where
the idea of  analysing plant auatomation was
proposed to gain an insight into the operator’s
relationship to ‘the machine portions of the plant.
The types of automation were described as dimen-
sions in automation space so that the degree of
automation in a plant could be represented
graphically as a muitidimensional geometric form.
In most systems, the form is skewed because of the
dominance of automation in the dimension of proc-
ess control. The other dimensions arc less auto-
mated, meaning that the functions of changing the
configuration of the plant, diagnosing problems and
potential problems, and, to a certain extent, moni-
toring the process parameters are left as manual*
activitics. The four dimensions are defined in the
following paragraphs.

Controiling refers to the regulation activities
directed at maintaining specific characteristics of a
product stream or achieving a specific overall sys-
tem performance. Stability, in the classical sense, is
an objective of this dimension. Classical and mod-
ern control disciplines focus on controliing as it is
defined here.

Configuring refers to the restructuring of the
flow of process material or data, reordering the
operation of a system, or altering the function of a
system to meet a different plant goal or mission
than was in effect previously. A goal shift may
occur because the overall mode of the plant is
changing normally, as in startup, because of equip-
ment failure or other abnormal conditions, or
because of equipment maintenance and repair.
Unlike process control, configuration control is
accomplished predominately by discrete (discontinu-
ous) actions. Stability is an issue here, although it
is characterized differently than in the continuous
system case. Complete startup-shutdown capability
for all systems, preparation for maintenance and
repair with restoration to operation when complete,
and further realignment capability to meet abnor-
mal circumstances would comprise highly auto-
mated plant configurability.

*Manual activity refers to both totally manual and mechan-
ized tasks, in which the operator controls the application of
whatever power or energy is required, but a machine generates
the power or energy {e.g., remote actuation of a valve).



Monitoring refers to the measurement and trans-
fer (or communication) of process parameters and
variables. Although one usually thinks of process
measurement as being an automated function, in
fact, chemical analyses in power plants are mainly
a manual activity carried out by technicans. In the
most recent plant designs, computer systems provide
data storage and busing to various control systems
and to plant operators. Measurement of all needed
plant parameters, the distribution of these data to
all systems and components that need them, and
the validation®* of these data and estimation of
unmeasurable parameters would comprise highly
automated plant monitoring.

Diagnosing refers to the ability to detect or an-
ticipate an anomaly, identify its cause, predict the
consequences or propagation, and determine the
proper response with respect to the mission of the
plant. Computerization of this aspect of automation
is by far the most challenging to the engineering
community. Some aspects of diagnosis are routinely
automated as in alarm generation. However, as it is
currently implemented in most plants, alarm gener-
ation is accomplished by simple limit comparison.
Work is in progress at many organizations to
increase the intelligence of alarm diagnosis so that
fewer extraneous data are presented to the operator.
As far as automating the other aspects of diagnosis,
the consensus of opinion indicates that artificial
intelligence techniques, such as automated reason-
ing and expert systems, may offer a means to
resolve problems that do not easily yield to the
application of a simple rule or template.

2.2.2 Allocation of Functions

Increased automation is expecied to produce a
dramatic change in the role of the nuclear power
plant operator. This change is expected to be for
the better: automation may provide the best capa-
bility for mastering the complexity of plant control;
and it may permit the design of control systems
which are at the same time safer, more efficient,
and better suited to the characteristics of man.

The proper allocation of functions among human
and machine components is required before auto-
mation can achieve its full potential. Although it
seems reasonable to approach the design of a

*The association of data validation with monitoring is debat-
able, since it is, in a sense, a form of diagnosis; however, certain
techniques of validation are common to parameter observation.

large-scale system by attempting to state initially
some mixture of human and machine participation,
the actual motivation comes from the level of tech-
nology at the time of system design. After the capa-
bilities of technology (to a large extent, computer
technology)} have been determined, then the appro-
priate allocations can be made. This is in agreement
with the procedure developed by Pulliam et al
(1983). In selecting the proper allocation of control
functions, it may be necessary to return some of the
contre! back to the human component to ensure
complete and unfragmented tasks so that the
operator’s human factors structure and cognitive
support are adequate, and job satisfaction is more
nearly optimal.

2.3 CONTROL UNDER VARYING
CONDITIONS

Regardiess of how much care and expense has
gone into the eagincering of large-scale systems,
they occasionally fail to function as designed
because of component failures and external
environmental  disturbances. The range of
environmental disturbances for large-scale sysiems
is greater than for that of a system consisting of a
smaller number of components, interactions, and
states. The ability of a system to withstand a wide
range of disturbances, specifically the tolerance to
failed components, is referred to as fault rolerance.
A further distinction is often made to systems
whose parameters may range far from their usual
values without serious degradation of performance.
This property is refered to as robustness. The pro-
perties of fault tolerance and robustness can
become indistinguishable at times; however, fault
tolerance is associated with internal eguipment fail-
ure whose probability for failure should have been
known during design. Robustness is associated with
the ability of a system to recover from large varia-
tions in system parameters, including process vari-
ables exceeding design limits and other wnplanned
excursions.

A goal of control design is to build in both of the
properties of fault tolerance and robustness. One
approach could be to duplicate equipment critical to
the functioning of the plant. This physical redun-
dancy, if it could be afforded, could be imple-
mented to the extent necessary to meet whatever
reliability goals apply. A second means of fault tol-
erance can be provided by the plant control system.
This comes about by drawing on the four dimen-



sions of automation described previously, thus giv-
ing the control system reconfigurable capability to
accommodate specific anticipated failures. The
extent of this capability is determined from a

knowledge of plant availability requirements and .

from cost versus benefit considerations and safety
considerations. ,

One means of accomplishing intelligent control,
which can achicve the system-wide fault tolerance
and robustness desired, is to provide good control
for the plant operating in normal or nearly normal
conditions and also to provide control that accom-
modates various stages of degradation of equipment
or equipment interconnection. This can be done by
embedding a goal structure within the control sys-
tem. Thus, as operating conditions change, the con-
trol system should be capable of detecting such

changes, overlaying the new goals that the plant .

should be striving towards, and adopting new stra-
tegies for meeting those goals.

Initial work has begun on a method for imple-
menting condition-dependent control strategies. The
method is based on a hierarchically structured con-
trol system. For discussion purposes, a hierarchical
structure is composed of levels or layers of control
modules. A module or node of the hierarchy can

link with both superordinate and subordinate

modules. These links are communication pathways

or pipelines. The data flow from superordinate to

subordinate is refered to as efferent flow; the flow
from subordinate to superordinate is afferent flow.
A more involved description of hierarchical struc~
ture and control will be presented later in the
report.

The method for condition-controlled strategies

involves dividing the state space for the controlled

system into contiguous regions of control. The three
regions are the homeostatic, degraded, and
uncontrollable.  Associated with :each region are
appropriate operating goals and strategies for con-
trolling to meet those goals. Into this space of
regions, a state vector is projected. The elements
that the vector comprises are a mixture of continu-
ous variables and discontinuous parameters. A dis-
continuous parameter can assume only discrete
values, and in many cases may be purely off-on in
character, perhaps indicating that a pump or stop
valve is on or open. The result is a point in space
that moves with the changing state of the plant.
Figure 2.1 illustrates the control regions for a
simple system of two state variables.

ORKL-DWG 84-9549

%z
3
/4
ENVELOPE TOR INITIATION// {
OF PROTEgTIVE ACTTONS TARGET STATE .
/ ACTUVAL STATE
b o o o
DEGRADED REGION HOMEOSTATIC
| REGION
UNCONTROLLABLE |
REGION
|
|
L
> X,
(a)
4
HOMEOSTATIC TARGET STATE
REGION -
TRANSISTION TRANSISTION
CORRIDOR PATHWAY
CURRENT STATE
DEGRADED REGION
-
(b)

Fig. 2.1. Control regions in state space: (a) steady-state
conditions, (B) transient conditions.

These multidimensional regions are not fixed in
space but rather are related to the target state (for
steady-state operation) or to both the target state
and the pathway of transition (for a system moving
from initial to target state). Thus, not only is the
vector moving as it follows the dynamics of the
plant, but also the regions are being readjusted as
margins to specific limits change and as the avail-
ability and operabilitiy of plant equipment change.
The boundaries separating the contiguous regions
are flexible; their relative positions depend on



known conditions of the plant. Real-time calcula-
tions are required to continucusly determine the
shape and coverage of the regions. These calcula-
tions must have their basis in an a priori quantita-
tive knowledge of the behavior of plant components,
their failure modes, and the extent and range of
maneuverability that the control system has over
them. Creation of the regions also must be based on
identification of the immediately available capabhili-
ties of the control and protection systems.

The creation of one complete and overall staie
space for the entire plant would require concurrent
analysis of thousands of data entries from the moni-
toring and data-handling system. Such an analysis
would require a large amount of computing power.
A betier approach is to decompose the system:
resolve the state space into a set of spaces, each of
which is associated with a single plant subsystem.
To effect coordination of the plant at higher levels
within the control hierarchy, spaces would also be
created which represent grouped systems. The com-
plexity of the overall computation is then reduced
by the power of separation and simplification. Some
autonomy of control is given to the lower-level con-
trollers as they select the best strategy of control
based on the commands reccived from the super-
ordinate and the region of control that their state
vector occupies. In effect, the state vecters of the
lower-level systems become the clements of the
upper-level vectors. Decisions made at the lower
levels would be communicated upward to allow
supervisory coordination of the eatire plant.

The movement of a system’s phase-space point
into the next bordering region is an indication that
significant changes have occuired or are beginning
to occur in the plant. This denotes the aeed for a
complete change in the general strategy that was
being applied in the control of the affected system,
and hence a change in the specific rules and pro-
cedures that were being used. This change of strat-
egy may require not only proportional changes in
setpoints and limits but also abrupt rerouting of
process flows and other reconfigurations of systems
and components.

The three regions are discussed in greater detail
in the paragraphs that follow. Many of the concepts
and terms are adapted from studies of electric
power systemm stability (Zaborsky) becausc of the
similarities that exist between control of large-scale «
power distribution and large-scale power generation
plants.
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2.3.1 Homesstatic Region

The goal of control within the homeostatic region
is to effect production of the desired outputs of the
controlled plant system. In the absence of major
equipment failure, behavior in this region tends to
converge on the target state, which is the desired
operating state. The target state, nominally a point,
is a smaller statisticaily defined region within the
homeostatic region.

Stirategies for optimal conirol and adaptive con-
trol are employed when the system is situated in the
homeostatic control region. As appropriate for the
mode of control, various criteria may be chosen to
meet minimom error, time, energy, or mechanical
stress in controlling the system.

Power plants often change states because of
maintenance schedules, load demand changes, and
refueling schedules. To accomplish the transition
from one known state to another desired state, a
preferzed pathway to the target is established and a
corridor that surrounds the pathway for the trapsi-
tion is created. The determination of the target
pathway and the rates of change along the pathway
should be based on optimization, because alterna-
tive pathways may offer a range of energy con-
sumptions, power requirements, mechanical or ther-
mal component stress, time to completion, or safety
margins. Two possible approaches to forming a
pathway or trajectory are to (1) identify all of the
bad places in state space and maneuver around
them or (2) identify a multidimensional channel
and guide the plaat through it. Real-time identifica-
tion of the best transitions should be part of the
contrel system’s capability. Similar to the homeo-
static region that is formed around the target state
in steady-state operation, a corridor is formed that
envelops the transition pathway,

Operation  anywhere within the homeostatic
region is considered normal, although the actual
system state may not be precisely within the statis-
tical boundary of the target region. The latter con-
dition could be described as off-target normal, and
the control system is asswmed to be driving the
system to the target point.

Structural defects, which are minor faults in
equipment or their interconnection, are tolerated
within the homeostatic region so long as the capa-
bility of the control system to maintain the target
state has not been voided. Likewise, security
defects, which are losses of redundancy, are
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system statc (i.e., system state traversing the
boundary separating the regions) or by redefinition
of the homeostatic region (i.e., a receding of the
boundary, thus leaving the system state in the
degraded region). In the former case, a component
failure itself may be incipient or 2s yet unobscrved,
aithough its effect on the process would be to drive
the state vector out of the homecostatic region. In
the latter case, the failure may be observed before
the system state has had an opportunity to change.

2.3.3 Uncontrollable Region

A poal of the control system upon entering the
uncontrollable region is to alert the plant operators
that a problem in controllability exists. Prior to
entering this region, the control system should have
been attempting to shut down or subdue the pro-
cess. Entry into this region is an indication that the
procedures or rules used while in the degraded
region wete ineffective. Further, the control system
may have cxhausted its ability or resources to con-
trel or restrain the situation. A subsysiem whose
phase-space point is in the uncoatrollable region
may exhibit one of several behaviors: (1) the sub-
system is on 2 trajectory to an undesirable, possibly
destructive statc and is unresponsive to commands
from the control system; (2) the subsystem is static
and in an uwodesirable state, also wnresponsive to
commands from the coatrol system; or (3) the sub-
system is chaotic, in which very small control com-
mands preduce large swings in the system response,
and the cause and effect relationship may appear
iilogical (i.e., true mathematical chaoctic behavior)
(Feigenbaum 1984). Several situations may have
caused the state of the system 1o have moved to the
uncontrollable region from the degraded region.
The designer’s understanding of the hehavior of the
system was incomplete or in error, or failures
occurred beyond the scope of the system’s design
and outside of its fault-tolerant capability.

Surrounding the uncontrollable region are the ini-
tiators for the plant safety and protection systems.
Failure of the contro! system to regain control of
the process should eventually invoke a safety-system
response. However, the failures cor damage that
impeded control action, hence led the system to the
uncontrollable region, also could possibly prevent
effective safety action.

2.4 A PHILOSCOPHY FOR GUIDING
CONTROL SYSTEM DESIGN

A general philosophy for gniding the design of an
intelligent automated system can be described based
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cn the perspective devzloped in the provious sec-
tions. This philosophy is the beginning of a state-
menit of cverall design geals for the comtrol of
large-scale nuclear power systems. Sections 3 and 4
of this report reprosent an atterpt to transform this
somewhat abstract set of gozls into a strncture that
can suppoit a sophisticated system.

2.4.1 Role Allocation

One of the morg important tradeoffs that can
affect the short-teria and leng-term performance of
a large-scale nuclear power system is the allocation
of control functions and tasks aicong the computer
and human clements. After an allocation® is made,
the necessary suppert for both elements must be
designed. In general, it is our goal to maximize the
proportion of the mission accomplished by the
machine, because it is the pwrpose of machires to
unburden man and to increase his productivity.
Ultimately, man must retzin the responsibility for
the hehavior of the plant and, for this reascn, must
retain contre! at some level.

A management role is assumed for the operators
of the nuclear power plant. In this role, the crew is
not nermally involved with the day-to-day operation
of the plant, except in the request for power-level
change {which could coms from the regional dis-
patch ceater), reactor refueling, and plant mainte-
nance and repair. Spescial tests and maintenance
procedures need to be performed when starting
from a refueling cutage. These are perhaps opera-
tions that also should involve direct human partici-
pation. This allows for complete system checkout,
and the opcrators ard others are given a chance to
refamiliarize  themselves with the plaat, iis
equipment, and its uaique behavior. The capability
of technology has approached the peint where a
high level of operational automation is cconomically
feagible, in conirast with the automation of mainte-
nance and squipment repair both of which will of
necessity draw on the fields of robotics and image
recognition. Should robotics technology advance
sufficicntly, onc can envision a power plant of the
future with a pstwork of specially designed corri-
dors that would allow robotic rtepair systems to
access all the compenents of the plani. The techae-
logy for the latter type of automatien is not
presently ready to address the complezity of a

*An allocation pecd not be pecoanently fixed but can be
designed to be somewhat flexible, Dypamic allesat

tioe allows
sitpation-dependent allocation of functions between man and
machine (Chn and Rouse 1979). Also allocations may shift over
the life of the plant 2s old squipment is replaced and upgraded.



muclear power plant but is close at hand. Some
experts argue that robotic systems could be imple-

meoted in the next geaneration plant (10 or 20

years), Sections 3 and 4 approach the design of the

control system from the perspective of supporting

the operaler as a manager of the plant. The useful-
ness of the approach, however, is not diminished if
it is used in a less than full automation setting.

- 2.4.2 General Goals

The general goals of automating the LSPB can

be viewed as time-otiented layers, They are listed
below beginning with the longest time-horizon geal
- and ending with the shortest:

1. extend reactor core life as long as possible to

decrease downtime and enhance fusl conversion,

%\}

mintmize wear on plant components {0 increase
their service life,

3. protect equipment, facilities, and instrumenta-
tion from tmmediate damage,

4. provide  turbine-generator  output  power
demanded,

3, keep plant parameters within design specifica-
tion and away from safety trips,

6. minimize the conirel actions required 1o accom-
plish the control objectives, and

7. maintain the stability of the process.

These goals hecome the operational objectives of
the various contrel modules in the hierarchy of the
plant control system. To mest these goals, an intel-
ligent control system that goes beyond the tradi-
tional feedback controlied regulation is reguired.
One can view the merging of intelligence with a

control system as moving the operator’s knowledge

and skill into the realm of the system. This should
lead to improved diagnostic and decision-making
capability and, in addition, facilitate operator
understanding of some of the internal processes of
the control systsm.

2.4.3 Intelligent Safety Systems

The operator, in current designs, is obliged to dis-
able portions of the safety system to prevent it from
tripping the reactor unneccessarily as he maneuvers
the plant from state to state. As the control system
is cutended further in the dimensions of automation
and exccuies more of the operator’s fusctions and
tasks, 2 predicament arises: the control systemn must
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interface with the safety system fo disable it at
various stages in the progression of the plant from
one state to another. This contradicts the rule of
separation of control and safety. The alternative is
to design intelligent safety systems that do not
require pathological* coupling with either the con-
trol system or the plant operating crew. Unfor-
tunately, work in this area has not progressed as far
as analogous work in intelligent control systems.

2.4.4 Software Tools

The engineering of a computer-based control sys-
tem contains an extra step in the design process
over the traditional modular-based (analog) system.
A software team, usually separate from the control
design team, is contracted to implement the control
system in a computer environment. Software
engineering, this extra step, requires a functional
specification for the control system in order to pro-
duce a good product. The passing of the system
design between these groups of engineers is often
the source of error and inefficiency. One means of
improving their communication is to use a common
set of tools and definitions to creéate the documenta-
tion for transfer. Structured analysis techniques are
becomming accepted by many control engineering
organizations (Lakely 1982; Morrow and Robinson
1983; Ward and Campbell 1983; and Weaver
1983). A structured analysis tool set is proposed for
use by control engineers. A brief description of the
terminology and graphic symbols is given in the
next section and Appendix A. In the next section,
these tools are used to describe automation of
startup for the LSPB.

7.4.5 Phases of Design

Design of an automated system that can accom-
plish all of the objectives and functions that have
been discussed thus far represents a complex and
time-consuming program. Like all large tasks, how-
ever, it can be partitioned into more manageable
subtasks by progressively developing the system
design. The progression can be thought of as a
series of logical phases in the unfolding of the
design; cach phase adds another layer of intelli-
gence to the control system. They somewhat follow
the dimensions of automation. The phases are
described as logical, not necessarily chronological

*Pathological coupling, a computer science term, refers to
intermodular connections that reach within a module to an eatity
inside it, thus bypassing the normal afferent and efferent data
flow in the hierarchy. (Yourdon and Constantine 1979).



stages. Although in reality, design would progre
through the phases as a series.

In Phase 1, the basic regulatory contrel and aute-
matic actions required of the control systein are
devcloped. This phase of design does not have to
account for equipment failure. In a sense, the plant
componcnts arc assumed perfect, not requiring
maintenance or repair. The design thus concentrates
on rnaintaining stability of the processes and
autematic ¢xecution of actioss to maneuver the
plani through its various states to the target state
with its associated power level. Also, tolerance to
noise and minor process disturbances are comsid-
ercd. A structure emerges in this phase that will be
expanded and added to in the subsequent phases.

Ta Phase 2, the basic conirol structurs of Phase 1
is amended and expanded by including the tasks of
subsystera and equipment testing and validation.
Analysis of operating procedurcs roveals that a size-
able portica of the startup and shutdown activities
of the operaters are related to verification of equin-

ent availability, conditicn, and maods.

In Phase 3, the system cmerging from Phase 2 is
amended and cxpanded by including decision-
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making capability and required actlmm for coping
with contisgencies. Scme contingeacy actioas,
clesely asseciated with the basic contmi of certain
picces of cguipment, may have anv.ud in
Phase ! or 2 design. Phase
°"ct.,d to improving plan t 7csj

1.
JOCR

and prevent the mlant from 1z
case, into the uncontrollabls r
ing from Phase 2 cmploys fea
nize a problem and sclect or devise

proccdv
plan for the systemi to foliow to resiore normal
cperation to the plant.

s OT

In Phase 4, maintcnance and calibration fumc-
ticos are added 1o the structure of the Phase 3 coun-
trol systemi. Limited rchotic devices may allew
autemation of many maintenaunce and calibration
procedures; however, because of the particular need
of human dexterity to get to and manipulate equip-
meni, a well-developsd Thase 4 system may
come into being until far in the future.

e



3. STATE TRANSITION AND DATA TRANSFORMATION TECHNIQUES
FOR CONTROL OF DISCONTINUOUS SYSTEMS

3.1 INTRODUCTION

This section of the report illustrates a technique
for structured analysis that can be applied to all
phases of control system design as described previ-
ously. However, the example given here is limited
to Phase 1 design (basic automatic control action).
No maintenance, testing, or contingency capability
is discussed in this section.

The large-scale prototype breeder (LSPB) reactor
is analysed, and an automatic control structure is
developed. The assumption is made that automatic
control would, as the name implies, involve human
operators only to the extent of specifing the mode
and power level desired. Interface for manua!
operation is possible with this design, although it is
not pursued in this report.

To create the control structure, the LSPB system
is divided into subsystems and grouped according to
prime, support, or utility relationship to the plant.
Then the operating procedures are analysed along
with procedural data from subject matter experts
(SME). To simplify the task greatly, only the
startup transition from plant at cold shutdown to
plant at minimum power is analysed. (This startup
example is used throughout Sect. 3,) This results in
incomplete state dynamic models and data transfor-
mation models for the plant because some support
systems are assumed to be already operational as
initial conditions of the cold shutdown state and
other systems are not called into service during this
transition. However, some of the shutdown transi-
tions and returns to the ground or idle state are
shown for closure even though they are not
activated during startup. Though incomplete, the
example probes the details of the plant and its
operation.

Except for an information-only data line to the
planning portion of the conirol system, no links to
the safety system are considered. The safety system
is assumed to be completely independent of the con-
trol system and to internally possess the intelligence
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to recognize plant conditions and know the proper
actions to take.

The availability of process data is taken for
granted. A real-time data-base management system
is assumed to supply all the needed information
about plant components and process variables to
any module regardless of its position in the hierar-
chy or location in the plant. The on-line data base
is represented as a data store in the model.

3.2 SUMMARY DESCRIPTION
OF PLANT SYSTEMS

A list of the plant control modules needed to
serve the plant is shown in Fig. 3.1. The list is
grouped by the prime plant systems but shows
support systems and utilities. These modules are
extracted from system design descriptions (SDD) of
both LSPB and Clinch River Breeder Reactor
Project (CRBRP) and from other system docu-
ments. This list is further expanded in Table 3.1
with the prime and support systems shown along
with their possible modes of operation and data
flows. The data flows are grouped by input and out-
put relation to the subsystem. The input and output
flows are further divided: efferent flows are com-
mands or data to subordinates; afferent flows are
status or data to superordinates; and transferent
flows are inhibits or permits laterally communicated
at the same level in the hierarchy. Ultility systems
are not further elaborated.

3.3 DESCRIPTION OF DATA FLOW AND
STATE TRANSITION METHODS

The basic method used to develop the automatic
control system for the LSPB is an extention of the
structured analysis and design techniques of Your-
don (1984). The approach is first to build a logical
model of the control system, then from it build a
physical model of the computer processors, inter-
connection networks, and code environment. The



(c}

PRIMARY INTERMEDIATE MAIN
REACTOR HEAT HEAT STEAM STEAM
TRANSPORY TRANSPORT GENERATOR  ypanspoRT
REACTOR PHTS IKTS GE:EEZ?OR msT
CONTROL r— CONTROL —1 CONTROL ™1 conTROL -1 CONTROL
SYSTEM SYSTEM SYSTEM SYSTEM SYSTEM
TEHPER- PONY RONY TURBINE
ATURE 1 MUTOR MOTOR ] LEVEL BYPASS
FLUX —1  FLOW 1 FLOW gts: "oégluns
ROD
FOSITION
gtg:gﬁ} INVENTORY INVENTORY STEAN
DETECTION FILL/ORAIN FILL/DRAIN 1SOLATION
Rgg“;g?bE LEAK LEAK FILL/DRAIN
COOL ING DETECTION DETECT10N SYSTEM
RAPID
CONTROL WATER-SIDE
ROD PIPING P1PING DEPRESSUR-
DRIVE HEATING HEATING 1ZAT1ON
PO¥ER CONTROL
SODIUM SODIUM
PURIFICA- PURIFICA-
TION TION
OTOR/PUNP HOTOR/PUMP
~COOLINE +COCLING
~LUBRICAT 10N «LUBRICATI1DN
«INERT GAS ~INERT GAS
SEAL SYSTEM ~SEAL SYSTE
INERT INERT
CELL GRS CELL GAS
PRESSURE PRESSURE
COVER GAS EOVER GAS
PRESSURE, PRESSURE.
COOLING, COOLING.
AND PURIFI- AND PURIFI-
CATION CATION
RADIATION
DETECTION

CRNL-DWO 84-18167

WASTE
FEEDWATER/ TURBINE/ HEAT
CONDENSER GENERATOR REJECTION
C;:S /8 WHR
. CONTROL CONTROL
CONTROL B (—
SYSTEM SYSTEM SYSTEM
STEAM
PRESSURE ~  FLov —  FLOW
TEMPER- | | maIn ||
—1 ATURE BREAKER FAN
| | aux
FW
CUNDEN-
— SATE
PUMP
DERERATOR
4 aND
HERT ING
TURNING WATER
DEMINER- MOTOR TREATMENT
AL [ZER
Hy
“OTOR/PUNP
PURITY « LUBE
F.¥.TURBINE - GLAND
<LUBE H, SEAL
~GLAND
0
LA CONTROL
INVENTORY
Hy
VACUUM SERL OIL
COOLING
COMPENSATE
PUMP
-GLAND
cEaL LUBE
CHEMICAL BLAND
ADDITION SEAL AND
SYSTEMS EXHAUST
DRALINS
EXTRACT 10N
BLOCK
£LECTRICA
HYDRAULIC
FIRE
PROTECTION
eocT
SPRAY

PLANT ELECTRICAL

FIRE PROTECTION

SODIUM FIRE PROTECTION

SERVICE WATER

GAS SYSTEMS

Fig. 3.1

Local control modules for LSPB: (a) prime plant systems, (b) plant support systems, and (c) plant utility systems.

COOLING SYSTEMS

HYORAULIC SYSTEMS

HvAC

AUXILIARY STEAM

91



Table 3.1, Prime, suppore, and utility subsystems for LEPR which reguire Iocal contrel

R Input Ohutput
System Mode Afferant Efferent Transferent Afferent Efferent Transferent
Renctor {Prime) Startup;
flux;
termp.
Flux controt Flux Fiux {sp) Run (infout)
Temp. control Temp. Terp. (sp) Fiux {up/down)
Zod control Hod Rod Rod position Rod status Motor voliage
posttion position Hmit; inhibits {dropped and direction
{sp} from power rod, stuck
run supply rod}
{infout} fatture and
other system
failures
Primary heat
transport {Prime) Pony;
minimum
flow;
flow
control
Flow control Flow Flow (sp) Pump/motor Status of Speed of Enable pony
monitor pump/motor motor on failure;
{shutdown}; disable pony
oif lift on start
inhibit
Pony motor Disable/
control enable pony
motor
Intermediaie
heat transport
{Prime} Pony;
minimunm
flow;
flow
control
Flow contro} Flow Flow (sp) Pump,/motor Status of Speed of Enable
monitor pump/motor motor pony on
{shutdown); failure;
oit lift disable pony
inhibit on start

Ll



Table 3.1 (coutinued)

. input Dutput
System Mode Afferen: Efferent Transferens Alferent Efferset Transferent

Pony motor Disable/
control znable pony

monitor
Steam generaior
{Prime)
Level/FW Normal F'W flow; Steam Close Mode of Conirol
flow control start-up steam header (from TW valve FW valve;
range pressure; pressure; RWSDS) system control
steam {low; level; {startup/ FW gtartup
tevel mode {start normai) valve
up/normal}

Biow down Flow On/oft; Closz Open stop

control fiow {sp} {from valve; coniro}
RWSDS) throttle
valve
Iviain stesm
sransport {Prime)

Turbine by- Normal; Stzam temp; Mode switch; {nhibited Bypass valves
pass {main hot SiZaIM PIes- PI by circ. (12 valves};
steam durap siandby sure {sp}; temper- water alospheric

ature (sp) flow; valve
{for T8 and condeaser
Atlmes) Vacuum

Moisture Warmup; Temperaturg; Mode; Control amount
/separator opera- pressure X {sp) of main steam
reheaters tionai of HP =.9975 1o briag LP

turbine steam 10
exhaust saturation;
valves
Feedwater Shutdown;
coidensor siarisp;
{(Pyime) operate
Pressure Stariup; Pump spezc; Ap {sp}; Pump trip 2ump forque
control ren Ap F'W valve; W press (sp) {rom low by valve
SW neader lube ¢il positicn
przssure press. or
deasration

level fow
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Table 3.1 {vontinned)

- R Input Output
! Systern Mode Afferent Efforent Trensforent Affecen Eiferent Transferent
Temperature Power range; cmperature FW temp. (sp) Steam vafue
control shutdown of FW
{deaerator)

Feedwater Startup; Level of Level (sp); Modulating
heating operaie water in high level {sp) heater drain
and heat exch. valves;
dererntor exiractor sieam

drain valves
fevel of fevel {sp) FW degerator
water in makeup and
deasrator; recire, valves
cond. flow; io storage
feedflow tank
Auxiliary Purap speed; Turbins Ayx. valve
feedwater fevel in SG {on/off} position;
speed (spk; steam valve
motor {on/off} 1o turbine;
motor breakers
Condensaie Condensals Off fon Inhibitz Motor breakers
pump headsr from Inbe
PIESsure oil; upstrsam
fow; valve lineup;
failure of seal motor
another flow
condensate
pump
Turbine/gencrator
(prime} Speed control;
load control;
warm up
Stream Speed; shell Load, speed; Inhibit from Warmup
turbine temp.; elec, shell temp. auto, stop valve (loc-
control power from gen, oi! pressure ated in stop
valve}, 4 tur-
bine control
valves
Main Synchroni- Main gear
breaker zation {off /on} breaker
control

{open/close}
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Table 3.1 (continued)

S Mode® {nput QOutput
ystem Mode = - - .
7 Afferent Siferent Transferent Afferent Efferent Transferent
Heat rejection
(prime)
LCooling tower On/off {nhibit Motor breaker Inhibits
flow controi from gland generated
sea: water; in turbine
inhibit {rom bypass system
pit levei
Cooling River sink; Circulating Sluice gate;
water mode river/tower; ioop water vaives
control tower sink configuration

Cooling Rumn; Qutside On/off; De-ice Motor breaker;

tower fan off; air temp.; reversing relay
control de-ice water iemp.
Reactor (Suppors)

Failed element Neutrons Degree of Controls Enabie
fission precision
prod. analysis
release system

CRDM cooling Enable/ Status of Ciose

sisable zystem breakers
cooling
system
CRDM power Enable/ Status Close
disable breakers
RG cover gas Pressure; Pressure {sp), Status of Run sample;
pressure, vent purity purity {sp) vaives and vaive posi-
control, pump ticn; purps {on/
purification and cooling cooling off)
Tnert Cell gas On/off Gas vaives
pressure
Fill/drain Vessel Vessel Sodium inhibit
{inventory control} levet; fill ievel (sp) makeup purification
fiow; drain DUMIPS; system
flow; sodiurm valves
pump ievet
Leak detection Hydroger; O, On/off Degree of

teakage

02



Table 3.1 {continued)

Syst Mode® Input Output
ystem ¢ Afferent Efferent Transferent Afferent Efferent Transferent
Piping heating Temperature Temperature Heaters
{sp), zone
control
Purification Flow Flow (sp) Inhibit Valves
from fill/
drain
Primary Heat
Transport (Support)
Motor
Lubrication Pressure On/off Qil pump Inhibits
motor {on/off) pump and values;
turns on backup
oil pump
Compartment On/off Gas valves
inert gas
Oil lift Lift On/off Qil tift Inhibits pump
pressure pump controller
Static inverter On/off Breakers
Intermediate Heat
Transport (Support}
RG cover gas Pressure; Pressure; Status of Run sampie;
pressure, purity; purity; valves and valve posi-
vent control, IHTS-PHTS IHTS-PHTS pumps tion; pumps
purification, A pressure A pressure {on/ofT}
and cooling
Inert cell gas On/off Gas valves
pressure
Fill/drain Expansion Expansion Sodium inhibit
inventory control tank level; tank level maks up purification
fill flow,; {sp) purmps; systems
drain flow; valyey
sordium pump
igvel
Leak detection Hy; G, Degree of
ieakage
Piping heating Temperature Temp {sp} Heaters

zone control

12



Table 3.1 {continued)

S Mode* Input QOutput
stem; ode pyy -
ystem Afferent Efferent Transferent Afferent Efferent Transferent
Intermediate Heat
Transport {Support)
Purification Fiow Flow (sp) Inhibit Valves
from
fill /drain
Mozor
Lubrication Pressure On/of¥ Oil pump inhibits
motor pumps anc
vaives; turns
on backup oii
punip
Compartmernt On/off Gas valves
tnert gas
Oil hift Lift On/off Oil tift Inhibits
pressure purp DUz
coniroiler
Siatic taverter On/off reakers
Stean: Genersior
{Sappors;
Stzam isolation On/off Valve
iclosing/
opening)

Rapid water- Sodium wates Dursp valve Close 7W;
sicle depres- reaction ciose
surization syster: products sieam isolaion
{RWSDS)

IViain Steam
Transport {Support
Feedwater /Coudenser

(Support)

Demineralizer Rug; pH; Cn/off {=hibited Valve group

conirol regener- coaductivity by condensate

ale chemigcal pump



Table 3.1 {continued)

s Mode® Input Output
ystem ¢ Afferent Efferent Transferent Afferent Efferent Transferent
FW Turbine/ On/off Turn on Inhibits
lubrication oil pump startup
motor of FW
turbine
Gland seal On/off Valve on Inhibits
conden- startup
sate of FW
header turbine
Vacuum control Condensor On/off Energize
system yacuum motor to
vacuum pump
{if vacuum low)
Condensate pump On/off Yalve
gland seal
Chemical addition On/otf Start pumps
_system (hydrazine) on hydrazine
system g
Turbine /
Generator (support)
Turning Turbing On/off Motor
motor rotation speed,; controiler
control turbine
rotor temp.
Hydrogen H,pas Check H, purity
purity measurement
Hydrogen H, pressure Makeup Valve
control controf
{onfoff}
Hydrogen Discharge On/off 2 seal oil
seal oif pressure; pumps; seal
tank level oil vacuum
pump
Cooling Temperature; On/off Z water flow
{stator Dressure temp. {(sp) pumps; flow
winding} valve



Tabie 3-1 {continued;

S Mode® Input Output
stem: e — -
ystem Afferent Efferent Transferent Afferent Efferent Transferent
Lubrication Discharge On/off, Mazin oil Trips steam
pressure; iube oii pump; ac coniroi vaives
bearing temp. {sp} motor-driver
pressure; pump; de
oil pump
temperature
Gland seal Giland supply Main stream Availabitity Main steam
and exhaust Dressure; on/off of steam valve; aux
exhaust aux sieam stream valve;
vacuum valve {on/off); 2 exhaust
exhaust blower biower
(on/off} brezkers
desuperheater
spray {on/off)
High-pressure Control of 10 Drain valves
and low-pressure valves (on/off) 1o condens:
drain
Extration Auto stop On/off (with Block Trips steawm
steam hlock oil pres- turbine trip} valves control valves
valves sure
Electrical/ Pressure On/off; Pump;
hydraulic pressure (sp) valves
Fire Presence Ona/off CO, vaives
protection of fire
Turbine boot Exhaust Open/close Block valve;
spray frunk valve; gpray valve
temperature temperature (sp}

Heat Rejection
{Support)

Water treat-
ment control

Motor/pump
lubrication
and gland
seal

Sampie water
chiorine and
acid

On/off

On/off

Moadulates
chernical
addition
valves

Water valve
to pump seal

Ve



Table 3.1 {continued)

. Input Output
System Mode Afferent Efferent Transferent Afferent Efferent Transferent
Inventory Level in On/off; inhibited Open/close
{closed mode cooling level {sp) by cooling makeup
only} tower mode valve to
basin basin

Plant electricai
Fire protection
Na fire protection

Service water
Normal chilled
Emergency chilted
Witer source contro}
Treated water

Gas system
Argon
Helium
Nitroges:
Compressed air
Instrument air
Cooling systems
Water
Gas
Hydraulic system
HVAC {individun} buildings}
Radioactive waste

Fuel handling

Auxiliary steam system

{Utility systems not analysed.;

*Only one mode of those listed for any subsystem may be enabled at the same time.
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latter model is created 28 2 part of the sofiwars
engincering step and will not be covered in this
report. The logical model, which is generally
implementation free, consists of two submodels: one
medeling the interface of the comrcl system to iis
environment and one modeling the internal behaviar
of the control system. The uontex,t diagram and the
external event list are the toels used to crcate the
environment model. Network graphics tools, which
arc uscd 1o create the behavioral model, model the
flow and transformation of daia through a systen,
the time- and condition-oricated behavior of dis-
crete states that a system may exhibit, and the
organizaiion of siored data associated with the data
transformations. The first two iogls, data flow dia-
gram (DFD) and state transition diagram (STD),
arc used in rmdeling the plant control sysiews,

Modeling of the stored data, by entity relationship
dnagrammmg {ERD), is nct done for this system at
this time. A bricf descripticn of the madeling tocls
is included in Appendix A

One of the zdvantages of this method of mode!-
ing is the linking of the data, siate, and store
diagrams that it provides. This intcgraticn allows a
DFD to control an STD and vice versa. The actions
resulting from a state tramsition may gencratc aa
enable or disable command to a data transforma-
tion, thus turaning on or off a data flow and the
operations being performed on it. Likewise, the out
flow of a data transformation can set the COﬂdlthu
for a transition in a state transition diagram. This is
shown in Fig. 3.2. The DFD and STD may be com-
bined to form a package diagram. This minimizes
external interfaces to the package and forms the
means for grouping and corganizing the conirol sys-
tem structure.

After the plant resolves its basic prime aad sup-
port snbsystems, the organization for control fellows
from the logical modeling methods previonsly
described. Plant startup, as would any plant-wide
state change, follows a procedure that cuts across
subsystem boundaries. This results in packages that
contain a mixture of associated The
distinction between prime and =suppoit sysicins
tends to disappear as they arc packaged iogother
allowing the procedures to cnable whole sysiems by
simple commands.

The packages cf control softwaie that are forimcd
contain both DFDs and STDs. Actaally, the LSP#

system is primarily driven by statc transitions

subsyatcing,

becanse of the large nmmber of s
------ and disabled in chasging modes o
a nuclcar pow at. This results in disconnocted
sets of data tra nsformatiﬁﬁ;s of which only a sinall

numuver will be active at a givea time.

f

oiy

4 SYSTENM CRGANIZATION FOR
AUTOMATION OF LARS
PROTOTYPE

ry TE)
L-ECF.:’,« ’!.An.u ERNEANDFY S L:] (IR

The systemi boundary ;s defined for the LSPR

by the context diagram
stariing
is

automatsdd control system
shown in Fig. 3.3. This makes 2 simple
point for system design. Physical eguipment
shown as terminations (drawn as sguares) to
daia flow to and from the control systsm
(dlawd as a by nvs)lu,
a termination

software
sstems, showsn as
are usually separated from other

. Human

plant sysicms becanse of the nroblematic nature of
the reguired in far° Thus the dum ion is made
1

contro! soft-

betwesn sensors and actuators, and t

ware.

The system packags in Fig. 3.3 can be magnified
to show the internal data flows and transferziations
(transitions of state are as yet hidden in the

bubbles). This meth()u of magnifying the coutenis
of a package will be nmi throughout this scction.

The contents of the is shown in
Fig. 3.4. In the figure, 7 numbeied packages
are shown that togct“er constitiie the top-lovel dia-
gram for the basic automatic corxtrc-; phase of tha
systeva design. A hicrarchical sumibering :-d-
carried by each child i to indicate it
stinilar to ssction hie sdxum in a report.
Although Fig. shows the automated coatro!
systemi as a # xt may also be ‘"’h‘aﬂm as the

bn SRR

LaAlif

2]

hierarchy shown i ¥ig. 3.5. Drawa in thiz way, the
subordinate and SupcrOIdlﬁaac relationships arc

At the lowes
auickly, thus allowi

sm ey, sy o
more apparchnt.

t lovel, data changes
ng only a short timc for the

data requirzd to snppoit higher bloco
slowly, and allows a longer tims i
This secticn discusses systoms 1, 2, 6, 4, 2n
shown in Figs. 3.4 and 3.5. Systeia 3, wh
coatimuoue system supcivisory comtrolle

ml coordluamr is the enbmrt of Sect.

comipicieness but not dtsmmved fu“"L 1




ORNWL-DWG 84-18205

]

f'“w Nm“"‘a

/
Qpa: ikqgﬂ Ax State |

/

[

l L — A
%@% )( AN
Condition 1 Condition 5

“Disable "C"~ -

ay
“inable AT
Start NDevice P

a4 )
*Signal "System N |
.w,mww}z \ is Shutdown” \
Store ¥4\ -
. %
L ‘F-.;.—b‘v\ }‘ . \ \
| ' \ \
@,m N i 1
/ \\ | \ ‘ﬁ\ State J State L |
,‘% Package B - ,w’”"f . i | \
F PP ) .
\ fﬁ ?%/ e Condition 3 !
4 { R R :‘:M. g WAN
> 3@9 Y Condition ? "“‘}351 éi]ﬂe A | !
- . \‘ n I!fjll — ‘
N s N i WU Y
T etnable B N
\‘\ *Start Device O , < N, bl
. *Signal “‘”\Jem M \ ||
L 1s Operational"
e Condition 4 A
T o e rehisable B \ 1
it Bl 31 T- 1+ 3 RS O \ |
‘ “Stop Device 0
‘ *Signal "System N I ‘
b4 not Operaticpal” i ‘
State K , Iy
el
~ l./';,»’

Fig. 32 Fanmple show

wnmple showlag DFD aed $TT intevantion. The dashed Haes, zovaally uof shown, consect the sction statcments of the
STEr with fhe gockages i the DFD and conditons rapirements of the BTD with ipterssl cxlcalations made W the packages.




28

Separate and
autonomous
reactor
safety
system

Margins to
protective action

s ey

Requests for
Operations - N

ORNL-DWG 8418206

Prime plant
systems
actuators

Continuous and discontinuous
control signals to prime
systeiii components

“mode and nower

Automate

personnel

level total plant

ey o

et T g

Continuous and

Support
systems
actuators

My P

Status

and
prograss reports

Measured
signals from
plant sensors

Plant
system
Sensors

discontinuous
control signals
to support system
components

Continuous and discontinuous
control signals to sharad
plant utility system
coimponents

Plant
utilities
actuators

Fig. 3.3. Context diagram showing sutomated contre! systems snd plant equipment hovndary.



ORNL-DWG 84-18207

Reactor
Plant Safety
operators System
and economic
load v
planning
Margins to
Requests for protective
mode and power action

\output

1.0 Current plant e,
Plan state dentﬁ’y ~.-.:‘.:'>m".
Sequence of current Real-time
plant state plant state plant data
changes ,;jt;7"“37‘“

General
instruction
set

.

7.0
Target
parameters 2.0 g?gizre
for Confiqure ~
supervisory / plant systems parameters
control for startup Comman AN
system and mode to N
changes support
, 5.0 Plant
\‘*~7» Control variables
[ Commands support —
{ to systems ~
hrime uy
! ontro1s
~ .| Plant
actuator components

Supervise
prime plant
systems for
optimal contro
nd coordina-

Control
prime
systems

,/// Controls to

actuators

~. tion

N~ Demands to
continuous
systems

Fig. 3.4. Top-level dinpram which shows data fiows for automated piant.



State identifier
parameter and
estimator

i

Plant
data handling
system

Sensor
instrumentation

30

High-level

ORNL-DWG 84-18208

planner
Configuration Continuous
and mode system
SUpPETVisor supervisor
Optimal
coordinator

y L

Local control systems

Plant

Actuator controllers

Fig. 3.5. Hiersrchis! representstion of the sutomated contral system for Phase 1, besic contred design.




3.4.1 Package 1.0
The model for the planner (1.0) and situation

assessment (6.0) packages is taken from an analysis

of operator decision-making tasks (Rouse et al

1984). The analysis concludes that decision making

can be modeled by three related tasks: (1) situation
assessment, {2) planning and commitment, and
(3) execution and monitoring. The relationship
among these three decision tasks is shown in
Fig. 3.6.

ORNL-DWG §4-18265

A prior
situation, plan, and
expectations

»
Execution
and
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acceptable
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Explanation\’\ Mo
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4
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and
commitment

~.

Altcrnativewmw

?

Fig. 3.6. Relationships among decision-making tusks.

Execution and monitoring proceeds directly from
the & priori situation, plan, and expectations. How-
ever, because execution of a plan seldom results in

exactly what was expected, updating is required

even if deviations are never sufficient to prompt the

31

situation asscssment task. These general tasks can
be further subdivided as shows in Fig. 3.7. Elabora-
tion on these tasks can be found in Rouse et al
{1984).

Execution and monitoring are accomplished by
the packages or subsystems of the automated con-
trol system under the command of subsystem 1 and
subsystem 6, which are carrying out the planning
and commitment, and situation assessment tasks,
respectively. Subsystem 1, the planner that decides
zll changes in the overall state of the plant, is
shown magnified in Fig. 3.8, Data are supplied by
the operator, in the form of requests to package 1.1,
generate alternative paths, and this package finds a
set of possible states through which the plant must
pass. The generation function of package 1.1 may
consist of either a multivariate search of possible
states from a data-base library or a rule-based state
generation process based on some form of auto-
mated reasoning or expert system. The range of
possible states and their sequences are then
evaluated in package 1.2. Based on this evaluation,
the final paths for the plant are selected, and sys-
tem target parameters are selected from a data base
of plant operational limitations and specifications in
package 1.3.

Within the library of plant modes and states in
the planning subsystem, an overall state lransition
description is present to guide the decision-making
and sequence-selecting process. Figure 3.9 shows a
state transition diagram, aithough incomplete, for
the plant. Many of the transitions have been left
out, especially those for shutdown. Associated with
each state are a variety of possible equipment and
subsystem operational statuses. Table 3.2 lists some
of these statuses as initial conditions for the cold
shutdown state. Many variations of the cold shut-
down state, or for that matter any state, exist
because of different possible initial conditions. To
take the plant from its current state to the destina-
tion slate, each set of these conditions will require a
different sequence of states or actions of subordi-
nate subsystems.

3.4.2 Package 2.0

The intial conditions, initial state, and destina-
tion state are passed to the configuration subsys-
temn, package 2.0. (Details are shown in Fig. 3.10.)
With this information, a string of connecting states
and their transitions are selected either from a
library of precalculated state transition diagrams or
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Execution and monitering
e Implementation of plan

e Observation of consequences
e Evaluation of deviations from expectations
» Selection between acceptance and rejection

v

Situation assessment; information seeking
* Generation/identification of alternative information socurces
 Evaluation of alternative information sources
* Selection among alternative information sources

v

Situation assessment: explanation
¢ Generation of alternative explanations
¢ Evaluation of alternative explanations
* Selection among alternative cxplanations

4

Planning and commitment

« Generation of alternative courses of action
¢ Evaluation of alternative courses of action
¢ Selection among alternative courscs of action

Fig. 3.7. Sobtasks of general decision-making tasks.

by a rule-based processor in package 2.1. Package
2.2 then executes the actions specified by the state
transition diagram to step the plant through the
necessary sequence of states. The execute package
monitors for conditions that allow the next trapsi-
tion to proceed and sends a signal to the continuous
system supervisor enabling it to function at the
appropriate time.

Based on the initial conditions given in Table 3.2
and the initial and final plant states of “waiting in
cold shutdown” and “minimum power under super-
visory control,” the state transition sequence in
Fig. 3.11 was seclected. The sequence strings
together four inner states: (1) nonnuclear systems
starting, (2) reactor starting and additional nonnu-
clear systems starting, {3) reactor and plant heating
up, and {4) power increasing from zero to mini-
mum. To initiate a tramsition to the next state,
five conditions must be satisfied and monitored:
(1) plant startup signal from planner activated;
(2) loops started, condensate cleanup completed,

and turbine on turning gear; (3) reactor critical,
vacuum established, and turbine auxiliaries operat-
ing; (4) hot shutdown temperatures reached, steam-
line prewarmed, turbinc-generator prewarmed, and
steam generator chemistry within specification
limits; and (5) minimum power reached, feedwater
supply on supervisory control. These conditions are
available either from the data-handling systere or
from the lower-level controllers involved with pro-
ducing the state. When the conditions are met, the
actions shown beneath them in the chart are
invoked. The next state occurs immediately because
the actions arc associated with the transitions. This
is characteristic of a Mealy model in which the
states are predominately a passive aspect of the
control systern. The state, in this model, represents
a waiting period in which the control system contin-
ves performing those functions connected with that
state until external conditions occur that allow a
transition to a new state and thus a new set of
functions.
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Fig. 3.8. Iuper deiuils of Packege 1.8 for top-level diagram.

3.4.3 Package 6.0

LConsider now package 6.0 of Fig. 3.4. This pack-
age provides an assessment of the current plant:
state. The assessment coosists of a description
of the current situation and an indication of
plant equiproent availability. Figure 3.12 shows the
inner detail of 6.0. Transformation 6.3 operates
separately from the other transformations and com-
pares plant data with preestablished criteria for
judging the operability of equipment and subsys-

terns. The resulting list of equipment and statuses
feeds into transformation 1.2 of the planner.
Transformations 6.1 and 6.2 are magnified in
Fig. 3.13. The transformations are an interpretation
of the decision-making subtasks of Rouse et al
{1984) shown in Fig. 3.7. The data validation bub-
ble, shewn outside of the boundary of 6.0 (residing
in the data-handling package 7.0), supplies only the
names of valid data clements to store for use by
6.1.1.
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Table 3.1, Partial description of initial conditions:
WAITING IN COLD SHUTDOWN

Refueling is complete

Primary and secondary contesl rod drive motors are incrted and their
cooling systems are operational

Blectric heating and cooling established with the steam generators and
auxiliary vessel recirculating to the protected air-cooled condenser (PACC)

Leak detection and failed fuel element system is operational

PHTS and [HTS are full and on pony motor flow

PHTS and IHTS have reached temperature setpoint of 400°F

Reacior, PHTS, and IHTS have reached cover-gas, pressure-control setpoint
Oz cold 1rip is in operation for the PHTS and one for the IHTS

Vet {reeze seals have been established for sedivm piping

e sodium pusification-impurity monitoring system is in operation for the
PHTS and one for the THTS

Al plant wtilities are operational

Al} socossary system tesis have been performed and passed

ORNL-DWG 84-18211
2.0 Configure Plart Systems for Startup and Mode Changes
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Fig, 38, lweey deiuls of Frckage 2.9 from top-level dingram.
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144 Packsge 4.0

The package, control prime plant systems, con-
sists of ecight lower-level packages, each
corresponding to one of the prime plant systems.
These packages are shown in Fig. 3.14 with their
input and output data flows, The solid lines
represent flows of data that will be acted on or
transformed by the system within the package. A
data flow path may consist of continuous or inter-
mittent data types and most likely does not repre-
sent a single element of data but is composed of
multipls strsams or packets that are grouped under
a common name. The dashed lines represent control
flows and prompts that activate internal features of
a package. The control flows provide only one bit of
information, either being on or off. The prompts are
momentary control flows that initiate an action
(e.g., set a condition for a state transformation or
enable a data transformation). The control flows
may also be grouped under a common name. Con-
trol flows are generally associated with producing a
structural change within a package, whereas data
flows are operated on by a package to produce new
data flows. In Fig. 3.14, any off-on signal or group
of off-on signals entering or leaving a package is
represented by a dashed line,

3.4.5 Package S0

The control support systems package consists of
six lower-level packages (see Fig. 3.15). The par-
ticular set of subsystems, whose control is
represented by these packages, is selected to best
carry out the sequence of actions required by the
equipment design and the interconnection of sys-
tems. We consider the procedures and the advice of
subject matter experts to be the best source of
instructions for startup and operation of a normally
functioning system. Thus, the packaging of the ele-
mental actions derived from these sources proceeds
in a bottom-up mode. The same solid and dashed
line data and control flow representations apply to
package 5.0,

3.4.6 Magnification of Package 4.0 and 5.0

Data and control flow, as well as stored data,
needed for the functioning of each subpackage of
the prime and support packages of 4.0 and 5.0, are
shown in the next sequence of figures. (Packages

4.0 and 5.0 are lumped together in these figures.)
The first of the sequence, Fig. 3.16, shows the
demand signals coming from the supervisory pack-
age, 3.0. These flows are composed of setpoints
from the upper level feed forward supervisor and
coordination vectors (contaiping interaction vectors
and Lagrange multipliers) from the second-level
optimal coordinator. An afferent flow of state vec-
tors and adjoint vectors returns to the coordinator,
although not shown on the figure. Further details of
the supervisory system are given in Sect. 4.

The second figure of the sequence, Fig. 3.17,
shows the discontinuous commands (control or
prompt signals as described previously) that come
from the configuration package, 2.0. These flows
emanate from the actions listed on the state transi-
tion diagram in Fig. 3.11. For the most part, these
flows are primative; that is, they cannot be further
decomposed. As in the continuous supervisory case
above, afferent flows are not shown. These afferent
flows carry information to the configuration
package that establishes the conditions allowing the
next state transition to occur.

The third of the sequence, Fig. 3.18, shows plant
data flowing from the data-handling system-
represented by package 7.0 together with the store
of real-time plant data. Most of these flows are
continuous variables and parameters. To clarify the
contents of these flows, a data composition specifi-
cation is given in Table 3.3. Some of the simpler
data flows do not appear in the table. The operators
used in the specification follow the conventions of
DeMarco (1979), which were adapted from the
Bacus-Nauer form. The symbols are defined as
follows:

Symbel Meaning
= is composed of
-+ and, along with
ft iteration of
[1 choose only one of
0 optional
*%

comment

The fourth of the sequence, Fig. 3.19, shows data
flowing to actuators and bottom-level controllers,
which are directly connected to the controlled
devices. Both continuous variable and off-on signals
are shown. Table 3.3 also contains the data compo-
sition for this figure.

The fifth in the sequence, Fig. 3.20, shows
single-bit control signals passed between the pack-
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Table 3.3. Data composition specification

Control rod positions

Control rod latch
status

Flux

Core exit temperature

Primary heat transport system (PHTS)
oop flows

Primary heat transport system pump speed
intesrmediate heat trapsport system loop flows
Intermediate heat transport system pump speed
Steam generator level

Steam generator feedwater flow

Steam generator steam flow

Feed pump flows

Feed pump turbine
speeds

Feed pump valve
positions

Steam generator AP
Turbine temperatures
Voltage

Frequency

Turbine control valve
position

Chemical characteristics of
condenser cooling water

Chemical characteristics of
steam generator water

Chemical characteristics of
condensate water

{hemical characteristics of
feedwater

Chemical characteristics of
water from exit of polisher

Deaeralor valve positions

Latch conirol rods

{SCRD¢ + Position} + {Row 4 PCRD¢ + Position}
+ {Outer PCRD# + Position}

{SCRD# + {latched/unlaiched]} + {Row 4 PCRDE +

[latched, unlatched)} + {Outer PCRD# + [latched, unlatched |}

Power-range flux measurement + wide-range flux
measurement -+ source-range count rate

[Average fuel exit Na tenoperature/Average
hot leg MNa temperature]

{Loop # + flow rate}

{Loop # + pump speed}

{Loop # + flow rate}

{Loop # + pump speed}

{Steam generator # + level}

{Steam generator § + feed flow rate}
ISteam generator # + steam flow rate}

Motor-driven purnp flow rate + {turbine-driven pump #
+ flow rate}

{Turbine-driven pump # + pump speed}
{Valve # 4 position}

{Steam generator # + p across feedwater valve}
{Stage # + Temperature} + [Shell section # -+ temp.}
Generator output voltage -+ grid voliage

Generator frequency + grid frequency

{Turbine inlet valve # -+ position}
+ turbine block valve position

Chlorine concentration + pH

Sulphite concentration + suiphate concentration

4+ total dissolved solids + conductivity - chlorine
concentration + pH + free hydrogen + free oxygen
+ hydrazene concentration

Sulphite concentration + suipbate concentration

+ total dissolved solids + conductivity 4 chlorine
concentration + pH + free hydrogen + frec oxygen
+ hydrazene concentration

Sulphite concentration + sulpbate concentration

+ total dissolved solids -+ conductivity + chlorine
concentration + pH + free hydrogen + fres onygen
+ hyidrazene concentration

pH, conductivity

{Feedwater valve # -+ position} + {condensate

valve # + position}

{SCRID ¢ + [latch, untaich]} + {Row 4 PCRD # +
[latch, unlatch]} -+ louter PCRD # 4 [latch, unlatch}}
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ages. The proper packaging of subsystems minim-
izes the interfaces between subsystems (especially of
control signals and prompts). The scheme used to
organize top-level packages 4.0 and 5.0 yielded few
cross connections. Mot shown on this figure are the
inhibits, permits, and other iransferent links that
are shown in Table 3.1.

The sixth and final figure of the sequence,
Fig. 3.21, shows stored data used within the sub-
packages of 4.0 and 5.0. Some of thesc data are
updated periodically; some remain fixed for the life
of the plant. The system for updating these internal
stores is not discussed; however, that fanction could
be a part of the data-handling systems, package 7.0,
or the high-level planner, package 1.0

THustrating the techmiques to a further level of
detail, the subpackages of the prime and support

coniro! systems are magnified one more level, and
in some cases two more levels of detail. Appendix B
contains child diagrams for the 14 packages of
Figs. 3.14 and 3.15. At this level, state transition
diagrams are packaged with the data flow
diagrams, and their interactions are visible. Also a
data-conservation rule is observed: each parent
package (or bubble) must have exactly the same
input and cutput data and control flows as the child
diagram one level below it.

As discussed previously, these diagrams are
incomplete; however, they form a framework onto
which more plant maneuvers can be mounted until
a reasonable Phase 1 system is formed. Then the
subsequent phases of designing an intelligent auto-
mated control system can be added to the frame-
work.
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4. DISTRIBUTED AND HIERARCHICAL CONTROL TECHNIQUES
FOR CONTINUOUS LARGE-SCALE SYSTEMS

4.1 INTRODUCTION

This section develops the continuous-variable con- .

trol system that comprises package 3.0, supervise
prime plant systems for optimal control and coordi-
nation, of Fig. 3.4 in Sect. 3.

As previously discussed in Sect. 2, the automated
control system should be designed to improve

1. reliability, availability, and robustness of the
plant;

2. coordination of plant control during normal
operation, low power level operation, and contin-
gencies;

3. efficiency of plant operation through tightened
control at the local level; and

4. hardware and software flexibility for later modi-
fication.

A distributed and hierarchical control system is cut-
lined to achieve these objectives and to improve
overall plant dynamics.

The domain of the continuous-variable control
system for the prime plant systems should extend to
the various conditions of steady state (used here in
the classical sense of an equilibrated system whose
variables are essentially stationary), dynamic {con-
trasted with steady state), disturbances (noise and

perturbations in the process variables), and faulted -

equipment. To cope with the latter condition of

faulted equipment, a system must generally exhibit
decision-making capability and be capable of dis-

continuous actions as described in Sect. 3. Thus,
major shifts in function and restructuring of the
physical process can be made to adapt the system
to the failures encountered. Design for failed equip-
ment is a feature that proceeds from Phase 3 efforts
as described in Sect. 2. The techniques for Phase 3
design are the same as those for Phase 1, as Phase
3 work is built on Phase 1. The work that follows is
restricted to Phase 1 design.

b1

The control system developed in this section
reflects the need to improve dynamic performance
of the power plant as a whole 1o meet possible
future requirements for mancuvering plants more
rapidly. In general, steady-state control of a plant
poses no exceptional problems; therefore, the con-
tinuous control system configuration presented at
the end of this section relies on existing techniques
for steady-state control. ‘

The ability to retain control of the process in the
midst of either exterpally or internally generated
disturbances is one measure of robustness. The
extent and shape of the homeostatic region
described in Sect. 2 can be determined partly by the
disturbance-handling capability of the control sys-
tem. Although disturbances are important to
include in the system development, this was not
done at this time.

In Sect. 4.2, the prime systems of the large-scale
prototype breeder are described. Section 4.3 sum-
marizes the linear models necessary for designing
advanced control systems. A supervisory control
structure, developed using classical control tech-
nigues, is proposed for LSPB in Sect. 4.4. This
supervisory controller becomes the upper-ievel con-
troller of the. proposed hierarchical system. Both
continucus and discontinuous distributed hierarchi-
cal control systems and their functions are illus-
trated in Sect. 4.5, In Sect. 4.6 and 4.7, a phi-
losophy and design of distributed and hierarchical
control is given with application to LSPB. The
modularization achieved from distributed and hier-
archical control increases reliability of the system,
improves flexibility for later modification, and facil-
itates system trouble shooting.

4.2 DESCRIPTIONS OF PRIME SYSTEM
FOR THE LARGE-SCALE PROTOTYPE
BREEDER REACTOR

The large-scale prototype breeder reactor (LSPB)
provides a good example to illustrate the philosophy



and structure of the control system developed in
this report because of the availability of data from
General Electric (GE) and Westinghouse. A plant
schematic and heat transport system schematic of
LSPB are shown in Figs. 4.1 and 4.2 respectively.

The LSPB is a liquid-sodium-coolant fast-breeder
reactor plant cootaining a reactor, primary and
intermediate heat transport systems, a once-through
steam generator system, turbine-generator, and
feedwater system. The plant is a four-loop configu-
ration, producing 3500 MW(t) and 1350 MW(z)
gross output. Load changes are designed to be
accommodated at +3% or less per minute. A step
load change of +10% power also can be accommo-
dated throughout the normal power range of 100 to
40%. The thermal hydraulics are designed such that
(1) the nominal turbine inlet stcam pressure is at
2200 psig with peak error of 300 psig and a
steady-state error of 110 psig and {2) the nominal
turbine inlet stcam temperature is at 850°F with
peak or steady-state error not to exceed 15°F for
10% power demand step.

Brief descriptions and summaries of linearized
state equation models for reactor, intermediate heat
exchanger, a once-through stearn generator are
given in Sect. 4.3. Detailed models of these subsys-
tems arc given in Appendix C. These models have
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been adapted to this application of hierarchical con-
trol from the work of various researchers. The
models for turbine and feedwater systems are not
yet final and hence are not included in the report.

A steady-state program for the plant controllers
can be obtained from the GE data given in
Figs. 4.3 through 4.5. Variations in iemperatures
and steam pressurcs as a function of thermal power
are plotted in Fig. 4.6, illustrating the steady-state
program.

4.3 SUMMARY OF DYNAMIC MODELS

Successful design of control systems implies that
a model of the process is needed. A good model is
imperative; however, an exteasive, high-order model
is not necessarily better for contre! purposes than a
lower-order model. A high-order model may bhe
computationally too ecxpemsive to run repeatedly,
and it also contains more nonmeasured staie vari-
ables. Developing a good model for a complex plant
is usuvally a major effort. Extensive literature is
available on this subject {Atary and Shah 1972;
Chen 1976; Davison 1966; Kerlin et al. 1977;
Kerlin and Katz 1983).

In classical control design, an input-output
description is used, and in advanced control tech-
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niques, a state variable model that usually requires
linear relationship between variables is used. Such
linear models may be derived from a set of non-
linear equations that describe the process (e.g.,
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LSPB). Consider a mode} of the process of interest
in the form

X = f (X, @D

where X is the state vector and 7 is the control vec-
tor. The object of a control system is to find a u*®
which produces the desired (reference) response X~
for the process. The desired response may be
obtained in at least two ways: (1) through optimal
control techniques and (2) by specifying desired
control as a function of specific conditions. Here, a
feed-forward reference control, #*{P;), as 2 funec-
tion of power leve! demand is specified to obtain the
desired steady-state program for the plant. Then
u*{P;) can be used to find the steady-state refer-
ence state vector, X (), by solving

X = f(X', u*) =0 .

The feed-forward controller keeps the plant close to
the reference values. The desired linear model can
be obtained from

X = 4X + Bu
where

X=X —-X,u =& — ut

and

a= 4l g = U
axX x*,u* o Xtut

To obtain distributed and hicrarchical conmtrol,
linear models are needed for the subsystems of the
plant. In this section, lincar models are described
for the three systems: reactor, intermediate heat
exchanger and steam generator. The models for tur-
bine and fecdwater subsystems are not yet final
These threc models, derived from the existing
literature, are presented here to illustrate the appli-
cation of distributed and hierarchical control to
LSPRB (scc Sect. 4.7). A block diagram showing dif-
ferent subsystems of the LSPB plant is shown in
Fig. 4.7 with appropriate labeling.

4.3.1 Reactor

A summary description of LSPB is given in
Sect. 4.2. The mathematical model presented here,
based on Demore and Matta (1975), Huysh
(1978), and Weaver {1967), represents the kinetics
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of a point reactor with two groups of delayed neu-
trons and core thermodynamics. A schematic of the
reactor sysiem is given in Fig. 4.8. Mathematical
equations representing the reactor are given in
Appendix C.1.

The state variables are neutron flux, two precur-
sor concentrations, and temperatures of fuel, clad,
coolant (average), plenum metal, ‘and coolant (at
core inlet). The inputs included control and interac-
tion variables.

Xl m.XR

= (3n, dcy, 8¢y, 8Ty, 8T, 8Ty, 8Ty, 86Ty,)

The external inputs are rod reactivity, primary flow
and reactor inlet temperature.
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where A; = 8 X § and B, = 8 X 3 matrices. The
input-output relation can be represented by the
block diagram shown in Fig. 4.9.

4.3.2 Intermediate Heat Exchanger

A counterflow intermediate heat exchanger with
shell is shown in Fig. 4.10. The response of a coun-
ter flow intermediate heat exchanger to inlet tem-
perature and flow rate perturbations is considered
(Ball 1964). A lumped model is shown in Fig. 4.11.
Both flows in the intermediate heat exchanges are
sodium for LSPB. Mathematical equations for an
intermediate heat exchanger model are given in
Appendix C.2. The linearized state equations take
the form

XI = AIX[ + B;u, N

ug = ug = (Oprods dup, 0TR0) 3 where the state variables are the temperatures of
primary sodium {mean), outlet primary sodium,
therefore, metal tube, inlet and outlet secondary sodium,
X, = A4\ Xy + By, Xy = X; = (6T, 8Tppo, 8T¢, 6Ty, 8Tis0)
ORNL-DWG 84-18227
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and external inputs (1u;) are primary and secondary
inlet temperaiures, primary and intermediate flows,

up = (3Tpy, ow,, dwy, 8Ts) ;
Ay = 5 X 5 matrix and
B, = 5 X 4 matrix .

An input-cutput block diagram for an intermediate
heat exchanger is given in Fig. 4.12.

4.3.3 Steam Gemerator

There are several designs for steam gencrators. In
nuclear power plants, recirculation and once-
through steam generators (OTSGs) are gencrally
used. In a recirculation gencrator, the recirculation
flow is usually larger than the feedwater flow, and
it produces dry or slightly wet saturated steam. Of
the recirculation types, the U-tube and drum eva-
porator are most common. The latter type has an
exteinal recirculation loop between the evaperator
and the steam-water drumi.

Once-through sicain gencrators usually produce
superheated steam with the secondary coolant fully
evaporated in the upper tube-bundle region. As a
consequence of superheating, the OTSGs usually
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achieve higher thermal efficiency and smaller com-
ponent size than, for example, U-tube steam gen-

erators with comparable capacity. At the same

rated power, OTSGs have a lower secondary flow
rate and lower mass inventory in the secondary side
than systems with a U-tube configuration. This
results in less stored energy and faster response to
external thermal perturbances for the OTSGs.
{Recirculation can also occur in OTSGs with steam
aspirated feedwater for feedwater heating.)

in this study, a simplified mathematical model,
derived from several sources (Broadwater 1977,
Chen 1976; Demore and Matta 1975; Joyner 1984;
Kerlin and Katz 1983; Zhiwei and Kerlin 1983), is
described for a OTSG. In the steam generator, the
subcooled feedwater enters the tube-bundle region,
flows upward, and starts receiving heat from the
tubes. The secondary coolant reaches saturation and
soon boiling starts. Evaporation is completed, then
superheating occurs in the upper portion before the
steam exits from the generator. Thus, along the sec-
ondary coolant path, two important boundaries
mark the transitions from subcooled to boiling and
from boiling to superheated regions.

The secondary flow exists between the shell and
outer tube wall of the steam generator, and the pri-
mary flow (sodium) exists inside of the tube.
Hence, the OTSG is a counterflow, shell-and-tube
heat exchanger.

4.3.4 Steam Generator Model

The two-phase heat transfer and flow problem is
quite complex, and many model formulations exist
based on different sets of simplifying assumptions
to reduce this problem to tractable form. Using a
luomped parameter model, Chen (1976) and Broad-
water (1977) have modeled a OTSG system. The
simplified model presented here is based on the
work of Chen and Broadwater and personal conver-

sation with Luiner Joyner (1984). A schematic of
the steam geperator t6 be modeled is shown in
Fig. 4.13. As shown in the figure, the steam genera-
tor is divided into subcooled, boiling, and superheat
regions on both the primary and secondary sides.
To obtain a simplified model, two basic assumptions
are made:

1. The outlet temperature of the region (lump) is
the representative region temperature.

2. The heat transfer between primary and second-
ary is instantaneous, thus eliminating lumps for
the metal tube.

These assumptions result in a model with three
primary coolant lumps: one superheat steam lump,
one saturation boiling lump, and one subcooled
lump. The mathematical equations describing the
model are given in Appendix C.3. A linearized
model resulting from the detailed mathematical
equations is summarized below. Based on the
lincarized model, distributed and hierarchical con-
trol design is detailed in Sect. 4.7. The linearized
model consists of primary temperatures at
superheat, boiling and subcooled regions, secondary
temperatures at superheat and subcooled regions,
boiling length, subcooled length, and steam pressure
as state variables

Xs X, = (0Tpsy, 6Tpg, 8T psc, 6Tsy,

0Tgc, 6lg, dlge, Pgy)

and primary input temperature to steam generator,
intermediate flow, feedwater enthalphy, feedwater
flow, and turbine inlet valve coefficient as external
inputs

W, == (6TSPI7 6W1, 5Hﬁvw, ISWFW, ISC,,) .
The linearized state equation is given by
XS = A5XS + BSuS N

where Ag == 8 X B mairix and By
matrix.

An input-output block diagram for the steam
generator is given in Fig. 4.14.

= 8 X 5
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4.4 SUPERVISORY CONTROL USING
CLASSICAL CONTROL TECHNIQUES

This section suggests a supervisory control struc-
ture using the classical control techniques that are
used in the nuclear industry. This qualitative study,
based on the existing literature (Chen 1976; Bell,
Cook, and Munro 1982; Demore and Matta 1975;
Schultz 1961; Bali et al. 1982; and Daniel 1684),
offers a philosophy and structure. This section
develops the role of the upper-level supervisory con-
troller for the distributed and hierarchical control
presented in Sect. 4.7. The classical techaique uses

The feed-forward contrel as a function of load
demand (c.g., the lozd demand signal coming from
lgad dispatcher) is genecrated by supervisory control
using a steady-state program given in ¥igs. 4.3, 4.4,
and 4.6 or through simulation studies.

In the reactor conirel, the core-exit temperature
demand signal speeds up the reactor response to
approach the desired corc-exit sedium temperature.
The cere-cxit temperatnre can be tuncd to the
desired value by using an additicnal regular control
signa! that is gonerated through z dynamic compen-
sation (P'TD conirel) of the error signal of the mea-
sured sicarn temperature and 850°F (the seipoiat).
The primary flow is controllsd through the fecd-
forward primary flow demand withont regulatory
ceatrel. Ball (1982) siated that a regulatery contro!
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of primary flow leads to undesirable interzction
problems.

The GE simulation studics (see Figs. 4.16
through 4.19) have shown that the intermediate
flow rate perturbation has greater effect on steam
generator outlet temperature tham on steam pres-
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sure. A dyramiczily compensated (PID control)
temperature error signal (the difference between
the 850°F setpoint and steam gencrater outlst tem-
peratuie) is used as a regulator signal in addition to
the feed-forward intermediate flow demand signal
from the supervisor in controlling intermediate flow.
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A feed pump supplies water to the steam genera-
tor via the feedwater regulating valves. The steam
from the generator passes through the superheater,
emerging as superheated dry steam for the turbine
supply. Feed flow into the steam generator can be
changed both by the feedwater pump speed and by
a position adjustment of the feedwater regulat-
ing valve. If realistic valve openings are to be main-
tained, adjustment of the feed valve position alone
has little effect on the feed flow because an
uncontrolled feed pump acts nearly as a constant
flow device. The feed valve positional changes need
to be backed up by changes in feed-pump pressure.
A backup control is needed to monitor changes in
pressure drop across the feed valve and adjust the
feed pump to maintain at least a minimum differ-
ential pressure across the feed-regulator valve. Con-
stant feed valve differential pressure makes feed
flow approximately proportional to feed-valve
position.

The output of steam to the turbine, which deter-
mines the turbine-generator power outpat, is con-
trolled by adjusting the turbine inlet control valves.
When the power output changes, the feedflow must
be changed to match steam flow under transient

conditions; the steam pressure greatly influences the’

operation of the steam generator and turbine. A
dynamically compensated pressure error signal
(error between .the 2200 psig setpoint and actual
steam pressure) is used as regulator signals for
feedwater flow and turbine power. These regulator
signals are superimposed on the respective feed-
forward supervisory demand signals.

The supervisory controller outlined in this section
provides the initial trajectory for power-assent or
descent. It does this by pre-establishing operational
setpoints in advance of the actual condition of the
systern. The setpoints are koown
through off-line simulation analysis. However, these
setpoints provide only a coarse adjustment of the
system control variables. Trimming of the system is
accomplished by minor adjustments of the control
variables (e.g., reactor temperature, intermediate
loop flow rate, and feedwater flow rate) using both
steam outlet temperature and pressure as reference
signals.* This controller along with the necessary
local loop controls can provide steady-state control
of the plant and some degree of control under

*Further details on the supervisory controller outlined in this
section are available {Daniel 1984).

in advance
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dynamic conditions; however, improved dynamic
response and restraint of the plant parameters (i.e.,
minimization of parameter excursions under
dynamic conditions) is possible by introducing
another layer in the hierarchy of control that coor-
dinates the Jocal controllers for minimum error. The
coordination layer and combined system of supervi-
sor and coordinator are discussed further below.

4.5 DESCRIPTION OF DISTRIBUTED
AND HIERARCHICAL CONTROL
OF LARGE-SCALE SYSTEMS

Distributed and hierarchical control systems have
evolved over the last few years: (1) as a natural
outcome of the need to classify process control
functions by process area and the level of control
function, (2) because of unreliability of direct digi-
tal control (DDC) systems, and (3) because of the
availability of microprocessor-based computers for
local controllers. This evolution has occurred as
processes have become increasingly large and
complex, leading to more stringent demands on con-
trol system performance. Similar to the manage-
ment of a large corporation, industrial control sys-
tems have acquired the characteristics of distributed
and hierarchical organization.

A large-scale system may be described as a com-
plex system composed of a number of constituents
or smaller subsystems serving particular functions
and governed by interrelated goals and constraints.
One of the interactions among subsystems is hierar-
chical. A subsystem at a given level controls or
coordinates the units on the level below it and is, in
turn, controlled or coordinated by the unit on the
level immediately above it.

A large-scale system can be hierarchically con-
trolled by dividing (decomposing) it into 2 number
of subsystems and then coordinating the resulting
subsystems to transform a given integrated sys-
tem into a multilevel one. A hierarchical control
strategy for a large-scale system is shown in
Fig. 4.20. The two basic structures in hierarchical
{multilevel) systems depend on the model parame-
ters, decision variables, environment, and goals and
can be described as follows:

1. Multiechelon hierarchical siructure. This
structure consists of a number of subsystems
situated in levels such that each one can coordinate
lower-level units and be coordinated by a higher-
level one. The distribution of control tasks is
horizontal.
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2. Multilayer hierarchical structure. This struc-
ture is due to complexities involved in a decision-
making process. The control tasks are distributed in
a vertical division. For the multilayer structure,
rcgulation (first layer) acts as a direct control
action, followed by optimization (calculation of the
regulators’ optimal control using a decision rule),
adaptation (direct adaptation of the control law and
model), and self-organization (model selection and
control as a function of environmental parameters).

These structures fall within the realm of continu-
ous control. Another important field of centro! is
that of discontinuous control (batch, logical, mode,
sequence control, etc.). This, too, has its hierarchy.
Electric and mechanical interlocks must be below
the process sequence of events control, which in
turn is below batch operational directives/supremal
coordinator (or supervisor). Some of the concepts of
discontinuous control are discussed in Sect. 3.

Figure 4.21 shows a distributed hierarchical sys-
tem with continuocus and discontinuous control.
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This distributed and hierarchical structure allows
modularization, which increases reliability of the
systern, improves flexibility for later modification,
and facilitates troubleshooting. Also, it is possible
that each function can be designed, enginecred or
programmed, tested, debugged, and documented
independently. A possible configuration of a data-
acquisition and ' distributed control is shown in
Fig. 4.22.

Communications
Processor and
display unit.

Computer is used for
calculations required

them, several studies (Atary and Shah 1972; Bjorlo
et al. 1970; Blomsnes et al. 1972; Cummins et al.
1973; Frogner and Grossman 1975; Lipinski and
Vacroux 1970; Oguri and Ebizuka 1975) are rele-
vant to the work presented here. In these, a linear
dynamic model, a quadratic performance index and
a Gaussian stochastic assumption have been used to
design a feedback controller.

In the above methods, no hierarchy is used.
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in the context of this report, continuous control
implies the use of continuous signals representing
physical quantities such as temperature, pressure,
and flow. Discontinuous control is defined as a
series of monitoring and control functions per-
formed in a predetermined sequence, which may be
repeated at prescribed intervals or on demand. This
is different from continuous process control, which
operates to maintain process varigbles at or near
given trajectory or setpoints as the case may be
without direct reference to a sequence of events.

4.6 BRIEF SURVEY OF PREVIOUS
OPTIMAL CONTROL DESIGNS
FOR NUCLEAR REACTORS

In the past, several optimal control systems have
been designed for nuclear power plants. Among

Hence, the methods are complex in terms of com-
putations involved in the estimation of plant state
and implementation of controllers because the prob-
fem must be solved globally using all the plant vari-
ables. The method used in this study is similar to
the ones used in the above references except for the
hierarchy. By dividing the nuclear reactor power
plant into several subsystems (reactor, intermediate
heat exchanger, steam generator, turbine, and feed-
water), and using a hierarchical structure, optimal
controllers are designed for each subsystem that
take into consideration interaction between subsys-
tems. The hierarchy is chosen such that it provides
an overall optimnal controller for the total plant with
greatly reduced computations (i.e., a few multipli-
cations) at higher levels in the hierarchy. At the
lower subsystem level, the designing of local opti-
mal controllers is simpler than that of designing the



global on¢ because the subsystems are of a lower
order than the overall plani order.

The control design currently used in the nuclear
industry is based on classical control and is gener-
ally implemented by analog circuits. The control
system is a collection of single-input, single-output
loops with fairly strong interaction between many
of the loops, and sometimes with competing con-
trol objectives. For a multivariable system, such
as a nuclear power plant, a distributed and hierar-
chical contro! system seems to offer techuical
advantages. Local subsystem optimal controllers
and sensory data processing can be implemented
by microcomputers.

4.7 THE INTERACTION PREDICTION
APPROACH FOR DESIGNING
DISTRIBUTED AND HIERARCHICAL
CONTROL SYSTEMS

The chosen objective is to design a control system
for a large-scale nuclear plant with a load-following
capability. The basic control approach adopted is to
design a regulator control coupled with a feed for-
ward action from the load demand. Then, a distri-
buted and hierarchical control cocrdinator s
designed using an interaction-prediction approach
(Findeisen et al. 1980; Jamshidi 1983). This
method uses a linear model of the process, which
was derived in Sect. 4.3, and a linear quadratic per-
formance criterion (decision rule) to design optimal
controllers for the subsystems taking into
consideration interaction between subsystems. The
interaction prediction method provides an overall
optimal contirol for the tota! plant with much
reduced computations. The linear mode! described
in Sect. 3,

X = AX + Bu , (4.1)
is based on the assumption that the feed-forward
controller keeps the plant to the desired steady-state
program. The matrices A and B are generally
dependent on the power level. If A and B are
evaluated at a setpoint (operating power level), they
are constant matrices. If load following is desired
over a broader range, one may have to
evaluate the A and B matrices at the middle of the
range or at several points along the load range and
use those values.

Feed-forward control can speed up plant
response, but a regulator contro! is needed to bring

the plant parameters {e.g., steam chest pressure and
temperature) to desired values. Thus, a linear feed-
back optimal controller is designed by minimizing a
quadratic performance index of the form

J = ; XN(1)Q X(T)

L7 er o7 4.2
+—2—J;[XQX+uRu]dt, (4.2)

where T is the terminal time, and @ and R are
weighting matrices chosen by the designer from
experience or through simulation studies.

The linear feedback controller, designed in such a
fashion, will allow the plant to follow the load
demand and koep the plant parameters at the
desired values.

4.7.1 Method

Consider a large-scale linear interconnected sys-
tem, described by Eq. (4.1), decomposed into N
subsystems, each of which is described by

Xi(1) = AX () + Bult) + GZ(1) ,
Xi(o) = X,
i =12 --- N (4.3)
where the interaction vector Z; is
(4.4)

N
j=

One can consider that the actuator dynamics are
also included in the subsystem model. For LSPB,
these subsystems are reactor, iniermediate heat
exchanger (IHX), stcam generator, turbine and
feedwater. The optimal control problem at the first
level is to find a control u;(r) which satisfics
Egs. (4.3) and (4.4) while minimizing a quadratic
cost function

Ji = X7 (T) 0:x(T)

N =

1 T
4 E’ J;) (X,TQ,(X, + il‘-‘Riui)d! . (4'5)



J; is M component of J in Eq. (4.2). With the
interconnection equation incorporated into a
Lagrangian, the Lagrangian becomes

s L
2

L XTI (T) QX(T)

2

i=1

4 1 fT [X.T 0:.X; +ulRu;
2 0 ¥ Uit ] 1 et ]

+ x{{zi

+ PI(—X; + AX; + Bu; + C,~Z,-)] dt](4-6)

N
= 2 LyX;

j=1

where P; is the adjoint vector and Ai is the
Lagrange multiplier vector. For given A, = A{, Z;
= 7., L in Eq. (4.6) is additively separable, that is

N N 1 T
L = 21 L = 21 > Xi(T) @:X(T) +

1 T T , T
5 J;) [Xi Q:Xi + u Ruy;

N
+ N7z — 3N LiX,

J=i

.y 4.7
+ PI(AX; + Biu; + GZT — X,—)] dt] “n

For the purpose of solving the first-level problem,
it suffices to assume A" and Z; are known. Then,
the optimal controller for subsystem i is obtained by
Pontriagin’s principle

u; = —R' BIP(1) (4.8)

and

. N
~QX, — ATP() + 3 Lyx;, (49
j=1
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with

PAT) = Q:XAT) .

Let
Pit) = K{)X(r) + gt} , (4.10)
Up = =R BIIK(DX (1) + g, (411)
X, = [A — SKDXt) ~ Sigit) + CZAe)
X{o) = X, (4.12)
From the above equations, one can obtain
K1) = —~Kdt)4; ~ ATK(2)
+ K{()S; K1) — @ ,
with boundary condition
K(T) = @ , (4.13)
which is the matrix Riccati equation, and
g(t) = —[4 — SKO] gl1)
N .
- KOCZ) + F I, W

ji=1
gl(T) = 0 P

which is the adjoint equation.

The subsystem optimal controller, u;, is a func-
tion of subsystem state X; {feedback) and the forc-
ing term g;(¢), that is,

U; —R! BIK(D)X(t) — R7BIg(r) .
The optimal controller derived sbove can be mads a
completely closed loop with the procedure given in
Appendix D. ,

The second-level problem is essentially updating
the new coordination vector

]



which can be obtained from Egs. (4.6) and (4.7),

e = Z == LyX;
E)Y : z, v
oL

9z, A= —CGP(1)

thus, making the coordination rule

A K+1 X

Z

—ci Pi (4.15)

N
2 LiyX;
=1

The technique described is summarized in the
next section as a set of procedures that can operate
in the software of a control system.

4.7.2 Step-by-Step Procedurs

The following step-by-step procedure is suggested
for obtaining hicrarchical distributed optimal con-
trol. Steps 1 and 2 are performed as off-line calcu-
lations. The remaining steps (3 through 9) are on-
line:

Step 1. Selve N independent matrix Riceati cqua-
tions, Eq. (4.13) with K/(T) 0Q; and
store K(1).

Step 2. For initial A\**%, Z;**  solve adjoint
Eq. (4.14) with g{T) = 0 and store g,(¢)

for all subsystems.

Solve state Eq. (4.12) and store X;(¢) for
all subsystems.

Step 3.

Step 4. Compute optimal control w#; for each sub-

system using Eq. (4.11).
Compute P;(1) using Eq. (4.10).
Transmit X;(¢) and P;{t) to second level.

Step 5.
Step 6.

Step 7. At the second level, update coordination

vector [N\*, Z;*]7 using Eq. (4.15).

Step 8. Repeat the updating of coordination vector
several times until the total system interac-

tion error

e = 3 [

i=1

- N 21
Z; — 2 LyX;
j=1
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N
j=1

J

is suffiziently small Here At is the siep
size of integration.

Step 9. Transmit updated coordination vector to
first level for each iteration se that new
optimal contre! is computed using an
updated coordination vector. Figure 4.23
illustrates  the interaction  prediction
method of hierarchiza! control. Consider
that at the second lovel, the computations
involve cnly a calculation of Eg. (4.15).
The lower level dogs less work because
problems of lower mathematical order are
solved. The convergence is rapid in the
iteration process {five or six iicrations).

A large-scale plaat model usually includes
some variables in X that are not measurable. Furth-
ermore, the measured variables are often corrupted
by noise introduced by the sensors. There arc bound
to be discrepancies between real plant and mathe-
matica! models. One is thea faced with the problem
of obtaining an cstimate of state for use in the com-
putaticn of the optimal feedback controlier. Several
estimation procedures are available in the Yterature
(Eykhoff 1974; Frogner and Grossman 1975). In
the case of distributed and hierarchical conirel,
local filters are used to estimate the subsystem state
vector (Findeisen ct al. 1980).

4.7.3 Applicatisn of Distributed nnd
Hierarchica! Control to the
Large-Scale Protatype Brecder

A large-scale prototype breeder reactor s
described in Sect. 4.2. Mathematical wmodels for a
reactor, intermediate heat exchanger, and steam
generater arc deseribed in Sect. 4.3 and in Appen-
dix C. Gther subsystemi models have pot been
developed fully for inclusion in this report. The
three subsysters models bave helped in developing a
hierarchial stiuctuie for 2 large-scale process.

A distributed and hierarchical coutrol structure
for LSPB reactor with appropriate signal designa-
tiens is shown in Fig. 4.24. Ia this figure, the gen-
eral structure given in Fig. 4.23 is expanded to
include the specific prime plant subsystems of the
LSPB. This structure includes 3 classical supeivi-
sory controller desoribed in Sect, 4.4, an optimal
coordinator described in Sect. 4.7, and local deci-
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sion units (i.e., local process controllers). Control of
the plant can continue with interruption of the opti-
mal coordination function; however, lack of coordi-
nation would allow large excursions of the system
variables during maneuvering; this would restrict
the rates and ranges of key variables.

The supervisor and optimal coordinator constitute
the elements of Package 3.0 (supervise prime plant
systems for optimal control and coordination) of
Fig. 3.4. The local decision units are a part of
Package 4.0 (control prime systems) also shown in
Fig. 3.4. The request input of the supervisory con-
troller in Fig. 4.24 is the data flow “target parame-
ters for supervisory control system” shown in
Fig. 3.4.

4.8 SUMMARY AND RECOMMENDATICNS
FOR FURTHER WORK

The focus of the control system function and its
structure developed in this section is on improved
dynamic performance under normal (or homeostatic
as defined in Sect. 2) conditions. The function of
the feed-forward supervisory controller and optimal
coordinator is to control the minimum error and
peak excursion of the subsystem variables. One of
the features of the interaction-prediction scheme as
it is applied in the report is the minimization of
on-line calculations. However, unknown distur-
bances have not been incorporated explicitly in the
approach taken.

To date, the majority of work on the control of
electric power generating plants has addressed
improved dynamic performance of the normal oper-
ational mode. Two approaches that have been con-
sidered are based cither on linearized state models
or linear input-output models. Both models have
advantages. This research investigated the
state-model approach, although the design can pro-
ceed with either. This work is an attempt to break
new ground in advanced control system design and
should be considered a basis for further develop-
ment, not as a final solution.

Some general comments on the control issues
faced in electric generating plants follow (Broadwa-
ter, personal communication, 1984 ). The hierarchi-
cal distributed approach taken addresses only some
of these issues. Those issues not addressed are cer-
tainly open for further development.

1. A highly nonlinear problem exists in incorporat-
ing time-varying parameters, time delays that
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are a function of load, and other constraints.
Thus a control system based on linear models
and simple mathematical performance (cost)
functions may be either difficult to design, very
restricted in operation, or altogether insufficient
to the task of controlling the plant. Therefore a
tracking constraint monitor is needed.

Y

Steady-state feed forward must be incorporated
into the design. Dynamic feed forward, which
facilitates smooth transititions from one steady
state to another, should be included also to
improve tolerance to known disturbances.
Known disturbances should be addressed in the
feed-forward portion of the design.

3. Feedback regulation should be used to modify
closed-loop dynamics; however, good stability
margins should be maintained. If the desired
dynamics cannot be obtained with sufficient sta-
bility margins when feedback is used, then
dynamic feed forward should be used to modify
the dynamics. Unknown disturbances should be
addressed in the feedback portion of the design.

Provisions for field tuning of the control system
should be provided.

Other control system approaches and structures
may offer advantages in coping with disturbances.
These approaches may be integrated in various
ways with the interaction-prediction approach
described here to better meet the control system
goals of achieving specific plant performance and
availability. Such an approach is possible by
extending the ideas developed with statc variable
linear analysis (Johnson 1976). One extention
employs a nonlinear observer system that estimates
unknown disturbances entering the plant (Broadwa-
ter 1984; Broadwater 1983). Thus, total variable
values, not incremental variable values, are used for
control.

For all modes of operation of the plant, the non-
linear observer is tuned to track the plant. If such
tuning can be accomplished, the steady-state non-
linear model along with known disturbance mea-
surements and unknown disturbance estimates
may be used to control the plant for all modes of
operation.

A linear quadratic-regulator design with full state
feedback or with only output feedback may be used
to modify and tune the closed-loop systems dynam-



ics. The robustness of the design can be tested using
singular value theory (Zektomaki et al. 1981). To
ensure stability of the plant response, the regulator
feedback may be disconnected or an entirely differ-
ent regulator may be enabled during specific contin-
gency modes.

Understanding and effectively operating the
observer system, which estimates unknown distur-
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bances, is necessary for applying the state-model
approach. The control enginger must understand the
process and be able to translate that understanding
into a functional and implementable nonlinear
observer systenm.



5, CONCLUSIONS AND RECOMMENDATIONS

5.1 SUMMARY OF WORK

This report addresses the problem of designing
automatic control systems for large-scale processes
such as liquid metal reactor power plants. The
scope is limited to the development of a perspective
and stating a general philosophy. The goal is to lay
the groundwork for the design of integrated, intelli-
gent, and flexible automatic control systems. To
provide a good foundation for future design of com-
plex control systems, the structure and function of
automated control software are also developed in
the text.

Two control topics are emphasized:

1. Design of an hierarchical optimal controller for
the LSPB using the interaction prediction
approach as an example of continuous control

An illustration of the steps involved in bringing
L.SPB from cold shutdown to 15% power level
using structured analysis techniques as an
example of discontinuous control.

For the LSPB and other plants in various stages
of concept and design, increased automatic action
and improved parameter behavior can be accom-
plished by the approach described. Design errors
that result from poor communication between con-
trol engineering and software engineering also can
be decreased by the approach. Classical and mod-
ern control methods have been combined with
structured software analysis methods to form a
framework for complete system design.

5.2 INTERPRETATION OF RESULTS

The methods presented are highly applicable to
other large-scale reactor systems such as advanced
LWR and gas-cooled reactors. These methods are
also useful when designing systems with a lesser
degree of automation than those proposed in the
text. In such cases, the methods are useful for
integrating human subsystems into the overall
plant.

The diagramming techniques used in Sect. 3 are
simultaneously aids to control design, instruments
for documentation and communication, and the
basic input data needed for software design. The
multiple uses of the diagramming techniques makes
them especially useful. The system model can be
further expanded by including models of stored
data, a task which was beyond the scope of this
report.

The continuous-variable supervisory control sys-
tem described in Sect. 4 builds on existing classical
design to add the capability for optimal control.
Thus, local and global minimization of extraneous
variation in key parameters is possible during tran-
sient conditions.

Some of the methods and techniques described
are directly usable; others are developmental. Much
of the control systern described can be implemented
by existing microprocessor technology. However,
certain aspects of the high-level, decision-making
capabilities of the automated control system, espe-
cially for degraded operation, are at the limits of
current software capabilities. This not withstanding,
an improvement in control system design would
result from the implementation of automated con-
trol with limited maneuverability in the event of
equipment degradation. A plant controlled by a sys-
tem of the type described in this report should be
maneuverable so as to follow power load variation
to a greater degree than presently controlled plants.

5.3 RECOMMENDATIONS FOR APPLICATION

The authors believe that the technigues given for
discontinuous and continuous control and the inte-
gration of both forms of control can be used imme-
diately to increase the automatic responses of LSPB
and other plant types and improve their dynamic
behavior. The multiphased approach, described in
Sect. 2.4, can be realistically applied by currently
trained control engineering teams. This approach
allows the progressive layering of intelligence and
complex control actions wpon previously designed
control structures.



Foliowing are applications of these itechnigues
that can be implemented now.

1. Develep the continuous hierarchical coitrol
systemi described in Sect. 4 to identify parameters
of the LSPB, to consider variaticas in plant paraim-
eters, and io consider disturbances. Then, simulate
the plant and hierarchical control sysiern to deter-
mine the exteat of improvement over ather conven-
tional designs.
© 2. Develop the discontinuous automated control
system described in Sect. 3 to form a complete
Phase 1 system for L.SPB (which includes the hier-
archical control system in Sect. 4). Then, simulate
the plant with the automated and hierarchical con-
trol system to test the plaat’s response.

3. Complete the nexi phases of contrel system
design as described in Sect. 2. To implement high-
level decision aking, analysts will most likely
appeal to artificial intelligence for their perspectives
and methods. Much siroulation of the plant and its
automated control system will follow these phases
of system design.

12

4. Develop automated tools that support the
methods and techniques described in this report to
increase the efficiency of structured design.
Currently, no too! is available that supports both
the data transform modeling and the state transi-
tion modeling and intcgrates the two of them into
the package representation. Further work is necded
to create such 2 too! and design environment. A
study has been completed that evaluates the tools
available for design of modern continucus control
systems (Birdwell 1984). The study lays excellent
groundwork for design of an environment to support
the design of the continuous aspect of control sys-
tems. The existence of structured software analysis
tools, continuous contrel design and analysis tools, a
sufficient data base, and a data-base management
system would greatly increase the productivity of
control system design cfforts and the reliability of a
control sysiem resulting from such efforts.
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GLOSSARY

Terms in italics are defined elsewhere in the Glossary.

Abmnormal-——unusual deviation from normal or nomi-
nal behavior or characteristics.

Adjoint equation—one of the two canonical equa-
tions used in applying Pontriagin's maximum
principle to obtain optimal control. See state
equation.

Afferent data—data flowing from a subordinate
module to a superordinate module within a
hierarchical structure. See also efferent data and
transferrent data.

Alarm-—a single bit of information generated as a
result of a parameter or variable crossing a pre-
established threshold.

Allocation—the process of specifying functions to
different systems, subsystems, and equipment.

Analog—a physical variable that remains similar to
another variable insofar as the proportional rela-
tionships are the same over some specified range;
for example, a temperature may be represented
by a voltage that is its analog. Contrasted with
digital.

Anticipatory trip—an immediate shutdown of a
process or device due to potential loss of
stability, viability, or integrity, usually deter-
mined by measurement of parameters not directly
related to the process or device being shut down.

Automation--the operation of a machine, device, or
system without direct human intervention. Auto-
mation can be applied to several areas: regulating
a process, restructuring equipment interconnec-
tions, monitoring parameters, and detecting and
diagnosing problems.

Availability—the ratio of actual operation of a
power plant to theoretically possible operation.

Base-loaded—refers to a plant having fixed power
output not responsive to variations in grid load.
Contrasted with load following.

1

Bottom-up—proceeding by aggregating specific
components into larger general systematic struc-
ture. Contrasted with top-down.

Cascade —clements, devices, or equipment that are
concatenated so that the ouiput of one feeds
directly into the input of another.

Child diagram--the next level of magnification of a
package of data flow and state iransition
diagrams. The next higher level is the parent.

Classical control theory—control techniques based
mainly on frequency-response analysis which lead
to single-input, single-output implementations of
proportional-integral-derivative  {PID) control
systems. Compare with modern control theory.

Command—a directive to change mode or state
communicated to a subordinate module. Com-
pare with demand.

Context diagram-—a diagram depicting a model of
the control system’s environment in which com-
munications across the boundary between the
control system and its environment are clearly
shown.

Continuous conirol system—a control system in
which the controlled quantity is measured con-
tinuously and corrections are a continuous func-
tion of the deviation from reference value.

Controller-—-a device that executes control action
for a subsystem. A control system may be com-
posed of a hierarchy or network of individual
controllers.

Contrel package-—a program to implement a con-
trol algorithm constructed of both data flow and
state transition diagrams “packaged” together.

Control system—a general term that refers to a sys-
tem in which one or more outputs are forced to
change in a desired manner as time progresses.



Cocrdinstion control—the coordination of local
coniroller actions by a higher-level actien in the
kierarchical structure.

Corruption—anise or disturbances that interfere
with or obscure the true sigual.

Data flow diagram-—-a diagram depicting a model
of the flow and transformation of data within a
systera. See also state transition diagram, entiiy
relationship diagram, and package diagram.

Data validation —the process of determining the
correctness of data by comparison with other
data from the system and the application of rules,

Decomposition-—the partitioning of a composite sys-
tem into its subsystems.

Degraded conditions—-a state within a system in
which the normal or nominal state is reduced in
quality or distorted, often associated with equip-
ment failure.

Degraded region-—-a region in the space of a
system’s  state  variables that surrounds the
homeostatic region in which system perforiiance
is considered degraded and the control strategy
must change to prevent further degradation.
Three forms of degradation possible:
stability, viability, and inmtegrity. See also
homeostatic region and uncontrollable region.

arc

Demand--setpoints or other continucus references
communicated to a subordinate module. Com-
pare with command.

Derivative coatrol—a type of contro! in which the
control signal changes at a ratc that depends on
the speed of increase in the system error.

Destination state--the final stafe that is desired at
the completicn of a mode change.

Digital---pertainiag to data in the form of digits or
discrete values. Contrasted with analog.

Discontinuous contre! system--a coatrol sysiem in
which the corrections taken are discrete actions
that may be a function of the controlled process
or external timing, sequence, eor logic. Compare
with continuous control system.

Disiributed contral-—a scheme for deceatralization
of the control algorithms and decision makiog
that is suitable for multiple and distributed com-
puting modules.

Dynamic compensation-—the counterbalancing of a
system’s natural dynamic behavior by control sys-
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tem: actions to obtain the desired plant dynamic
behavior,

Efferent datsn-data flowing from a swuperordinate
module to a subordinate module within a
hierarchical structure. See also afferent data and
transferrent data.

Entity relationship disgram-—-a diagram depicting a
model of the stored data within a system and
their interconnections. See also data flow dia-
gram and state transition diagram.

Fault tolerance —the ability of 2 system to with-
stand a wide range of disturbances, specifically
disturbances arising from component failure and
external events. Compare with robustness.

Feedback comirel—control in which a portien of an
output signal is redirected as an input signal seo
that the value of the controlled output signal can
be held closer to a desired reference value.

Feed-forward comirol—control in which changes
detected at the process input result in gencration
of an anticipating correction signal that is applied
before the process output is affected.

Flexibifity--the capability to adapt to change. Here
it refers to the case of implementing future wodi-
fication to the comtrcl sysiem as replacement and
other upgrades are required.

Hicrarchical system—a collection of subsystems
configured as a multilevel or multilayer struc-
ture. See also multilevel  hierarchy and
multilayer hierarchy.

High-order model—a detailed model described by
high-order differential or difference equations.
Contrasted with low-order model.

Hoemeostatic region—a region in the space of a
system’s state variables in which the system is
considered robust so that given a disturbance,
which causes a deviation bounded within the
homeostatic region, the control system returns
the system to the normal value. See also
degraded region and uncontrollable region.

Initia! conditions—the conditions that exist in the
pracess prior to the beginning of operation of the
PFOCESS.

Initia! state—the natural state that exists prior to
the beginning of operation of a system or at the
beginning of a mode change. Compare with
destination state.



Input-output model-a model in which a physical
system is described by its inputs and outputs.

Integral comirol—a type of control in which the
control signal changes at a rate proportional to
the integral of the error signal.

Integrity crisis—within the degraded region, a case
in which the controlled system’s integrity is
violated; thus, equipment damage is imminent.
No operation is possible. See also stability crisis
and viability crisis. ‘

Interaction-prediction method—a method used in
hierarchical optimal comtrol which avoids
second-level gradient type iterations.

Large-scale system—in general, refers to a complex
collection of smaller subsystems each of which
serve particular functions and are governed by
interrelated goals and constraints.

Linear system-—a system in which the inputs and
outputs are related by linear functions. Compare
with nonlinear system.

Load following—proportional response of generated
output of a power plant to grid load. Contrasted
with base-loaded. :

Logical model—an implementation-free model of
the functionality of the control system based on
data flow and transformation, dynamic behavior,
and stored data. Compare with: physical model.

Low-order model—a model in which a system is
approximated by low-order differential or differ-
ence equations. Contrasted - with  high-order
model,

Magnification (zooming)—reversal of the informa-
tion- hiding process by looking within a package
diagram to find its constituent packages and
interconnections. The package can be magnified
to the level of the primitive data flow and stare
transition diagrams which are the bottom-most
level.

Mapeuverability—the capability of accomplishing a
wide range of potential changes to manipulate
the system into a desired position or to move
toward a predetermined goal.

Mathematical model-—a model in which a system is
described in terms of mathematical equations.

Meode—one of several alternative conditions or
methods of operation of a system or component.
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Modern control theory—control techniques based
on frequency- and time-response analysis and
that use matrix notation which lead to multiple-
input, multiple-output  implementations of
optimal and adaptive control. Compare with
classical control theory. :

Muitilayer hierarchy-—a structure originating out of
the complexities involved ‘in decision-making
processes in which layers of control actions are
constructed. Each next higher layer controls
aspects of the system that correspond to longer
time horizons of the system.

Multilevel hierarchy-—a structure that consists of a
number of subsystems situated in levels such that
each one can coordinate lower-level units (subor-
dinate) and be coordinated by a higher-level one
(superordinate).

Network graphics tools—Diagrammatic tools that
provide a visually oriented method for the devel-
opment and analysis of complex systems. These
tools include date flow diagram, state transition
diagram, entity relationship diagram, and pack-
age diagram.

Nonlinear system——a system in which the inputs
and outputs are related by functions of which
some are nonlinear. Compare with linear system.

Off-line system-—a computer system that is
operated in batch mode. Contrasted with on-line
system.

On-line system--a computer system operating con-
tinuously in real time in step with the process.
Contrasted with off-line system.

Optimal control—the generation of a control signal
that optimizes the chosen performance index for
a system.

flow diagramming and state transition diagram-
ming. See also control package.

Parameter identification—the determination of
actual system parameters by direct or indirect
measurement techniques; may be needed as sys-
tems age.

Parent diagram—the next higher level of data flow
and stafe transition diagram. The next lower
level is the child.

Path—a course to follow in a system’s state space.



Pathological coupling—an automatic data process-
ing term that refers to a connection between
functional modules that bypasses the “normal”
hierarchical data flows. Such coupling allows onc
module to reach inside another and access an
entity that would otherwise be hidden within its
module.

Physical model—2 model of the implementation
environment including the data processors, soft-
ware architectures, and coding architectures.
Compare with logical model.

Pontriagin’s maximum principle---a theorem giving
a necessary condition for the solution of optimal
control problems.

Prime system-——-a plant system that contributes
directly to the production of a plant’s principal
product. See also support system and utility
system.

Process-—a system or series of continuous or regu-
larly occurring actions taking place in a
predetermined or planned manner; for example,
the heat-generating process in a nuclear reactor.

Process -configuring—the restructuring of the flow
of material or data within a process or reordering
of the operation of a process as a result of
changes in the objectives and functions of the
overall system.

Process control—the control of a real-time physical
system by the manipulation of conditions to bring
about a desired change on the cutput characteris-
tics of the system.

Process diagnosing—the detection and anticipation
of anomalies, identification of their cause, predic-
tion of their propagation and consequences, and
determination of the proper response with respect
to the mission of the overall system,

Process monitoring—the measurement and transfer
of process parameters and variables.

Proportional control—a type of control in which the
amount of corrective action is proportional to the
amount of error, as in a controller in which an
error signal (the differencc between measured
output and reference input) is amplified by a
constant gain to form an output.

Quadratic cost function—another
quadratic performance index.

term  for
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Quadratic performance index-—a cost function
which is an integral of the weighted sum of the
squares of the system’s response and the input to
the system. The cost function is minimized to
obtain an optimal control input to the system.

Real-time system-—a system in which the physical
time constanis are short enough to require reac-
tion to events as they are occurring. The designa-
tion of real time may depend to some cxtent on
the capability of the implementing technology.

Regulator comtrel--refers to continuous feedback
control of a process.

Riccati equation—a matrix differential (or alge-
braic) equation the sclution of which leads to the
calculaticn of optimal control.

Robust contreller—a controller in which satisfac-
tory regulaticn or tracking occurs in spite of arbi-
trarily large variations in plant parameters.

Robusiness—the ability of a system to withstand
large, normally unstructured parameter changes
without scrious degradation in performance.
Compare with fault tolerance.

Security defects—losses in redundancy of equip-
ment.

Stability crisis-—within the degraded region, a case
in which the controlled system is exhibiting
unstable behavior. See also integrity crisis and
viability crisis.

State—the total condition of a system. The term
statec can refer to the collective value of a
systeni’s measured variables or its mode of opera-
tion including the condition of the equipment that
constitutes the system.

State eguation—a vector differential equation relat-
ing the state of the system and the input to the
system. One of two canonical equations used in
applying Pontriagin’s maximum principle to
obtain optimal contrel. See adjoint equation.

State model—a mode! in which a physical system is
represented by siate variables.

State tramsition—-a change in the state of a system
over time; a discrete change in the mode of a
system.

State t(ramsition diagram--a diagram depicting a
model of the dynamics of a control system in



terms of the modes that the system exhibits when
the need to change behavior is recognized. See
also data flow diagram, entity relationship dia-
gram, and package diagram.

State yariables—one of a minimum set of numbers
which contain enough information about a
system’s history to enable computation of its
future behavior.

Statas--the srate of a system at a given instant.

Steady-state program—the overall relationship of a
subsystem’s setpoints (e.g., temperature and pres-
sure) to the system’s output (e.g., thermal power
of reactor) to achieve the equilibrated condition.

Stractural defects—equipment faults or faults in the
interconnection of equipment.

Subordinate-—-referring to a mode or module that
responds to command {(efferent) data from a
higher-level one relative to it within a hierarchi-
cal structure. ‘

Superordinate—referring to a mode or module that
generates command (efferent) data for lower-
level ones relative to it within a hierarchical
structure.

Supervisory control—generally, control in which
individual controllers are interconnected in a
hierarchy that resembles the organization of a
business. In some instances, supervisory control
refers to the superordinate function of
Sfeed-forward control for subsystems under its
scope of control.

Support system—a plant system that contributes
necessary functions and services to the prime sys-
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tems of the plant. See alsc prime sysiem and
utility system.

Target state—a virtual point within the
homeostatic region that is the current desired
operating point for the system.

Termination—systems external to the comirol sys-
tem represented in a context diagram.

Top-down—proceeding by breaking large general
aspects of a system into smaller, more detailed
constituents. Contrasted with botiom-up.

Transferrent datz—data flowing laterally at the
same level within a hierarchical structure usually
in the form of inhibiting or permissive signals.
See also afferent data and efferent date.

Uncontrollable regiom—a region in the spuace of 2
system’s state variables that surrounds the
degraded region, the entry intc which is an indi-
cation that the control strategy or means of its
implementation were ineffective against the dis-
turbance or failure. The system has become
uncontrellable. See also homeostatic region and
degraded region.

Utility system-—a form of suppor? system that sap-
plies bulk materials, ecnergy, or data to the
support and prime systems of the plant. See also
prime system and support system.

Viability crisis—within the degraded region, a case
in which the controlled system has no siabie
state, and thus normal continued operation is
impossible. See also stability crisis and integrity
crisis.
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A.1 MODELING TRANSFORMATIONS

ORNL-DWG 84-18240

™

Fig. A.1. Data flow diagram.

Data Flow (FL) A pipeline through which streams or packets
of known composition flow.

Transformation (TF)  Changes incoming flows to outgoing flows.

Data Store (ST) Retains (or delays the flow of) data for
later use by the transformations.

Termination (TM) Marks the edge of the model {(a system
outside of the system under study).
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Fig. A2, State transition dlagram.
State (S) A mode of behavior of the system that has a

Transition (T)

Conglition (C)

Action (A)

unique combination of conditions and destina-
tion states. The state is passive because the
control system is waiting for conditions to
oceur.

The movement of the sysiem from cne state
to another.

Cause for the system to move from one stats
to ancther. Conditions may be geaerated
internally or externally to the system or

by time period.

Carried out by the systew as it moves from
one state to another. An action can enable/
disable a transformation, trigger a “one-
shot” transformation, signal a specific
condition, set a tiracr, ar issue a control
signal.
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I
)
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Start regcior
*Start power supplies
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Withdrawing
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|
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[ Latching guter PCROs I
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“Enable “"attain critical condfition”
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|

Reactor critical

°Oisable “attain critical condition”
°Enable “maintain critical condition”

Maintaining critica

nk

Heat to operate temperature

condition
—
Various
checkout
mode

°Disable "maintain critical condition"
“Enable "reactor heatup”

[Reactor heating

-

Operate tsuperature reached
°Disable "reactor heatup"
°Enable "maintain hot standby oower”

l Maintaining hot
i standby power (1-2

%)

1
.~ Attain low-power operation
..... Various —
checkouls “Enabte "attain low-power
mode operation”
{?awer increasing to 15!]
Open T/G breaker Power at 143 Vi
L ) -
Oisable “control °*Signal power at 1548 7
,reactor exit temp.” “Disable "attain low
Signal power < 15% power operation”
*Enable "control reactor

exit tumperature”

“Enable "maintain hot
standby power”

temp. contrnl mode

{ Reactor in supervisory l

Lo

| Trip Reactor

Fig. B.1. Control reactor costrol rod system (Fackage 4.0)
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toop 1 flow demand Contro? PHTS pump 1 speed — — — —— next loop
0i1 1ift pressure ;;’%' " Static inverter breaker loop 1 | m— — — to start
Measured flow in Toop 1 PHTS Logp 1 JPump 1 motor breaker s i b — — 4.2.5
¥easured speed of PKTS pump motor <O _1ift pump —— | :
fo !
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Start Stop__ § L
™ ~ | § Start pHTS
Flow established Loop 2 - ; § °Enable "determine next
OV loop to start”
£1 1 2HTS pump 2 speed | ° b .
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Measured speed of PHTS pump motor -~ 4.2.2 Qi Yiftpump - { Cne joop operating
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| i
Cts Sto | Two loops
JHFL\ ~ - ] J star‘cing
Flow established Loop 3
s — 3i i fL . i Two 1o0ps operating
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Loop 3 flow demand fontrol 1> Pullp ~ Spee : °Start "next loop"
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Measured flow in Loop 3 PHTS iﬁgg 3 JPump 3 motor breaker - [ Three loops
Measured speed of PHTS pump motor 4.2.3 i1 3§ftpump - | starting
Three Joops operating
l °Start “"next logp"
Start Stop
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Loop & flow demand Contrel PHTS pump & speed Four Toops operatin
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Fig. B.2. Control PHTS loops {Package 4.0).
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4.2.1.1

Control PHYS pump speed
Measured speed

Flow demand from superordinate

Control
PHTS
Loop 1}
pump motor
4.2.1.2

Measured flow Control PHTS pump speed

Measured speed

*Pony motor automatically disengages whehn
main pumps are started.
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tdie

PHTS on pump mctors*AJ :

t
Start PHTS Loop 1

°Close breaker to static
inverter PHTS Loop 1
°Start oil 1ift pump

Waiting for oil HftJ

011 11ft pressure good

°Close breaker to ioop 1
PHTS pump motor

°Enable "start PHYS pump
motor”

Establishing
PHTS flow 3

‘ .
Flow established

°Stop ofl 1ift pump
“Disable "startup PHTS
Ltoop 1 pump motor”
°Enable “control. BHTS
Loop 1 pump motor”

PHTS at minimum flow
waiting for variable
demand

Stop PHTS Loop-}
°Open breaker to lLoop 1

PHTS pump motor
°Disable "contrel PHTS
pump motor"

Fig. B.3. Control flow in PHTS loop 1 (Package 4.0).
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Fig. B4, Conivol IHTS loops (Package 4.0).
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Flow demand from

superordinates
Control

Measured flow THTS \Control IHTS pump speed
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pump motor
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when main pumps are started.
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]

IIHTS on pump motors* _]l
f
Start IHTS loop 1

°Close breaker to static

inverter THTS Loop 1
°Start oil 1ift pump

{7Nait1ng for ofl Xif{]

011 1ift pressure good

°Close breaker to Loop 1
IHTS pump motor

°Enable “start IHTS pump
motor”

Establishing
IHTS flow {

Flow established

°Stop oil 1ift pump

“Disable "startup IHTS
toop 1 pump motor"
°Enable "control IHTS
Loop T pump motor"

4

IHTS at minimum flow
waiting for variable
demand

Stop IHTS Loop |
°Gpen breaker to Loop 1 INTS pump motor

°Disable "control IHTS pump motor"

Fig. B.5. Control flow in THTS loop 1 (Package 4.0).
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Fig. B.S. Coutrol steam generator feedwaier flow (Package 4.0).
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Steam header closed
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header
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steam pressure
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from main steam to
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Fig. B.7. Control main steam line (Package 4.0).
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Fig. B.8. Control main fecdwater supply Package 4.0).
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Fig. B.%. Contrel turbine-generator {Package 4.0).
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Fig. B0, Control waste beat rejection (Package 4.9).
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Control steam penerator water chemistry (Package 5.0).
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Fig. B.12. Control condensate water chemistry (Package 5.0)
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Fig. B.13. Canirol deaerator (Package 5.0).
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Fig. B.14. Conivol condemser vacuum (Package 5.0)
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Fig. B.15, Control feedwater chemistry (Package 5.0).
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C.2. INTERMEDIATE HEAT EXCHANGER MODEL

C.3. STEAM GENERATOR MODEL






APPENDIX C. SELECTED MODELS FOR A LARGE-SCALE PLANT

C.1 REACTOR MODEL

The model presented here represents the kinetics
of a point reactor with two groups of delayed neu-
trons and core thermodynamics. The kinetics are
given by:

- 2
a=L Bn+—2 ¢ €n
A i=1
de; ,
da _ By e i=12 (€D
di A
where

# = peutron flux

p = reactivity

#; = fractional yield of delayed-neutron
precursor group i

8= 2

A; = decay constant of precursor group i

precursor concentration of group i

The core thermodynamic equations represents the
dynamic behavior of fuel, clad and coolant temper-
ature. These equations are given by

Tf”AR[n —'ARZ Tf+AR2 Tc (C.3)
T,=Ags Ty — (Apy + Ar) T,
+ Apa Ty (C4)
2W,
Ty = Sp AR5[TN0 - TN)
+ AgeT: — Ars Tn » (C.5)
T, = Ar11 Tnvo ~ Art T » (C.6)
Tno = Ar13 T — (W, Agiz + Ag13)Tno
+ W, Ar12 Trr» (o)}
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where
Tr = average fuel temperature,
T, = average clad temperature,
Ty = average coolant temperature,
T, = plenum metal temperature,
Tno = inlet core coolant temperature,
T, = core exit temperature,
W, = sodium flow.

The average coolant temperature is given by

Two + T, ‘
y = *‘“2"‘"‘““” OF Toxyt = 2Ty — Tyo A

The reactivity is given by
p=proa ~ KaTy— KnTn. (C9)

Linearizing the above equations about reference
values, yields

— 2
on=—Lon+ 3 N

A i

*

2 (300 ~ Ka 8T KndTn), (C.10)
56 = L1 sn — Nberyi =1,2, (€1

A
6Tf = ARIBn - AR26Tf + AR25TC s (C12)
6TC = AR35Tf - (AR3 + AR4 6TC
+ AradTy (C.13)

2w’ A
3Ty = |AredTc — Arg + »»-—S—Ri 8Ty
2w A

+ "““—“‘w 5 R.__S 6TNO - *;“ATO ARS 6Wp N (C14)
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87, = Ar118Tno — Ar119Tm (C15)

8Tno = Ar130TH — [W‘Amz + Aris) 0Ty
+ W-ARm{STR,' , (Clﬁ)

where

ATg = (Teuy — TNO).s
(Trr — Tano) = © at steady state (operating
point).
Tgr = reactor inlet sodivm tempera—
ture, and

)

il

deviation of the variable from
reference value.

With state vector and external input vector defined
as

XR == (6.’1, 5(:], 502’2, 5Tf,6TC, 5TN, BTm, 6TN0) ,
Ugp = (5prod7 5wp: 6TRI) s

the linearized state equation becomes
XR:ARXR '\L‘BR Uup, (C17)

where Az = 8 X 8 and Bg = 8 X 3 matrices,

Note that 8T,y = 28Ty — 6T no (C.18)
and for constant inlet temperature,
BTNQ = 0, 26TN = Texit . (Clg)

C.2 INTERMEDIATE HEAT EXCHANGE
MODEL

The differential cquations describing the beat
balance are

dT, 2w, T _.«'j?]
dt Mp IPI 1

(C.20)

(C.21)

dTr  (hd), (=
Syl T]
dt MT{/pT
RAY, (-~ -
(Bd), 7 TTi' (C.22)
M7Cor
4T, _w [T T]
da M, B2
(hd)s (= = (C.23)
+ T, :
M,C, T 2
and
ATs0 2wy [
S ]
d MU T8O
(r4); (= = (C.24)
T sl [T -7, :
M VT
where

w, = primary flow rate,
M, = mass of sodium in primary,
M, = mass of sodium in secondary,
C, = specific heat of sodium,
w; = intermediate flow rate,
My = mass metal tube,
Cy,r = specific heat of tube metal,
h = heat transfer coefficent which is a
function of flow rate,
A = heat transfer area.

The subscripts p, s, and T refers to primary, sec-
ondary, and metal tube, respectively.

Also

Typy = inlet primary sodium temperature,

Tl = primary sodium mean temperature,
Tipo = outlet primary sodium temperature,

Ty = metal tube temperature,

T, = secondary sodium mean temperature,
Ty = inlet secondary sodium temperature,
T1so = outlet secondary sedinm temperature,

& == variation of the variable from reference
value,

The linearization of the above equations yields

3 2 - — 2Wp —
0T, = 5 0% [1,,,, - r,] + v&:[aTm aT,]



ah
A9 4, {T1 - TT]
M,C, ow,
= 5—7:T] (C.25)
2 — 2w
61'":0 == "'jl"" 6Wp [T] - T[pg] + "_‘Mf:'
8Ty — 8T, Ap ah
w
[ ! o) T M., aw,  *
— hA
lTT ]+( )p [6T7~—6T1] (C.26)
. A ah (RA4)
8T L. —£ bw, (T )+ ‘
L MTCPT 6wp ! TCPT
[5T 5T,) + —22 aha??]
- b -
1 T MiCry w1 7112 T
hA
+ (hA); {6T2~6TT] (C.27)
M7Cpr
2 2wy
5T2 MC BWI[T]S[ Tz + Mst
(a'r — 8T A, O, (7 —~“f]
IS8T 2 M,C, ow T 2
hA
( )s [6TT . m] (C.28)
20w
8T1s0 = St [Tz - Tlso]
— 8T + A
50) T M.C, a wy
— hA
. Tz] ( )s {6TT _ 57,2] (C.29)
With the state variables
X; = (3T}, T1p0, 8T1, 8T, 8Tis0) (C.30)
and external inputs (pertubations)
ug = (8T ypy, 6wy, dwy, 6T}sy) (C.31)

defined, the linearized state equations can be put in
the form
XI=A[XI+BIUI, (C32)

where 4; = 5 X 5, By = 5 X 4 matrices.
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C.3. MATHEMATICAL MODEL OF STEAM
GENERATOR (see Fig. 4.13)

C.3.1 The Conservation Laws of Mass and Energy

L (ovy = Wi~ W,, (C.33)
dt
4 () = L (MUY = WH, ~ W H,
dt dt
+Q - W, (C.34)
or
d -
= (MH — PV)={(WH),
—(WH), + @ — (PV), (C.35)
or
(MH+ HM — VP)=(WH),
~(WH), + @, (C.36)
or
(MH—VP)=W{(H;, -~ H,)+Q, (C.37)
AH = C,AT, H=C,T, (C.38)
where
p = density in the volume
¥ = volume of hump
W = mass flow rate
W+ = work done by the fluid inside the lump
i, 0 = subscripts for inlet and outlet of a lump
U = internal energy
H = enthalpy
P = pressure
Q = heat transfer rate across the boundaries
M = p¥ = mass of the lump
C, = specific beat capacity

C.3.2 Single-Channel Conservation Equations
for the Primary Coolant

M, = W;~ W, neglecting P, and assuming
flow rate is same in all lumps of primary, from
Eq. (C.37) yields

Mpsy Cesn Tesy = Wi Cesu

(T'spr — Tesu) —Qrsu (C.39)



for the superheat region.

Mpg Cpp Tpg = W; Cpy
(Tpsy — Tpg) —Qrs (C.40)
for the boiling region, and
Mpsc Cesc Tesc = Wi Cpge
(Tpg — Tpsc) — Qrsc (C.41)

for subcooled region.

C.3.3 Single-Channel Conservation Equations for
Secondary Side

For superheated steam, the enthalpy is a function
of both temperature and pressure.

3H ,
AH(Ts,Pg) = —— ATs
aTS 's ™= constant
dH C.42
+ ., ‘S:_ APS ( )
BPS s == constaot
aH CA3
= Cpssy ATs + APg ¢ )
31’
M 'y = WB - WSH R (C44)
From Egs. (C.36) and {C.44), we have
0Hgsy
Mo \Cps Tsg + - Psy
Psy
+ HSH[WB = Wsu| ~Vsn Psy
= (WH)g — (WH)sy + Qrsy
and,
BHSH
Mgy Cosy Tsy + 3P — V| Psy
SH
= Wy(Hp — Hgy) + Qrsy -
Let Hg - Hsy = Cpsy (Tsa — Tsy),
and
aH
Mgsu Crsg Tsy + |Mssy —— — Vs| Psy
APsy
= Qrsu + Wg Cps [TSat - Tsn] . (C.45)

The steam pressure in the superheating lump can
be described by the compressibility-adjusted ideal
gas state Eq. (C.33).

4
PsgVsy = (C.46)

Mssy = Wy — Wy,

where

!

Z" = compressibility factor,
R = universal gas constant, and
M., = molar weight of steam.

For the boiling lump,

. d
M, = E(PbAbLb):AbeI:b"}"

g
Ay Ly =2 Py = Wee — W, . (C47)
0Py

For the subcooled region,
Mgc Cpse Tsc + Hge Mg ~ VicPse

= Wrw Hrpw — Wsc Hse + Qrsc,  (C.48)

d
Mg = ar (osc Asc Lsc)
= pscAsc Lsc + Asc Lsc

dpsc p (C.49)
sc ==

- = Wy
dPsc Fw

WSC s
Asc psc Lsc Cesc Tse + Crge Tse

dosc
psc Asc Ls¢ + Asc Lsc —2— Psc
9Psc

= Vsc Psc
= (Wrw Hr — Cpsc Wsc Tsc) + Qrsc, (C.50)

Orsi = Usy Lsg (Tpsy — Tsp)

= hyymRLsy (Tpsy —Tsp), (C.51)
Org = UgLp (Tpp — Tsyy)

= hgwRLy (T'rg — Tgy),and (C.52)
Orsc = Usc Lsc (Tpsc — TSC)

= hscwRLsc(Tpsc — Tsc), (C.53)



where h = heat transfer coefficient, R =
radius of tube.

Lsg = Lypat — Lsc — Lp . (C.54)
The critical flow relationship is given by
WSH = Wsteﬂm = WS = CV P, steam
= CV P SH (CSS)
6”’3}; == CVISPSH + Psﬁacy (C56)

where Cp = valve coefficient and Cy oc valve
opening which is controlled by a control
system.

Equations (C.39) through (C.41) and (C.45)
through (C.49) form the system equations for
" the steam generator. The linearization of sys-
tem equations will provide the linear model of
the steam generator. The state variables
include

Xs = (8T psy, 6T pg, 6T psc 8T sy,
8Tsc, 8Ly SLgc 8Psx).
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The external inputs include
Uy = (BTSPI, 6W1‘ 6HFW, BWW’ 5Cy) .

The & represents variation of the variable
from reference value. In linearized equations,
some variations of system parameters are not
chosen as state variables, but they can be
expressed as a linear combination of state
variables.

The linearized system equations for the
steam generator can be put more conveniently
into the form

TXS = MXS + Nus

where T and M are two 8 X 8 coefficent
matrices and N is a 8 X 5 perturbation
matrix,

(C.57)

Xs=T "M Xg+ T "N ug
or
Xs = Ag Xs + Bgug .
The linear models for turbine and feedwater

subsystems are not finalized and are not
included in this report.
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APPENDIX D. PROCEDURE FOR CLOSED-LOOP OPTIMAL CONTROL

One can make optimal controls completely closed

loop with the following procedure:

Substituting Eq. (4.15) in Eg. (4.14), one obtains
&= (4~ S K g (¢)i

N
- Ki Ci 2 LU’XJ

i==1

N .
- 3 THCT(K; X, — g; (1)
j.-.».»[

or
g=—(4—SK+CL)T, -~ (KCL
+LTCT KX, g(t) =0
which has a solution
gli) =B, (1,1,) g(t,) —

ENRCL + LT CT K(v)X () ]1dy
= M{T.0)X().

For complete derivation, please see Jamshidi 1983.
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For an infinite time regulator, M is constant
whereas X and g are not. Thus, if the values of X
and g are recorded at first » time points very close
to t,, M can be determined as follows:

Form the matrices G = [gft,, g(t;).... g(t,)] and X
= [x(t,),... X(t)], G = MXor M = GX L These
computations can be done off line.

Note that if a time-varing M is desirable (for finite
terminal time T'), it is possible to solve the problem
with n initial conditions, that is X{z,), X(t, + 1),..
and from n X n time dependent matrices G(t) and
X{(t) to find M(t) for each integration step.

The closed-loop control for the composite system
can be formulated by

u=—RI'BTKX-R VBT MX

= —~RIBT(K + M)X = ~FX

The matrices R, B, K, and M are obtained from
decentralized calculations. The gains are computed
off-line, the -on-line calculations for real-time
closed-up loop control is minimal. ‘
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