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THERMAL MASS ASSESSMENT 

An Explanation of the Mechanisms by Which Building 
Mass Influences Heating and Cooling Energy Requirements 

K. W. Childs 
G. E. Chirville 

E. L. Bales 

ABSTRACT 

The influence that building mass has on energy consumption for heating and cooling has 
been the subject of some controversy. This controversy is, in part, due to a lack of under- 
standing of the heat transfer mechanics occurring within a building and of how they affect 
energy usage. This report offers a step-by-step development of the principles of heat trans- 
fer in buildings as they pertain to thermal mass. The report is targeted for persons who are 
unfamiliar with the topic of thermal mass, but who possess some technical background. 

It is concluded that for the mass of a building to reduce energy usage, the building must 
undergo alternating periods of net energy gain and loss. In other words, during the heating 
season the indoor temperature must at times float above the thermostat set point tempera- 
ture to reduce energy eonsumption. During the cooling season, the indoor temperature must 
occasionally drop below the set point temperature. 

Other issues addressed include the effects of mass on peak loads, equipment cycling, 
thermostat setback, and comfort. Strategies to maximize benefits of mass are discussed. 

1, INTRODUCTION 

The effect that  the mass of a building (commonly referred to as its thermal mass) has on 
its heating and cooling energy consumption has become the topic of some discussion and 
controversy. To resolve this issue, investigators have taken two primary paths: experimenta- 
tion and analysis (primarily computer simulations). While these approaches are valuable in 
resolving the issue, they may not in themselves foster an understanding of the u ~ d e r ~ y ~ n g  
principles. There is nothing magical about thermal mass. Any energy savings which may 
occur are the result of heat transfer mechanisms which do not require one to be an ex - 
pert to understand. 

The main thrust of this report is to provide an understandable, step-by-step development 
of the principles of thermal mass. I t  is assumed that the reader is unfamiliar with thermal 
mass, but does possess some technical background. We begin with some basic concepts and 
definitions and build on them by introducing additional complexities. In this manner we 
hope to develop in the reader an intuition for the topic. For this reason, the number of equa- 
tions presented is kept to a minimum; rather, intuitive explanations are given where possi- 
ble. 

Chapter 2 presents the basic concepts and definitions and begins the building process. In 
Chap. 3 these concepts are applied in explaining the effect of mass on energy usage for heat- 
ing and cooling buildings. In Chap. 4 issues concerning the effect of thermal mass other 
than those pertaining to a direct reduction in cooling or heating load are discussed. 

Appendix A gives synopses of several papers which pertain to thermal mass. The appen- 
dix is representative of work being done; i t  is not all inclusive. Appendix €3 presents a bibli- 
ography on thermal mass, which offers a starting point for the reader who is interested in 
exploring the subject further. 

1 
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2. CONCEPTS AND DEFINITIONS 

In this chapter, some fundamentals of energy transfer in a building will be presented as 
well as the influence of mass on them. The two areas covered are (1) the flow of energy 
through the building envelope and the effect mass has on this energy flow, and (2) the stor- 
age of energy in mass for later utilization. This chapter will not address the energy usage of 
a building as a whole, but will lay the necessary foundation for that  discussion, which 
appears in Chap. 3. 

2.1 Units and Definitions Used in Heat Transfer 

A note about units is in order before proceeding. In this report, metric, or SI,* unik will 
be given precedence. However, since English or engineering units are still widely used in 
this field, all quantities will also be given in English units in parentheses following the 
value in SI units. Table 2.1 gives some common SI units and their English equivalents. 

In order to understand the following discussions, it will be helpful to present some defin- 
itions a t  this point. 

Building envelope - the portion of a building which separates the interior conditioned 
space from the exterior environment. It includes a building's walls, roof and ceiling, and 
floor. The building envelope affects the flow of energy between the interior space and the 
exterior environment. 

Table 2.1. SI and English Unite 

Quantity SI unit English unit 
Conversion 

factor 

Energy 

Energy rate (power) 

Length 

Area 

Volume 

Temperature 

Absolute temperature 

Change in temperature 

Mass 

Density 

Helit capacity 

Joule (J) 

Joule/s or watt (W) 

Meter (m) 

Square meter (me) 

Cubic Meter (m3) 

Degrees Celcius ("C) 

Kelvin (K) 

"C: or K (1°C = 1 K) 

Kilogram (kg) 

kg/m3 

J1kg.K 

British thermal unit (Rtu) 

B W h  

Foot (ft) 

Square foot (ft2) 

Cubic foot (ft3) 

Degrees Fahrenheit ( O F )  

Degrees Rankine ( O R )  

"F or "K (1°F = 1"R) 

Pound mass (Ib,) 

lb,/f@ 

Btu/lb,. "E' 

1 Btu = 1055 J 
1 Btu/h = 0.293 W 

1 ft = 0.3048 m 

1 ft2 = 9.a x IOP m2 

1 ft3 = 2.832 x 

O F  = l.X-"C 4- 32 

m3 

"R = 1.8.K 

O R  = 1.8.K 

1 Ib, = 0.454 kg 

1 Ib,/ft3 = 16.02 kg/m3 

1 Btu/lb,."F = 4187 J1kg.K 

Heat - defined by engineers as energy transferred because of a temperature difference. 
However, in general usage, the terms heat and energy are used interchangeably. In this 
report, the more general definition is used. 

Heat f lax  or energy flux - the amount of energy flowing through a unit area in a time. 
The usual units are J/s.m2 or W/m2 (Btu/h.ft2). To determine the total amount of energy 
that flows through a surface in a given time, the heat flux is multiplied by the time of inter- 
est and the total area of the surface. 

*From the French Le Systhme International d'Unit6s (International System of Units). 
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Three basic properties of a material are of importance in thermal analyses: density, spe- 
cific heat, and thermal conductivity. 

Density - the mass of material which fills a unit volume. Normal units are kg/rm3 
(lb,/ft3). Density is given the symbol p. 

Specific ka t  - the quantity of energy required to produce a temperature change in a 
mass of material. Normal units are J/kg. K (Btu/lb, . O F ) .  To determine the total amount of 
energy which must be added or removed from a material to change its temperature a given 
amount, the specific heat of the material is multiplied by its mass and the temperature 
change. Specific heat is given the symbol c .  

Themzal conductivity - a measure of the ability of a material to conduct heat. The con- 
ductivity is the heat flux which will occur through a unit thickness of material whose two 
surfaces are at a unit temperature difference. Typical units are (W/m2)/n/K or W/m . K 
[(Btu/h. ft2)/ft/"F or Btu/h. f t  - O F ] .  Thermal conductivity is given the symbol k. This is fur- 
ther discussed in Sect. 2.2.1. 

The thermal properties of several common building materials are presented in Table 2.2. 

Table 2.2. Propertiers of common building materials 

Conductivity Density Specific heat Thermal diffusivity 

Material (data  source) W/m.K Rtu/h.f t ."F kg/m3 lb/ft3 J/kg.K Btu/lb,.OF m2/s ft2/h 
~ _ . . . _ _ _ _ _  - 

Normal-weight concrete" 

Structural lightweight concrete" 

Insulating lightweight concreten 

Building brick* 

Face brickb 

Mineral fiber5 
(loosefill) 

Glass fiberboardC 
(resin binder) 

Expanded polystyrene' 

Steel' 

Wond' 
(fir, pine, or similar soft wood) 

Gypsum hoard' 

1.90 1.10 

0.61 0.35 

0.14 0.083 

0.73 0.42 

1.30 0.75 

0.048 0.028 

0.042 0.024 

0.029 0.017 

45.3 26.2 

0.12 0.067 

0.16 0.093 

2320 

1600 

480 

1920 

2080 

9.6 

240 

35 

7830 

510 

800 

145 

100 

30 

120 

130 

0.6 

15 

2.2 

489 

32 

50.0 

795 

921 

lo00 

921 

lo00 

712 

712 

1214 

502 

1382 

1089 

0.19 1.0 X 0.040 

0.22 4.1 X 0.016 

0.24 2.9 X 10 0.012 

0.22 4.1 X 0.016 

0.24 6.2 x 10-7 0.024 

0.17 7.1 X 0.275 

0.17 2.4 X 0.0094 

0.29 6.9 X 0.0267 

0.12 1.2 X 0.446 

0.33 1.6 x 10-7 0.m3 

0.26 1.8 X 0.0072 

"Portland Cement Association, Construction Technology Laboratories. 
*Brick Institute of America. 
'ASHRAE Handbook of Fundamentals. 

2.2 Heat Conduction Through the Building Envelope 

Heat is transferred through the building envelope primarily by conduction. When voids 
or cavities are within the envelope, two other mechanisms may be involved: natural convec- 
tion and radiation. In the subsequent discussion, it is assumed that conduction i s  the only 
means of heat transfer through the envelope. 
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Heat transfer by conduction is governed by Fourier’s law of heat conduction, which can 
be written as 

where q is the heat flux, k is the thermal conductivity, and d T / &  is the temperature gra- 
dient. The minus sign is necessary to ensure that the equation agrees with the true physical 
behavior where heat flow is from the higher temperature toward the lower temperature. 

2.2.1 Steady-State Heat Conduction 

If the temperatures on both sides of a wall remain unchanged for a long period of time, 
the heat flux through the wall will approach some constant value. Once the heat flux attains 
this constant value, it will not change if the temperatures on its surfaces remain unchanged. 
This condition in which temperatures do not change with time is referred to as steady state. 

Figure 2.1 presents the steady-state temperature profile through a homogeneous wall of 
thickness L.  One surface of the wall is maintained a t  temperature, TI,  and the other surface 
is maintained a t  a lower temperature, T2. Heat flows through the wall from the higher to 
the lower temperature side. The temperature gradient for one-dimensional conduction can 
be written as 

By application of Fourier’s law of heat conduction, the heat flux through the wall can be 
determined as 

ORNL.-DDWQ 82 8188 

L x  I x=o x = L  

Fig. 2.1. Steady-state temperature profile in a wall. 
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This can be rewritten as 

q = UAT 

where the quantity U (U = k / L )  is referred to as the conductance of the wall, and AT 
is simply the temperature difference across the wall (TI - Tz).  The heat flow is always 
from the high to the low temperature side. The units of conductance are W/m2.K 
(Stu/h .ft2. O F ) .  The conductance of a wall is the heat flux which occurs through that wall 
when there is a unit temperature difference across it. 

This is often written in the form 

where R (K --- l/U) is referred to as the R-value, or thermal resistance of the wall. 
This form is convenient for multilayer walls since an overall R-value can be determined by 
summing the R-values for each layer. Thus, for a multilayer wall with .n. layers, 

The R-value has units of ni2.K/W (h.ft2-"F/3tu). In steady state, two slabs with the 
same R-value will conduct the same amount of heat even though the thicknesses and rnateri- 
als may differ. Thus, only the R-value needs to be known to describe the behavior of a wall 
under steady-state conditions. 

2.2.2 Transient Heat Cornduction 

Unfortunately, the simple analogy just developed is valid only for steady-state heat con- 
duction. To illustrate what happens in non-steady-state (transient) heat flow, consider a 
homogeneous wall, which is initially a t  a uniform temperature. If, at time zero, the tempera- 
ture of one surface is suddenly raised to a higher value and the other surface is maintained 
a t  the initial value, the temperature profile through the slab will develop as shown in Fig. 
2.2. Part (a) of Fig. 2.2 shows the initial uniform temperature. Part (b)  shows the tetnpera- 
ture profile a t  the instant the surface temperature is raised. The rest of the slab has not 
had time to react and is still a t  the initial temperature. Parts (c) through (e )  show the tem- 
perature profile at various stages as it progresses through the slab. Finally, in part 0, the 
transient is complete and steady-state conditions have been established. 

Fourier's law of heat Conduction 
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Pig. 2.2. Development of temperature profile in a wall following B change in one 
surface temperature. 

is still valid, but a t  any time during the transient, the gradient d T / &  is different a t  vari- 
ous locations in the wall until steady-state conditions are established. The heat fluxes a t  the 
two surfaces of the wall can be determined from the temperature profiles and from 
Fourier’s law. These heat fluxes plus the heat flux arrived a t  by the steady-state calculation 
are plotted in Fig. 2.3. This figure shows that not only do the surface heat fluxes not agree 
with the steady-state value, they also do not agree with each other until steady-state condi- 
tions are reached. Thus, if a steady-state calculation were used to predict the heat flow 
through a slab, i t  could result in a considerable error. In fact, the expression “heat flow 
through a wall” does not even have a clear meaning in a transient case since at any time the 
heat flow is different at different positions in the wall. What would normally be of interest 
is the heat flow at one of the surfaces (usually the inside surface of B wall since this 
represents the amount of energy entering or leaving the conditioned space). 
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Pig. 2.3. Heat flux on surface of a wall following a change imp one surface te 
ture. 

The average temperature of the wall before the transient began was T2. When steady- 
state conditions are reached, the average temperature of the wall is (T I  + T2) /2 .  The 
amount of energy required to cause this change in temperature is 

Tl - T2 
2 = pcA,L -- 

T2 I 
, 

where 

pc = heat storage capacity per unit volume per degree 
temperature change ( p  = density, c = specific heat), 

V = A,L = volume of material (A, = surface area, 1, = thickness), 

Ti - TZ 
. . . . ...... .. . . . - - average temperature rise of material. 

2 



9 

Steady-state conditions cannot be attained until at least an amount of energy, &, suffi- 

Rearranging the previous equation gives 
cient to give the steady-state temperature profile has been conducted into the wall. 

This form is used because i t  gives the energy storage per unit surface area of the wall, and 
the total area of wall need no longer be considered for now. The only properties of the wall 
appearing on the right-hand side of the equation are p ,  e ,  and L. (The temperature change 
is not a property of the wall, but a condition imposed on it.) Thus, the p e L  product is ii 

measure of the wall’s ability to store energy. 
In the earlier steady-state discussion, it was shown that the wall’s U-value 

( U  = k / L )  is a measure of the rate a t  which a wall can conduct heat. Even though the 
steady-state results do not apply to the transient case, the U-value is still an indication of a 
wall’s ability to conduct energy. 

The time necessary to attain steady-state conditions is related to the ratio of the wall’s 
ability to store energy to its ability to conduct energy. 

ability to store energy - pcL 
ability to conduct energy k / L  

- - -  

pcL2 =------- 
k 

- L2 _ -  
a 

Thus, there are two properties of a wall which influence the time required to attain 
steady state: the wall thickness, L ,  and the quantity a! (a = k / p c ) ,  which is referred to 
as the thermal diffusivity. The thermal diffusivity is an indication of the speed a t  which 
the temperature profile moves through a wall. It has typical units of m2/s (ft2/h). 

An exact, analytical solution is  available for this case. However, i t  would not give the 
reader much insight into the behavior of a wall and therefore is not presented. It does con- 
firm that the quantity L 2 / a  determines the time required to achieve steady-state condi- 
tions. The greater this quantity is, the longer the time required to attain steady-state condi- 
tions. 

A wall will seldom experience a step change in its surface temperature, but there are 
periods during which the exterior surface undergoes a ramp increase in temperature. There- 
fore, walls experiencing ramp temperature increases on one side and a constant temperature 
on the other side will be examined next. This situation is shown in part (a) of Fig. 2.4. The 
heat flux a t  the inside wall surface is given in part (b). The heat flux calculated from the 
steady-state equation is also given For comparison. As can he seen in the figure, the actual 
heat flux lags behind that predicted by the steady-state equation. Taking an arbitrary value 
of heat flux, q ,  the time at which the steady-state equation would predict this value of heat 
flux, t,, is earlier than the time a t  which i t  actually occurs, t,. This difference in time is 



10 

O R N L  - DWG 82 -81 85 

I)- - - - - .BPI 

\-- INSIDE SURFACE 

TI ME 

~ . . .. .. . . ... . . . . . . - - 

PREDiCTiON BY 
STEADY -STATE 

TIME 

Fig.. 2.4. Surface temperature and heat flux history fop a wall experiencing a ramp 
temperature increase on one surface. 

referred to as a “time lag.” For a single-layer, homogeneous wall, the time lag is less than 
or equal to L2/6a .  When the transient first begins, there is no lag, but as the transient 
continues, the lag progressively becomes larger approaching the value of L2/6n.  The 
greater the value of L 2 / a ,  the longer the time lag. The time required to reach the ultimate 
lag time is also of importance. The actual lag approaches L2/6a exponentially, and, 
therefore, would take an infinite amount of time to reach it. However, for practical 
purposes, the final lag time i s  reached quite early. To determine a time when, for all practi- 
cal purposes, the lag is no longer changing, another concept is introduced. This is the con- 
cept of a “time constant.” The time constant is the time required in a transient for a value 
to reach 36.8% of its final value. After two time constants, i t  has reached 86.5% of the final 
value, and after three time constants, i t  has reached 95.0%. Therefore, after an elapsed time 
equal to three time constants, a transient is essentially complete even though i t  theoretically 
continues forever. 
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One would expect the time constant to be related to the quantity L2/a  since i t  has been 
shown that this quantity gives an indication of the time required to obtain steady state. and 
this is indeed the case. The time constant for a single-layer, homogeneous wall is L2/r2a. 

Thus, a time equal to three time constants is approximately 0.3 L2/cr. 
Next, consider an outside temperature history in which the temperature is constant up 

until a time to, undergoes a ramp increase until time tl, and then remains constant at this 
higher value. This is illustrated in part  (a) of Fig. 2.5. The corresponding heat flux history 
on the inside surface is shown in part (b). Once again the actual heat flux lags behind the 
steady-state prediction. The final value of heat flux on the inside surface will be essentially 
obtained within a time of three time constants (0.3 L2//a) after time tl, 

If, a t  some time, t 2 ,  later than tl, the outside temperature undergoes a ramp decrease 
back to the original temperature, as shown in part (a) of Fig. 2.6, the heat flux history 
shown in part (b) will result. In this case, from the initiation of the transient of time t o  until 
steady-state conditions are reached, the heat flux predicted by the steady-state equation is 
greater than the actual heat flux. The total amount of energy conducted through the wall up 
to this time is less than that  predicted by the steady-state equation by the amount 
represented by the shaded area labeled 1 in part (b) of Fig. 2.6. 
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Fig. 2.5. Surface temperature and heat flux history for a wall. 
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Fig.. 2.6. Surface t ~ ~ ~ ~ ~ ~ t ~ ~ e  land beat flux history for a wall. 

From the beginning of the ramp decrease in temperature at time t2 until steady-state 
Conditions are once again obtained, the actual heat flux exceeds that predicted by the 
steady-state equation. The difference in the total amount of energy conducted through the 
wall during this period is represented by the shaded area labeled 2 in part (b) of Fig. 2.6. 

What is of primary interest here is that area 1 is equal to area 2. The total arnoiant of 
energy that flowed through the wall from the initiation of the transient at time to until the 
original steady-state conditions were re-established is the same as that predicted by the 
steady-state equation. The steady-state equation can, thus, predict the total energy flow 
through the wall even though it  cannot predict the instantaneous heat flux at any time dur- 
ing the transient.* Since the steady-state equation involves only the wall R-value and not its 
energy storage capacity (thermal mass), i t  can be concluded that the mass of the wall does 
not affect the total energy flow through the wall under these circumstances. The mass does 
affect when the energy flow reaches the interior of the building. 

If the temperature history shown in part (a) of Fig. 2.6 is altered so that the time from 
tl to t 2  is not long enough to achieve steady state, a slightly different heat flux behavior is 
observed. Part (a) of Fig. 2.7 shows an extreme example of this in which the time interval 
from t l  to t2  is eliminated. Part  (b) gives the resulting heat flux history at the inside sur- 
face. 

In this case there is a reduction in the peak heat flux from that predicted by steady 
state, and this peak occurs at a later time than that predicted by steady-state calculations. 
These are both a result of the mass of the material. The area under the triangular shaped 

*This can be mathematically verified, but is not done so here because it is as likely to 
confuse as to enlighten the reader. 
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Fig. 2.7. Surface temperature and heat flux history for a wall. 

steady-state heat flux curve is the same as  the area under the actual heat flux curve. Thus, 
as in the previous example, the total energy flow through the wall during the transient can 
be predicted by a steady-state analysis if one knows the wall’s R-value. Also, as before, the 
actual instantaneous heat flux cannot be predicted by a steady-state analysis. 

For a homogeneous, single-layer wall, when the quantity L 2 / a  is increased, the time lag 
increases and the difference between the actual heat flux peak and the steady-state peak is 
increased. The transient is essentially completed by three time constants after time t g .  

The previous results can be generalized even more. The transients need not be made up 
of temperature ramps exclusively. For a wall undergoing any transient which eventually 
returns it to its original steady-state condition, the total heat flow through the wall during 
the transient is the same as that predicted by a steady-state type calculation. 

2.2.3 Dynamic Heat Conduction 

In an actual building the surface temperature varies continuously, and seldom, if ever, 
are steady-state conditions established. Heat transfer in this situation i s  referred to as 
“dynamic heat transfer.” 
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'Buildings are often subjected to periodic or nearly periodic conditions, during which the 
weather conditions are very similar for several days in a row. We will start a discussion of 
periodic conditions by examining a very simple, albeit nonrealistic, esse of a periodic condi- 
tion consisting of a series of triangular temperature pulses [Fig. 2.8, part (a)]. 

Before proceeding, a brief mention of the principle of superposition is in order.* One 
aspect of this mathematical principle allosvs one to take a complicated problem, subdivide it 
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. 2.8, Heat flux resulting from a series of temper 

into a set of simpler problems, and then sum the individual solutions to obtain the solution 
to the original problem. Thus, the solution to the periodic problem can be obtained as the 
sum of the solutions ~f a series of individual temperature pulses. The heat flux resulting 
from the individual temperature pulses and the total heat flux obtained from their sum are 
shown in Fig. 2.8, part (b) .  

"In order to apply the principle of superposition, the mathematical representation of the 
prohlem must be a linear differential equation with linear boundary conditions. Conduction 
heat transfer through a material whose properties are not very tepnperature-dlependent i s  
such a problem. 
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For a periodic condition such as the temperature in Fig. 2.8, part (a), a cycle is the small 
piece of the curve which is repeated over and over to produce the periodic condition. !l%us, 
the curve from the beginning of one temperature pulse to the beginning of the next one is  
one cycle. The length of t h e  required to complete one cycle is referred to as a period. A 
cycle can also be defined as beginning a t  any time and ending at a time of one period later. 

If we examine the cycle beginning a t  time t z  and ending at time ta,  we see that the heat 
flux is influenced by temperature pulses 1 and 2. The first part of the heat flux curve pro- 
duced hy temperature pulse 2 and the last part of the heat flux curve produced by ternpera- 
ture pulse 1 appear in this time interval. However, since pulses 1 and 2 are identical, the 
equivalent of all of the heat flux resulting from one temperature pulse appears in this inter- 
val. Thus, under this particular periodic condition, the total heat flux for an entire cycle (or 
any integer number of cycles) can be determined by use of a steady-state type calculation. 
The steady-state calculation cannot predict the instantaneous heat flux during the cycle, 
however. 

It was assumed for convenience in this example that the heat flux was only influenced by 
two temperature pulses. In fact, the conclusion would not have been altered if several tem- 
perature pulses prior to pulse 1 affected the heat flux. The portions of the several heat flux 
curves resulting from the temperature pubes would still have been equivalent to the heat 
flux curve resulting from a single pulse. 

Making further use of the principle of superposition, several temperature pulses of dif- 
ferent heights can be combined to produce any cycle desired (see, for example, Fig. 2.91.t 
Thus, i t  can be concluded that for any wall exposed to arbitrary periodic conditions, the 
total heat flow through the wall over a cycle (or integer number of cycles) can be predicted 
by steady-state equation. In other words, under periodic conditions, the total heat flow 
through a wall over a whole number of cycles can be determined from the R-value and the 
average temperature difference across the wall. 
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Fig. 2.9. Approximation to an arbitrary temperature variation by a sum of temper- 
ature pulses. 

?This is similar to how the response factor method, which is used in many large building 
analysis programs, works. The outdoor conditions are approximated by a series ob triangu- 
lar temperature pulses, and the heat flux is determined as the sum of the response lo all of 
these pulses. The outdoor conditions do not need to be periodic to do this. 
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Diurnal temperature variations can be approximated by a sine wave. Therefore, a more 
realistic periodic condition to examine is the behavior of a wall in which the outside surface 
temperature varies sinusoidally. The simplest case is illustrated in Fig. 2.10, where one sur- 
face temperature varies sinusoidally about a mean value and the other surface is held con- 
stant at this mean value. For this case the heat flux at the inside surface, as a function of 
time, is plotted in Fig. 2.11. For comparison, the heat flux obtained by the application ob the 
steady-state heat transfer equation is also plotted. Since the steady-state heat transfer 
equation depends only on the slab R-value an the instantaneous temperature difference, 
the flux varies as a sine wave, which is in phase with the temperature variation. 

TWO points stand out when the actual dynamic heat flux is compared to the value arrived 
at by application of the steady-state assumption. First, the actual heat flux variation i s  
sinusoidal, but i t  is out of phase with the steady-state heat flux and outside temperature 
variation. The actual heat tlux lags behind that predicted by steady state. Secondly, there is 
a reduction in the amplitude of heat flux variation. 

To illustrate the behavior of a wall under these conditions, consider a homogeneous, 
single-layer wall. This wall has an analytical solution in which the influence of individual 
parameters can easily be seen. An analytical solution for a multilayer wall is mailable, but 
i t  does not lend itself to the tutorial nature of this presentation. A brief note on multilayer 
walls will be presented later. 

The solution will not be presented here, but some results from it will be. Bath the time 
lag and the reduction in the peak heat flux are dependent on the same parameter, 

or 
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Fig. 2.11. Comparison of actual heat flux and heat flux calculated with the steady- 
state! equation. 

This is a dimensionless grouping which is the square root of the ratio of two measures of 
time. The numerator, L2/a ,  as we have seen earlier, is a measure of time required for the 
wall to thermally respond to a change. The denominator, P, is simply the time period 
required to complete a single cycle. Plots of the time lag and the ratio of maximum heat 
flux vs the parameter are given in Figs. 2.12 and 2.13, respectively. 

The development of the discussion of wall thermal behavior has now reached a point 
where the two main attributes of wall mass can be discussed. These attributes are (1) the 
reduction in the variation in the heat flux through the wall and (2) the shifting of heat flux 
from one time to another resulting from the lag produced by mass. 

For a single-layer wall the ratio of the amplitude of the actual heat flux variation to that 
predicted by a steady-state calculation can be determined from Fig. 2.13. However, it is the 
magnitude of the actual heat flux rather than this ratio which is of primary interest. This 
amplitude can be determined as 

- qmax -. actual - qmax - s.s. X heat flux amplitude ratio . 

In Table 2.3 eleven common building materials are listed along with the thickness 
required to give the same maximurn heat flux a t  the inside surface of a wall exposed to a 
sinusoidal external temperature variation. A mineral fiber wall with a thickness of 10 cm 
(3.9 in.) is used as a reference since its steady-state and dynamic behavior are virtually the 
same. The thickness of each of the other materials which would be required to give the same 
maximum heat flux is calculated by both the steady-state and dynamic methods. They are 
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Table 2.3. Thickness reqkquired to give same maximum heat flux 
at inside surface of walk of different msterinla exposed to a 

sinusoidal external temperature variation 

R~xpired Thickness 
Material predicted by steady-state Actual Thickness Requited 

[cm (in.)] [em (in.)] 

Expanded polystyrene 
Glass fiberboard 
Mineral fiber 
Wood 
Gypsum board 
Insulating lightweight 

concrete 
Structural lightweight 

concrete 
Building brick 
Face brick 
Normal weight concrete 
Steel 

.. .. .-- . 

6.0 (2.4) 
8.8 (3.4) 
10.0 (3.9) 
25.0 (9.8) 

32.9 (12.9) 
29.2 (11.5) 

136.0 (53.5) 

152.0 (59.8) 
271.0 (107.0) 
396.0 (156.0) 

9440.0 (3720.0) 

6.0 (2.4) 
8.5 (3.3) 
10.0 (3.91 
15.7 (6.2) 
18.3 (7.2) 
19.8 (7.8) 

37.4 (14.7) 

39.3 (15.5) 
5x1 (20.9) 

353.0 (1B9.0) 
70.5 (27.8) 

ranked according to the actual thickness required (that determined by the dynamic calcula- 
tion), with the thinnest first. Using this criterion, the materials with high R-values and low 
thermal mass perform the best. 

To understand why this is so, we need t o  examine the parameter JLL;2/.7pl-;;-: This can be 
expanded as 

where R ( R  = L / k )  is the wall R-value and S (S = Lpc)  is the heat storage 
capacity of the wall per square foot of surface area. From this form of the parameter, it is 
clear that increasing the R-value or the energy storage capacity (thermal mass) of a wall 
has the same effect on the heat flux amplitude ratio. However, increasing the R-value also 
reduces the maximum heat flux calculated by the steady-state equation, whereas the energy 
storage capacity does not. Thus, the R-value of a wall has more influence on the maximum 
heat flux than does the wall thermal mass, as is indicated in Table 2.3. 

The other main attribute of the mass in a wall is its ability to shift the time of occur- 
rence of the maximum and minimum heat flux through the wall to a later time. This can 
have important implications in the total energy usage of a building. These implications will 
be addressed in Chap. 3. 

Figures 2.14 to 2.16 illustrate the behavior of homogeneous walls exposed to a sinusoidal 
temperature variation on the outside and a fixed temperature on the inside. The behavior of 
nonhomogeneous walls is similar. Walls were chosen which produced lag times of 3, 6, and 
12 h. In part (u) of each figure, the actual heat flux for an entire cycle is plotted along with 
the heat flux calculated by assuming steady-state conditions always exist. In part (b), the 
change is just the difference between the actual and steady-state values. It should be noted 
that the average heat flux is not influenced by the mass. In part (b)  of the figures, the area 
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Fig. 2.26. Heat flux on inside surface of a homogeneous wall-12-h lag. 

marked with a plus sign (indicating an increase in heat flux compared to steady state) is 
equal to the area marked with a minus sign (indicating a decrease). Mass does not influence 
the average or total heat flow through the wall, but does influence when the heat reaches or 
ieaves the interior space. 

The maximum change in heat flux from its steady-state value will occur when the mass 
produces a time lag of half a period (12 h for a diurnal cycle). From Fig. 2.13 it can be 
determined that this occurs when a i s  approximately 2.2. For this value of m, 
the heat flux amplitude ratio is 0.22. The maximum heat flux a t  the inside surface is 
reduced by an amount equal to 122% of the amplitude of the variation in the heat flux 4- 
culated from steady state. Generalizing slightly, this means that the maximum difference in 
peak heat flux through a lightweight wall and a massive wall with the same R-value will be 
less than or equal to (usually much less than) 122% of the amplitude of variation in the 
heat flux through the lightweight wall. The average heat flux will, of course, be the same 
for both walls. Table 2.4 lists the thickness of various materials required to produce a lag of 
12 h and the change in the peak heat flux for a 1" maximurn temperature difference across 
the wall. The walls are ranked according to the change in peak heat flux from the largest 
change to the smallest. Using this criterion, the walls with large thermal masses and small 
R-values perform best. 

The next step in examining the behavior of a building envelope is to look at a case in 
which the surface temperature on one side varies about some mean value which is different 
from the constant temperature on the other side. In Fig. 2.17, part (a), the original problem 
is shown. In parts (b) and (c), the two simpler problems, into which the original problem is 
separated, are shown. Note that the sum of the left surface temperature from part (b) or (e) 

is equal to the surface temperature for the original problem and likewise for the right-hand 
surface temperature. 
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Note that the problem illustrated in Fig. 2.17, part (b), is a steadystate problem since 
the surface temperatures do not vary with time. The problem illustrated in part (c) is the 
problem we have just examined in which one surface te peraturcp: fluctuates about a mean 
value equal to the other surface tern rature; in this case, the mean value is zero. Thus, the 
solution to this problem is the sum of the solutions to two simpler problems already exam- 
ined. 

Table 2.4. Thicknew of material required to give a 12-b lag and 
resulting change in p e a  heat flux from the “ s t ~ ~ ~ ” s t ~ $ ~ ”  value 

Change in Peak Heat Flux 
.............. -.. 

.- Material Thickness ............... 
for 1°C amplitude for 1°F amplitude 

cm in. (W/m2) (Btu/b .ft2) 
. 

Steel 226.0 88.8 25.0 4.3 
Normal weight concrete 65.1 25.6 3.6 0.63 
Face brick 51.3 20.2 3.1 0.54 
Building brick 41.7 16.4 2.1 0.37 
Structual lightweight 41.7 16.4 1.8 0.31 

concrete 
Gypsum board 27.9 11.0 0.70 0.12 
Wood 26.0 10.2 0.56 0.096 
Insulating concrete 35.1 13.8 0.49 0.088 
Glass fiberboard 31.9 12.6 0.016 0.028 
Expanded polystyrene 54.1 21.3 0.065 0.126 
Mineral fiber 174.0 68.5 0.034 0.006 
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The heat flux at the inside surface is made up of two components: a constant heat flux 
which depends only on the R-value and the average temperature difference across the slab, 
and a fluctuating heat flux. It has already been noted that over an entire cycle there is no 
net energy flow a t  this inside surface due to the fluctuating component of the outside sur- 
face temperature. Thus, the total heat flow at the inside surface of a wall over a cycle is not 
influenced by the mass of the wall, but only by its R-value. The peak heat flux and the lag 

time are influenced by both the R-value and the thermal mass of the wall. 
The lag time is not influenced by the steady-state portion of the problem. Thus, the lag 

time is the same as it would have been if only the fluctuating portions were present. As 
before, the lag time increases when either the thermal mass or R-value of the wall is 
increased. 

The peak value of heat flux is influenced by both the steady-state and fluctuating por- 
tions of the problem. The peak heat flux is the sum of the steady-state component and the 
amplitude of the fluctuating component. The influence of the R-value and thermal mass on 
the amplitude of the fluctuating component has already been addressed. The steady-state 
portion of the heat flux is proportional to the R-value and is not affected by the thermal 
mass. Two slabs of equal thickness, composed of different materials having the same value 
of thermal diffusivity, will experience the same time lag, but different average and peak 
heat fluxes. A material with lower conductivity (consequently, a lower pc product since 
k / p c  is constant) will experience both a lower average and a lower peak heat flux. 

The R-value of a wall has a greater impact than does its thermal mass on the heat flux 
a t  the inside surface. This is because the thermal mass influences only the fluctuating com- 
ponent of this heat flux, whereas the R-value influences both the average and fluctuating 
components and has a greater impact on the fluctuating component than does the thermal 
mass. 

2.2.4 Multilayer Slabs 

For steady-state heat flow through a slab, going from a single layer to multiple layers 
does not greatly complicate matters. The steady-state equation for heat flow through the 
slab is still valid except the R-value for the entire slab must be used. The R-value for the 
entire slab is simply the sum of the R-values for the individual layers. 

For a fluctuating temperature on one side of the slab the phase lag and the heat flux 
amplitude ratio depend on the dimensionless grouping m. Unfortunately, when going 
to a multiple layer slab, there is not a simple grouping such as this which determines the 
phase lag and amplitude reduction. The sum of this dimensioaiess group for all of the layers 
can, however, be used to arrive at an approximate value of lag and amplitude reduction. 
Arurni, of the University of Texas, has done work in this area. His work is discussed jn 
Appendix A. 

2.3 Recoverable Energy Storage 

When there are changes in the interior conditions of a building, heat can flow into and 
be stored in the building envelope or interior partitions or other mass in contact with the 
interior air space. Under certain circumstances this energy can later be recovered by the 
interior air space. Thus, the “recoverable energy storage,” i s  energy storage and subsequent 
recovery produced by variations in the interior conditions of a building. 
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In the discussion of heat flow through a wall, it was mentioned that energy was stored in 
the mass, and this influenced the heat flow through the wall. This was a situation where the 
enerky storage resulted from changing conditions on the outside of the wall. 

Energy can be transferred to ~nass for storage only when some temperature in its sur- 
roundings is higher than the surface temperature of the mass. When the surrounding air is 
at a higher temperature than the mass, heat is transferred from the air to the mass by con- 
vective heat transfer. When there is a surface at a higher temperature within line-of-sight 
of the mass, heat is transferred from the hotter surface to the mass by radiative heat trans- 
fer. This surface need not be inside the building. In fact, the sun shining through ;a window 
may be the most important source of radiative heat transfer. Air is virtually transparent to 
radiative heat transfer and is, thus, not heated by it. 

Interior air can recover energy from the mass by convection when the air temperature is 
lower than the mass temperature. The maas can also lose enerjg by radiation when there is 
another surface at a lower temperature. However, since this radiative energy does not heat 
the air, this energy i s  not immediately recovered by the interior air. There is a further dis- 
cussion of the differeaces between convectively coupled and radiatively coupled mass in Sect. 
2.3.2. In Sect. 2.3.1 the primary concern will be with the conduction of energy within the 
mass and not the mechanism by which it arrives a t  the surface of the mass. 

The recoverable energy storage can have an effect on the energy usage of a building since 
the energy gains and losses may not have an immediate impact on the interior air tempera- 
ture. This is discussed in Chap. 3. 

2.3.1 Heat Conduction in Storage Mass 

Figure 2.18 shows how the temperature profile develops with time in a wall when the 
temperature on one surface undergoes a step change in temperature at time to and the other 
surface is insulated so that heat is not lost through it. The amount of energy stored at a 
temperature above the initial temperature is indicated by the shaded areas in Fig. 2.18. The 
stored energy per unit surface area is proportional to this shaded area and to the pc product 
for the wall. The shaded area is equal to the average temperature rise times the wall thick- 
ness. As has already been noted, the speed a t  which the temperature profile develops is 
determined by the thermal diffusivity, a, of the material. In a material with a large thermal 
diffusivity, the temperature profile will develop quickly. Since the thermal diffusivity i s  
k / p c ,  the temperature profile will develop more quickly in a material with a small pc prod- 
uct However, a material with a small pc product will not store as much energy per unit 
volume as one with a large pc for a given temperature rise. Thus, the thermal diffusivity is 
not a good indicator of how rapidly thermal energy penetrates the wall. Another parameter, 
which does indicate the speed at which energy penetrates the wall during a transient, is 
given by the produet kpc and is called the thermal penetration property. 

A wall will not complete the transient shown in Fig. 2.18 under normal circumstances 
since surface conditions will probably change before this occurs. Thus, the speed at which 
energy can get into the mass i s  of primary importance since there is limited time to accom- 
plish this energy storage. A material with the largest thermal penetration property will 
usually store the most energy. 

If, at t h e  t2 [Fig. 2.18, part (c)], the surface temperature were to drop back to its origi- 
nal value, the transient of Fig. 2.19 would ensue. At time t 3  heat is flowing out of the sur- 
face. Because heat flows down the temperature gradient (from higher temperature to lower), 
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there i s  still heat flowing into the wall from the location of maximum tcmperraturre. At time 
t4  more energy has flowed out of the wall. The temperature profile, still contains a hump, 
but i t  i s  smaller than previously and has moved further into the wall. At time t 5  the tran- 
sient is complete. When the temperature profile in the wall is viewed with passing time, it 
appears that a temperature wave begins at the surface and travels through the wd1, 
decreasing in amplitude as it goes. 

The maximum energy which can be m to red in a wall pes unit surface area is 

where k, is the walll thickness and ATssurface is the rise in the wall siarface temperature above 
some reference temperature. However, this amount of energy storage can occur only if 
there is sufficient time for the temperature change to M l y  penetrate the wall (refer to Fig. 
2.18). Of greater concern is the amount of energy that actually will be stored in a wall and 
subsequently recovered when the surface experiences a continually changing temperature. 

A simple model helps explain the actual energy stored in a wall under dynamic condi- 
tions. This model consists of a wall made up of a single layer of a homogeneous material. 
The back surface is insulated, and the front surface undergoes a sinusoidally varying tern- 
perature change with period. Under these conditions, heat goes into the wall during half of 
each period and flows back out during the other half. This problem, fortunately, has an 
exact analytical solution. This solution is, however, rather complicated, so only the results of 
the solution will be presented. 

Of primary interest i s  energy storage for a diurnal (2.4-h) cycle. In Fig, 2.28, the actual 
energy storage for a diurnal cycle with a 1" change in surface temperature is presented for 
eleven different materials for varying wall thickness. The effect of wall thickness on the 
amount of energy stored is surprising. With a thin wall, increasing the wall thickness 
increases the energy stored almost linearly, as expected. However, with further increases in 
thickness, the energy stored goes through a maximum value and then actually decreases 
slightly. The maximum energy storage occurs when L = 1~2&p/y. Wall thickness 
greater than this gives no additional energy storage benefit and actually reduces ene~gy  
storage. The physical explanation for this is that heat stored in this wall from previous days 
is trying to flow out of the wall and interferes with current heat flow into the wall. 

Another interesting point is that for thin walls, the wall having the largest pCp product 
stores the most energy, but for thicker walls, the wall having the largest kpCp product 
stores the most energy. In Fig. 2.20, this is illustrated by comparing the wall of normal 
weight concrete and the wall of face brick. A thin wall of face brick, which ha3 the higher 
pCp, stores more energy than the normal weight concrete wall. However, a thick concrete 
wall, which has the higher kpCp, stores more energy than a face brick wall. 

Also of interest is the energy stored in walls over intervals shorter than diurnal cycles. 
Fig. 2.21 shows energy stored in various walls for a sinusoidal temperature variation with a 
period of 1 h. The shape of the curves is the same as for diurnal variations, but the peak 
energy stored is less and occurs at a lesser wall thickness. 

Table 2.5 gives the thickness which gives the maximum energy stored for 24- and I-h 
cycles. This gives the maximum thickness which one W Q U ~ ~  want for a storage wall. To use 
Fig. 2.20 or 2.21 for walls where both surfaces are used for energy storage, use the following 
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Fig. 2.20. Energy stored in walls of various materials for a lo change in surface 
temperature-sinusoidal variation with a 24-h period. 
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Normal weight concrete 

Structural lightweight concrete 

Insulating lightweight concrete 

Building brick 

Face brick 

Mineral fibera (loosefill) 

Glass fiberboarda (resin binder) 

Expanded polystyrene* 

Steel 

Wood 

Gypsum board 

20.2 8.0 4.1 1.6 

12.8 5.0 2.6 1.0 

10.7 4.2 2.2 0.9 

12.8 5.0 2.6 1.0 

15.7 6.2 3.2 1.3 

52.7 20.8 10.8 4.2 

9.9 3.9 2.0 0.8 

16.4 6.5 3.4 1.3 

67.6 26.6 13.8 5.4 

8.2 3.2 1.7 0.7 

8.5 3.4 1.7 0.7 
_____ 

*Meaningless since these materials would never be 
used for energy storage. 

procedure. Take half the wall thickness, read energy stored from Fig. 2.20 or 2.21, and $ow 
ble this value. In Table 2.5, simply double the values liste 

Generally speaking, the best allocation of energy storage inass is to maximize the surface 
area and minimize the thickness. It shoiild be pointed out that  any mas5 in contact with the 
interior air of a building is utilized for energy storage. This includes interior partitions, fur- 
nishings, any mass included expressly for this purpose, and mass in the building envelope, if 
it is not isolated from the interior by insulation. 

rps of Radidntively and ConvectivePy Coupled Mass 

When a heat source directly heats the air, and the air, in turn, heats the inas5 by convec- 
tive heat transfer, the mass is said to be convectively coupled to the heat source. Examples 
of heat sources in which this is the primary mechanism of transferring heat to the mass are 
people, appliances, electronic equipment, and, to a large degree, incandescent lights. 

The transfer of energy Proin the air to the mass is described by Newton's law: 

where 

¶ 
h = convective heat transfer coefficient, 

A = surface area of mass, m2 (ft2), 

= rate a t  which energy is transferred to the mass, W (Btdh) ,  

W/m2. K (Btu/h . €t2"F), 
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Tair = air temperature, K ( O F ) ,  

Tsurface = surface temperature of the mass, K ( O F ) .  

The heat transfer coefficient, h, depends on severaI quantities including air velocity near 
the surface; the surface orientation, texture, and size; and the temperature difference 
between the surface and the air. For vertical walls in a room with still air, the value will be 
of the order of 6 W/m2-K (1 Btu/h.ft2- O F )  or less. 

For a room which contains a constant uniform heat source, an exact analytical solution 
can be obtained for the temperature of the mass and air. Some simplifying assumptions are 
made in obtaining this solution. They are: (1) all of the energy supplied by the source is 
stored as sensible heat in either the mass or the air; (2) the air temperature is constant 
throughout the room, but varies with time; (3) the mass temperature is constant throughout 
the entire mass, but varies with time; and (4) the heat transfer coefficient is constant. 

The rise in the air temperature and the maw temperature obtained from the exact solu- 
tions is plotted as a function of time in Fig. 2.22. The units were intentionally omitted from 
both axes since it is the general behavior which is being examined rather than a specific 
case. The shape of the curves is the same for all cases. Initially, what is observed is a rapid 
rise in the air temperature. The rate of rise in the air temperature then drops dramatically 
until the rate of rise becomes a constant value. From this time on, the temperature differ- 
ence between the air and the mass is a constant amount. 

ORNL-DWG 82-8172 

Fig. 2.22. Rise in air and mass temperature for convectively coupled mass. 

A physical explanation of this behavior is that  initially the air temperature rises rapidly 
because of its low heat storage capacity and the fact that a disproportionate amount of the 
energy is absorbed by the air. The mass absorbs very little of the energy initially because 
the temperature difference between the mass and the air is not great enough to transfer a 
large amount of heat to the mass. As the air temperature rises, this temperature difference 
increases and a larger portion of the heat is stored in the mass, which decreases the rate of 
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rise of the air temperature. At S Q ~ I I ~  point, the temperature difference between the mass 
and air becomes such that the energy storage split between the air and mass matches their 
abilities to store energy. From this point on the rate of temperature rise of both the air and 
mass will be the same. The fraction of the energy stored in the air will be 

and the fraction stored in the mass will be 

The temperature difference necessary for this to occur is 

Since (pcVmass is much, much greater than (pcVair, this can be approximated as 

By examining the curve (Fig. 2.22), i t  is clear that a good estimate of the length of time 
during which the air experiences the rapid, initial temperature rise can be arrived at  by 
assuming that all of the heat from the source is stored in the air and none in the mass until 
the previously discussed temperature difference is reached. Thus, 

or, substituting for AT, 
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An interesting result is that the time period during which the initial, rapid temperature 
rise occurs is not influenced by the rate at which energy is supplied by the source. Of course, 
the magnitude of the temperature rise is directly proportional to this rate. For a typical 
building, this time is of the order of a few minutes. 

Some conclusions can be drawn about thermal mass that is convectively coupled to a heat 
source. 

1. There is a period immediately following the initiation of the heat source when the tem- 
perature rise of the air is virtually unaffected by the presence of mass. This time can be 
estimated as 

Qsource 
2. The temperature rise experienced by the air during this period is approximately - h A '  

Thus, the presence of mass does not moderate short-term temperature rises of this mag- 
nitude or less, but does moderate larger temperature rises. 

3. This initial air temperature rise occurs before there is any significant energy storage in 
the mass. 

4. The rate of air temperature rise after the initial jump is 

When energy is transferred directly to the mass from a high-temperature source by radi- 
ation heat transfer, the mass is said to be radiatively coupled to the source. As the tempera- 
ture of the mass rises, i t  heats the surrounding air by convection. The most obvious example 
of this type of souree is solar gain through windows. As with the convectively coupled mass, 
an exact analytical solution is possible when a similar set of assumptions is made. 

The rise in the air and mass temperatures obtained from the exact solution are plotted 
as a function of time in Fig. 2.23. In this case the mass temperature increases a t  a fairly 
constant rate, and the air temperature follows the mass temperature very closely. There is 
no dramatic, initial air temperature rise as with the convectively coupled mass. After the 
initial part of the transient, the temperature difference between the mass and the air is con- 
stant. 

A physical explanation of this behavior is very similar to that for the convectively CQU- 

pled case. The mass is heated directly, but its temperature rises slowly because of its large 
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capacity for energy storage. Very little energy is transferred to the air initially because of 
the small temperature difference between the mass and air. As more energy is stored in the 
mass, this temperature difference increases until i t  reaches a value where an energy flow 
balance occurs. Thus, the rates of energy storage in the mass and air are proportional to 
their abilities to store energy, and their rates of temperature increase will be the same. 

ORNL-DWG 82-8171 
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Fig. 2.23. Rise in air and mass temperature for radiativcly coupled mass. 

However, since the air’s ability to store energy is small, a large air-mass temperature 
difference i s  not required to obtain this energy flow balance. The value of this temperature 
difference is 

Qsouree (PCVair A T = -  ~ 

hA bCV)rnass +- bCV)air ’ 

By assuming that all of the energy is stored in the mass and none in the air until this 
temperature is reached, an approximation of the time required can be made. Doing this 
yields 

or 

This is the same time estimate arrived a t  for the initial, rapid temperature rise for the con- 
vectively coupled mass. 
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The mass and the air are essentially a t  the same temperature since AT is so small. The 
rate of temperature rise for the mass and air can be estimated as 

Some conclusions can be drawn about mass that is radiatively coupled to a heat source. 

1. The temperature of the mass rises a t  a relatively constant rate and the air temperature 
closely tracks it. The rate of temperature rise is 

and the temperature difference between the mass and air is 

2. Radiatively coupled mass is effective at moderating short-term increases in air temper- 
ature. 

If the amount of energy emanating from a radiatively coupled source and a convectively 
coupled source is the same, then the quantity of energy stored will be equal in both cases. 
However, the case with the convectively coupled source will experience a greater increase in 
air temperature than the case with a radiatively coupled source. A greater air temperature 
rise bas implications affecting both comfort and energy usage. These are also addressed in 
subsequent sections. 
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3. HEATING A D COOLING LOADS 

The preceding chapter discussed the influences that mass in the building envelope and in 
the interior of a building have on energy flow and energy storage. This chaptw will dimcuss 
how this behavior influences the amount of energy needed to maintain the desired eondi- 
tions inside a building. 

Several points should be made prior to beginning the discussion so that confusion on the 
part of the reader may be avoided. 

1. It is assumed that the average daily outdoor temperature remains fairly constant for a 
p e r i d  of a t  least a few days. Thus, the environment that the building is exposed to can 
be assumed to be reasonably periodic. Nonperiodic conditions (e.g., warming or cooling 
trend, cold snap, heat wave) will be briefly discussed later. 

2. ““Heating/cooling energy or load” refers to the amount of energy which must be supplied 
to or removed from the interior of a building in order to maintain the desired interior 
temperature. This can differ significantly from the amount of energy which is used by 
the heating/cooling system to accomplish this purpose. The amount of energy used by 
the heating/cooling system is influenced by the efficiency of the equipment under dif- 
ferent conditions and is beyond the scope of the current discussion. 

3. In the following discussion, the terms “envelope mass” and “interior mass” are used. 
Envelope mass is, as its name implies, the mass in the envelope of the building (Le., the 
walls, floor, ceiling). This mass produces an amplitude reduction and time lag in the 
heat flux a t  the interior surface of the building envelope due to varying outdoor condi- 
tions. Interior mass is any mass in the interior of a building (e.g., interior partitions, 
furnishings, etc.) which can be utilized for energy storage. Mass in the building enve- 
lope can also act as interior mass if it is not isolated from the interior by insulation. 

4. In this discussion, the interior conditions are assumed to be described simply by the air 
temperature. Other factors such as the humidity and the mean radiant temperature also 
are a part of the interior conditions and can influence the comfort of building occupants 
and thus have a bearing on energy requirements. This is well illustrated by a building 
in a warm, humid climate where dehumidification is as important, OF even more impor- 
tant, than temperature control. There is a section on comfort in the next chapter in 
which this issue is briefly addressed. 

3.1 Energy Gains and bases by a Building 

At any particular time the rate of energy gain or loss by the interior of a building is the 
result of several phenomena taking place simultaneously. These individual gains and losses 
may include: 

Internal gains - People, appliances, electronic equipment, and lighting all produce heat. 
Thus, all of these result in energy gain by the interior. 

Solur gain th,rmgh windows - The sun shining through windows results in energy gain 
by the interior. 

Infiltratiwn/~xf~ltrution - Whenever inside air escapes from a building, i t  is replaced by 
an equal amount of outside air. If the outside air is a t  si lower temperature than the inside 
air, the interior loses energy because the energy content of the cold outside air is less than 
that of the warmer inside air. On the other hand, if the outside air i s  warmer than the 
inside air, this process causes an energy gain by the interior. 



Heat tramrnissim through the building mv - Heat transmission throiigh the epive- 
lope can result in either a gain or a loss by the interior at a particular time, depending on 
the inside and outside conditions at that and prior times. The most important factors are 
inside and outside temperatures, radiation effects on the outside surface (solar gain, radia- 
tion to night sky, etc.), and the properties of the portion sf the envelope of interest (R-value, 
mass, etc.). 

Energp storage in intmkw n w s  - Any energy going into storage mass represents a loss 
of energy by the interior air. When energy i s  transferred from the mass to the air, energy is 
gained by the interior air. 

The instantaneous sum of these rates of gains and losses gives the rate at which energy 
must be supplied to or removed from the interior of a building to maintain a constant inte- 
rior air temperature. 

A discussion of the influence of mass on total energy requirements can become quite 
complicated. Therefore, the discussion will begin with a simple case in which no heating or 
cooling is supplied and the interior air temperature is allowed to float freely. Then, a case in 
which the interior air temperature is held constant wil! be examined. Finally, a case is dis- 
cussed in which the interior air temperature is controlled so that it does not go outside a 
specified band of temperature, but i t  is allowed to float within this band. 

Obviously, if the interior air temperature is allowed to float freely, mass cannot affect 
energy usage since energy is neither supplied to nor removed from the interior by the 
heating/cooling system. Nonetheless, the effect of mass on the variation in the floating inte- 
rior air temperature is of interest in itself, as well as being a, good foundation for the subse- 
quent development of the discussion for the cases where heating or cooling is supplied. 

Any net energy gain will result in a rise in the interior air temperature of a building. 
Similarly, a net energy loss results in a drop in the interior air temperature. Although this 
may appear to be stating the obvious, the important point is that interior air temperature 
changes are the resalt of instantaneous net energy gains or losses by the interior. Envelope 
mass influences the instantaneous energy flow through the envelope, and interior mass can 
influence instantaneous energy gains and losses by the air. Thus, mass has an influence on 
the temperature swings experienced by a building with a free-floating interior air tempera- 
ture. 

As a point of reference, consider a very light building that does not have a mass effect. 
The interior air temperature will fluctuate about some mean value. This mean interior air 
temperature will normally be above the average outdoor temperature due to internal gains 
and solar effects. Under usual conditions, solar gain through windows, infiltration, and heat 
transmission through the building envelope will all represent energy gains by the interior 
during the daytime. At night the outdoor temperature drops, and the windows now allow, by 
Conduction, a net loss by the interior. Infiltration is now a net loss by the interior as i s  heat 
transmission through the envelope. Internal gains also normally result in more energy gain 
in the daytime than at night. 

The result of this is that all of the major sources of energy gain or loss by the interior 
are in phase with each other. That is, they all produce an energy gain by the interior during 
the daytime, and at night they all result in an energy loss (or at least a lesser energy gain). 

Figures 2.14, 2.15, and 2.16 show that mass in the envelope can shift the occurrence of the 
maximum heat flux through the envelope, thus making i t  out of phase with the other gains 
and losses. There is less energy gain by the interior during the daytime and less energy loss 
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by the interior at night. Since these energy gains and losses cause the temperature swing, a 
building with a more massive envelope will have less variation in the interior air tempera- 
ture. 

Interior mass can have a further effect on the temperature swings. During periods of net 
energy gain, the interior air temperature will rise above the temperature of the interior 
mass. Energy will be transferred from the air to the mass, limiting the air temperature rise 
to a lesser amount than if no interior mass were present. When a following period of net 
energy loss by the interior is encountered, the air temperature will drop below the mass 
temperature. Energy transferred from the mass will limit the temperature drop to less than 
would have occurred if the interior mass were not present. 

If, during a period of net energy gain by the interior, the interior mass i s  radiatively 
heated (for example, by solar gain), the mass will absorb some of the energy which would 
otherwise have heated the air. The behavior of the radiatively heated mass is similar to that 
just discussed, but it is more effective at reducing temperature increases. This is because in 
convectively coupled mass the interior air temperature must rise before energy can be 
transferred to the storage mass. 

Both envelope mass and interior mass have the capability of reducing temperature 
swings in a building whose interior air temperature is allowed to float. 

3.3 Fixed Interior Air Temperature 

In this section the influence of mass on energy usage is discussed for the case in which 
the interior air temperature is maintained at a constant value. At any time it is unlikely 
that the sum of all of the energy flow rates will result in no net energy gain or loss by the 
interior. Therefore, the building heatingicooling system must either supply energy to or 
remove energy from the interior to bring about the energy balance required to maintain a 
constant interior temperature. 

Once again, i t  is convenient to use a hypothetical lightweight building which has no mass 
effect as a base case for comparison. If the sum of all the individual rates of energy gain 
and loss for such a building is plotted as a function of time, a graph similar to Fig. 3.1, part 
(a),  may result. At any time, the distance between the curve and the line of zero rate of 
energy transfer represents the rate at which energy must be supplied to or removed from 
the interior to maintain a constant temperature. The area on the graph below zero and 
bounded by the curve represents the total amount of energy which must be supplied by the 
heating system. The area above zero and bounded by the curve represents the total amount 
of energy which must be removed by the cooling system. 

It  has already been noted that the inclusion of mass in the envelope can change the 
instantaneous heat flow through the envelope. Mass in the envelope does not change the 
average heat flow through the envelope nor does it change any other gain or loss experi- 
enced by the building. Figures 214, part (b), 2.15, part (b) ,  and 2.16, part @I, show the 
change in the instantaneous heat flux through the envelope that can result from mass. If 
the exterior walls of the lightweight building were replaced with walls of equal R-value but 
of sufficient mass to produce a 12-h lag, the building load of Fig. 3.1, part (b), results. This 
modified building load is determined by adding the change in heat flux through the envelope 
for a 12-h lag [Fig. 2.16, part (b)] to the total building load of Fig. 3.1, part (b). Note that 
both the heating and cooling loads have been reduced. 

Since envelope mass does not change the average heat flow through the envelope or 
affect any other gain or loss experienced by a building, the average rate of energy gain or 
loss by the building as a whole is unchanged by the inclusion of mass in the envelope, or, 
put another way, the net amount of energy supplied to or removed from the interior air is 
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Fig. 3.1. Change in heating and cooling load prod 
interior t ~ ~ ~ ~ r ~ t ~ r ~ .  

not influenced by the mass of the envelope. While this might seem to contradict the previous 
conclusion, it does not. The net amount of energy supplied to or removed from the interior 
during one cycle, Qnet, can be written as 

Qnet = Qw - Qc = constant , 

where Qrr is the total heating energy supplied and Qc is the total cooling energy removed. 
The total amount of energy which the heating/cooling system must transfer to or from the 
interior is 

Qtotal QH 3- QC 

This total energy is a better indication of the energy usage of the building, and i t  is 
influenced by the mass of the envelope. The minimum value of Qtotal will occur when either 
Qc or QH is zero. Since Qnet is a constant, any change in Qw produced by the mass in the 
envelope must be accompanied by an equal change in $e. Thus, the inost that  mass in the 
envelope can do is to eliminate the smaller of the two values, Q J ~  or Qc. When this occurs, 

Envelope 
mass only influences the fluctuating portion of the heat flux through the envelope. The max- 
imum change in the instantaneous heat flux through the envelope that can be accomplished 
occurs when enough mass i s  present to produce a time lag of 12 h. For a homogeneous wall 
exposed to sinusoidal conditions, this means a maximum change in the instantaneous heat 

Qtota~ will equal Qnet. 

However, the ability of mass in the envelope to accomplish this is limited. 
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those periods during which a building experienees a continuous net heat loss (severe 
weather) or a continuous net heat gaiii (severe summer weather). The periods of moderate 
weather include the rest of the year. 

During severe weather periods either continuous heating or cooling is required to main- 
tain the temperature in the cornfort zone. In this situation, the interior air temperature will 
remain fixed a t  either the lower or upper limit of the comfort zone. This is exactly the case 
of a fixed interior temperature with either a continuous energy loss or continuous energy 
gain by the interior. It has already been concluded that the addition of mass does not 
influeme the total heating or cooling load in this case. 

For the moderate weather periods, first consider the ease in which the building requires 
heating some, but not all, of the time. Assume that the interior air temperature i s  held 
fixed at the lower limit of the comfort zone; the required heating and cooling will be similar 
to that shown in Fig. 3.2, part (a). Since, on the average, some heating is required, the area 
QH is larger than Qc. In Fig. 3.2, part (b),  an optimum result for the addition of mass in the 
envelope is shown where the cooling load is totally eliminated. As previously discussed, this 
gives the minimum possible heating load. The ability of mass in the envelope to accomplish 
this is subject to the same limitations as those previously discussed. 

OANL- DWF 8 2 - 8 2 0 2  

NO 
MASS IN TO 

Fig 3.2. Change in heating load produced by envelope ass-interior te 
~~~~~~~~~~ in comfaxt zone. 

In this ease, however, the area Qc does not actually represent a cooling load since the 
interior air temperature can rise above the lower limit of the comfort zone. This area 
represents energy which is available for storage in interior mass. The discussion of this 
storage on heating load makes use of Fig. 3.3. 

During the period of net energy gain (A to B), there is, of course, no load placed on the 
heating system. This net energy gain is stored as sensible heat in the air and in other mass 
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ORNL- DWG 82-8203  

FOR STORAGE 

Fig. 3.3. Change in heating load produced by interior mass. 

in the interior of the building. When there is once again a net energy loss (point B)9 the 
interior temperature is above the heating setpoint temperature, and there is no load irnrne- 
diately placed on the heating system, There will be no load placed on the heating system 
until the net energy loss by the building removes enough energy to lower the air tempera- 
ture to the thermostat setpoint (C). At this time there is, once again, a load placed on the 
heating system since energy must be supplied to prevent the air temperature from dropping 
below the setpoint. 

The mass in the interior may still be at a higher temperature than the air since i t  
releases its stored heat slowly, This heat is therefore still being released to the air, offset- 
ting some of the net energy loss and reducing the load placed on the heating system. The 
heat load will not match the net energy loss until all of the stored energy is removed from 
the mass and its temperature has dropped to the setpoint temperature (D). 

The result of this is that the heating load is reduced. Ideally, it would be reduced by an 
amount equal to Qc. However, when the interior air temperature rises, the energy flows to 
or from the interior are altered (e.g., conduction through the envelope and energy transfer 
by infiltration are affected by the inside-outside temperature difference), Thus, the amount 
by which the heating load is reduced is less than Qc. A building with greater interior mass 
will experience a smaller air temperature rise and will thus be able to store more of the 
available energy. A very similar explanation to the preceding one applies to a period requir- 
ing cooling, but not continuous cooling. 

There are, of course, periods during which no heating or cooling is required, even in low 
mass buildings. During these periods, the interior temperature floats freely, but does not go 
outside the range of the comfort zone. As discussed in Sect. 3.2, the addition of mass can 
reduce the interior temperature swing. This reduced temperature swing in more massive 
buildings extends the period during which no heating or cooling is required. 
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3.5 Conclusions 

From the preceding discussion, the following conclusions can be reached about the condi- 
tions necessary for mass to reduce total energy requirements of a building exposed to  peri- 
odic outside conditions. 

If a building initially satisfies the following criteria, the addition of envelope mass can 
result in reduced energy usage. Criterion 1 must be satisfied before any energy savings can 
result. Criteria 2 and 3 must he satisfied before this savings can be significant. 

1. The building, as a whole, must experience periods of both net energy gain and net 
energy loss during the cycle. 

2. The heat flow through the envelope must be in phase with the total building load. 

3. The amplitude of the fluctuations in heat flow through the envelope must be a signifi- 
cant fraction of the maximum heating or cooling load. 

For the addition of interior mass in a building to reduce total energy requirements, the 
following conditions are necessary. 

1. The building, as a whole, must experience periods of both net energy gain and net 
energy loss during the cycle. 

2. The interior air temperature must be allowed to float. 

While these conditions do not allow one to predict the magnitude of any possible energy 
savings, they do allow one to identify cases where mass can or cannot result in energy sav- 
ings. The magnitude of the possible energy savings is largely dependent on how much of a 
building's annual energy use occurs in moderate weather conditions since this i s  the only 
energy use influenced by the mass of the building. However, one should not lose sight of the 
fact that, as defined here, moderate and severe weather conditions are relative to the ther- 
mal behavior of a particular building. Therefore, the proper design and operation of a build- 
ing can extend the moderate weather period. If one understands this and that a building 
must experience alternating periods of net energy gain and loss to benefit from mass, one 
can operate a building to better utilize available energy B Q U ~ C ~ S  or sinks to bring about these 
periods of net gain and loss. This is discussed further in Sect. 4.6. 



43 

4. OTHER POTENTIAL IMPACTS OF THERMAL MASS 

4.1 Effect Qf Mass QZI Peak Loads 

As evidenced in Chap. 3, both envelope mass and interior mass can influence the instan- 
taneous load on the heating or cooling systems. If this change in instantaneous load results 
in a reduction in the seasonal peak heating or cooling load, equipment capacity can be 
reduced accordingly. This not only can mean a reduction in the initial cost of the 
heating/eooling plant, but can also result in an energy savings. The energy savings is 
brought about by the smaller equipment operating at  a higher fraction of its capacity much 
of the time, resulting in reduced cycling. 

It is obvious from Fig. 3.1 that mass can reduce the daily peak load for certain days, but 
the seasonal peak load is of interest here. For a region having significant heating loads, the 
peak heating load would be expected to occur during a period of continuous energy loss hy a 
building. Under these conditions, the interior air temperature would remain constant, and 
any interior mass would not affect the heating load. Even if there is a short period of net 
energy gain by the building during the daytime, the energy stored is small compared to the 
net loss during subsequent times. Thus, this stored energy will be largely dissipated by the 
time of peak heating load (usually early in the morning) and will have little or no impact on 
the peak load. This is illustrated by Fig. 3.1. 

Mass in the envelope can still influence the peak load. However, as discussed in Chaps. 2 
and 3, the maximum change that can be produced in the peak load is limited to approxi- 
mately or less than the amplitude of the variation in energy flow through the envelope. For 
a region experiencing a significant heating season, the amplitude of variation of heat flow 
through the envelope will he small compared to the average heat flow through the envelope 
a t  the time of occurrence of the seasonal peak heating load. Thus, envelope mass will have 
only a small impact on the seasonal peak heating load, 

The case of seasonal peak cooling load is somewhat different. Even in regions of the 
country experiencing significant cooling seasons, i t  is not unusual for buildings to experience 
periods of net energy loss a t  night. Thus, interior mass can possibly influence the peak cool- 
ing load, Also, the amplitude of the variation in heat flow through the envelope can often be 
significant, and envelope mass can influence the seasonal peak cooling load. However, this 
reduction can be obscured by the fact that in some regions having significant cooling loads 
dehumidification is a large contributor to the total cooling load. 

4.2 Effect of Internal Thermal Mass on ]Equipment Cycling 

Most heating or cooling equipment cannot vary its output to exactly match the instanta- 
neous load; it is either on or off. A thermostat controls the equipment, turning i t  on or off 
as required to maintain the desired temperature. With this on-off type of operation, the 
interior temperature cannot be maintained exactly constant. In the heating season the tern- 
perature will rise while the heating system is on and fall when it  is turned off. In order to 
avoid switching the equipment on and off in rapid succession, the temperature is allowed to 
float slightly about the setpoint by having the temperatures a t  which the thermostat turns 
the equipment on and off differ by a small amount. For instance, in the heating season, the 
heating system is turned on when the temperature drops below some selected temperature 
and continues to operate until the temperature exceeds some other higher temperature. This 
difference in temperature is typically on the order of 1 to 2°C (2 to 3°F). 

When the heating equipment begins operating, the air temperature is at the lower tem- 
perature limit. The heat output offsets the heat loss by the structure and also raises the air 
temperature. In the process, the temperature of any mass in the structure is also raised. 
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When the air temperature reaches its upper limit, some amount of energy will have been 
stored as sensible heat in the air and in any mass in the interior. The heating system will 
then shut off and the structure will gradually lose this stored energy until the air tempera- 
ture reaches the lower limit, a t  which point the cycle will repeat itself. 

The time that is required to complete a single cycle is dependent on the heating equip- 
ment capacity, the rate of heat loss by the building, and the amount of energy stored and 
released during each cycle. We can write 

where 

QS = amount of energy stored during “on” period, 
9 e  = heating equipment output rate, 
Ql = rate of energy loss by building, 

(Qe - 91) 
ton = time that heating equipment i s  on. 

= rate of energy gain by building during “on” period, 

Thus, 

The length of time the equipment is off can be determined as 

Qs 
t0ff = - ‘ 

Ql 

The time for one complete cycle is 

The cycling frequency is the reciprocal of the time for one cycle. 
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It is apparent from the preceding eauation that the cycling time is increased (cycling fre- 
quency decreased) when the energy stored in the structure is increased. Since thermal mass 
adds to heat starage capacity of a structure, this would seem to imply that thermal mass 
could significantly influence cycling frequency. However, the storage capacity of the thermal 
mass is not fully utilized, so the effect is somewhat diminished. 

In a forced-air type of heating system, the air is heated directly, and the air then convec- 
tively warms any mass present. The amount of energy transferred to the mass is controlled 
by the value of the heat transfer coefficient on the surface and temperature difference 
between the mass and the air. Since both the heat transfer coefficient and the temperature 
difference are relatively small, there is not a great deal of heat transferred to and stored in 
the mass. Since the storage capacity of the mass is not being utilized, more mass will have 
little additional effect. In fact, the mass normally present in a “lightweight” building (fur- 
nishings, partitions, etc.) may already be all the mass that can effectively be utilissed to 
decrease equipment cycling. 

A different type of heating system in which the mass is heated directly could probably 
make better use of thermal mass to reduce equipment cycling. However, thermal mass 
would probably not be included in a structure for this reason. Any benefit gained would be 
relatively minor, and modifications to heating equipment (e.g., flue dampers) can reduce 
energy loss due to cycling at  lower costs. 

4.3 Effect of Mass on Thermostat Setback 

One criticism of massive structures is that one loses the energy saving potential of ther- 
mostat setback. If this is indeed the case, any energy advantage that a massive building may 
otherwise have may be more than offset by this loss. If a building’s usage pattern permits 
thermostat setback, then any energy usage comparison between a light and heavy building 
should utilize setback. 

In order to understand the impact of mass on the energy savings due to setback, i t  is 
first necessary to review why an energy savings results from thermostat setback. When the 
thermostat setpoint is reduced a t  night, the building loses energy until the interior tempera- 
ture reaches the new setpoint. This interior temperature is maintained by the heating sys- 
tem. 

When the thermostat setpoint is again raised to its original value, the heating system 
supplies energy to raise the interior air temperature to the original value. Recall from the 
previous discussion that the total energy flow through the building envelope over a period of 
time is determined solely by the R-value of the envelope and the time-averaged inside- 
outside temperature difference. Thus, by reducing this average temperature difference by 
the use of setback, the energy loss through the envelope is reduced, resulting in a smaller 
cumulative load on the heating system. The amount of energy lost due to infiltration is also 
reduced since it, too, is almost directly proportional to the inside-outside temperature differ- 

A more massive structure means that more energy is stored in the structure, and, thus, a 
longer time is required for the interior temperature to change (this applies during both cool 

ence. 
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down and recovery periods), Therefore, the inside-outside temperature difference during set- 
back will be greater for massive buildings than for lightweight buildings. The average 

inside-outside temperature difference for the entire cycle i s  greater for a more massive 
building. The more massive the building, the less effective thermostat setback will be, 

Another difficulty arises during the? recovery from setback. Three options may be €01- 
lowed a t  recovery. First, recovery can be started at the same time as i t  would have been in a. 
lightweight building. Since a massive building will not recover as fast as a lightweight 
building, the massive building may remain uncomfortably cool weXl into the day. Second, a 
larger heating plant can be installed to speed recovery. This has the disadvantages of higher 
initial cost and possibly higher operating cost, resulting from inefficient operation of the 
oversized heating plant. Third, recovery can be initiated earlier so that the daytime setpoint 
can be reached earlier. This reduces potential energy savings by effectively shortening the 
setback period. 

In conclusion, setback is more effective in less massive buildings, but i t  can produce some 
energy savings even in massive buildings. 

4.4 Effect of Mass on In Situ Measure ents of Wall R-values 

An important consideration in building energy conservation is how well building com- 
ponents perform in actual buildings. Onsite inspections repeatedly show that actual con- 
struction practices commonly deviate from design. Also, functional modifications and com- 
ponent deterioration contribute to performanee that differs markedly Prom that predicted by 
reviewing the design aspects of a building. Because of this, some effort has been expended to 
determine in situ R-values for building components such as walls and roofs, which, in turn, 
can be used to more accurately predict actual building performance. These are not simple 
measurements, particularly for high mass components. As discussed in Sects. 2.2.2 and 2.2.3, 
the combination of mass in building components and changing temperatures on either side 
of these components causes the simple proportional relationship between heat flow and 
interior/exterior temperature difference to become invalid as an indicator of the component 
R-value. 

Rvo basic techniques are currently in use to provide R-values from in situ mea- 
surements. One approach attempts to control conditions on both sides of the wall. For 
instance, a constant temperature is maintained at each wall surface by some means, and the 
heat flux is measured on one or both sides. Once steady-state conditions have been esta- 
blished, it is a simple matter to determine the R-value of the wall. I t  is simply 

where 

AT = temperature difference across wall, 
Q = heat flux through wall. 

There are two drawbacks to this approach: the size and expense of the equipment 
involved, and if the wall is massive, hours or even days may be required to reach steady- 
state conditions. 
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A variation of this approach involves imposing a transient on one side of the wall and 
observing the response on the other side. This may shorten the time required mmpared to 
the steady-state analysis, but the equipment must be much more sophisticated, and data col- 
lection and analyses capabilities are required. A massive wall still presents problems in that 
i t  may take some time for the transient to penetrate the wall, and the signal may be greatly 
attenuated. Also, not knowing the initial conditions within the wall, either the transient 
must be periodic in nature and repeated enough times so that the initial conditions no 
longer have an influence, or known initial conditions must be established before the tran- 
sient is initiated. 

In another approach, the inside air temperature is held constant by the building's heat- 
ing, ventilating, and air-conditioning system, and the outdoor conditions are determined by 
the weather. The temperature is measured on both sides of the wall, and the heat flux ia 
measured on either one or both surfaces. By taking measurements over a long enough 
period, the R-value of the wall can be determined as 

where Ti,, Tout, and q are the instantaneous values of inside wall temperature, outside wall 
temperature, and heat flux, respectively. The time over which measurements are made is t .  
In this approach, the investigator is entirely a t  the mercy of the weather. The average tem- 
perature difference must be significantly different from zero over the test period. Also, in 
order to minimize the time necessary to obtain accurate results, it is desirable for the 
weather conditions to be reasonably periodic for a few days prior to and including the test 
period. If the weather conditions were exactly periodic within a 24-h period, the R-value 
could be determined exactly in a test of 24 h even for a very massive wall. Fairly accurate 
values could be determined in shorter periods. The less massive the wall, the shorter the 
required measurement time. However, if weather conditions are not periodic, longer mea- 
surement times would be required. For a very lightweight wall, it would not matter as much 
whether the weather were periodic. For a massive wall, required measurement times could 
become on the order of several days. 

4.5 Effect of Mass on Comfort 

Comfort is primarily a function of a person's body temperature, which results from an 
energy balance between the body and its surroundings. The amount of internal heat gen- 
erated by the body must be balanced by heat loss from the body by convection to the air, 
thermal radiation to surrounding objects, and evaporative cooling of the skin. Radiation 
may actually be an energy gain rather than a loss if you are in direct sunlight or near a hot 
object. If heat cannot be dissipated as fast as i t  is being generated by the body, the body 
temperature will rise to a point where there is an energy balance. Similarly, if the body is 
losing heat a t  a faster rate than i t  is being generated, the body temperature will fall to the 
point where this energy balance is re-established. 
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Important factors af€ecting comfort are the air temperature slid velocity which affect 
convective losses, the humidity which affects evaporative losses, and the temperature of the 
surroundings which affects radiative gains or losses. Another imporlant factor is the type 
arid amount of clothing worn. Also, if a person is engaged in physical activity, the body's 
internal heat generation is affected, which influences comfort. 

The width of the comfort zone E20 to 27°C (68 to 8Q"F)] seems to imply that a person 
would be comfortable anywhere within this range. However, to be comfortable at the 
extremes of this zone requires different types of clothing as well as some acclimation by the 
body. Such a wide temperature variation over a short period of time would not be comforta- 
ble. During the transition season, thermal mass can reduce the variations in temperature 
and can thus increase comfort. 

Also, when a structure undergoes a large internal heat gain which greatly exceeds the 
capacity of the cooling equipment in the short run, thermal mass can increase comfort for 
the occupants. For instance, if a large number of people entered a room at the same time, 
the heat source (the people in this case) would raise the air temperature, and the air, in 
turn, would convectively heat the thermal mass. In this situation, thermal mass may not be 
very effective a t  moderating short-term temperature increases. The convective heat trans- 
fer coefficient is relatively small, so a large temperature difference i s  required between the 
air and thermal mass to transfer the heat. Due to the small convective heat transfer coeffi- 
cient and the large capacity to store heat of the thermal mass, its temperature rises slowly. 
Thus, even though the air temperature may rise almost as rapidly in a massive building as 
in a lighter one, the people will be more comfortable in the more massive building because 
of radiation to the relatively cool thermal mass. 

If the large short-term heat gain were to transfer heat directly to the thermal mass by 
radiation rather than indirectly through convection, the behavior would he quite different. 
An example of this is the 5un shining through a window onto the thermal mass. Thermal 
inass absorbs this energy with a relatively small increase in temperature. Heat is 
transferred from the thermal mass to the air by natural convection. Both the surface and 
air temperatures are less with thermal mass present than without it; thus, conmfort is 
improved by the presence of thermal mass. 

During periods when the interior air temperature i s  thermostatically controlled aid 
maintained at a constant value, thermal mass may still have an influence on comfort. Ther- 
mal mass in the building envelope reduces the temperature variations on the inside surface 
of the envelope due to exterior weather variations. Heat loss from the body to this surface 
because of radiation is, thus, more nearly constant, which might imply a more comfortable 
condition. 

During the heating season, thermal mass might influence comfort when thermostat set- 
back is used. During recovery from setback, both the air temperature and the thermal mass 
temperature are below desired levels for comfort. The mass may remain cold €or several 
hours, causing some discomfort for the occupants. Starting the recovery from setback earlier 
or installing oversized heating equipment could remedy this, but both have adverse effects 
on energy usage. 
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4.6 Strategies to Maximize Benefits from Mass 

Thermal mass is effective when a building experiences alternate periods of net energy 
gain and loss during each day. uring periods of continuous energy loss (continuous heating 
required) or continuous energy gain (continuous cooling required), thermal mass does not 
influence the cumulative load placed on the heating/cooling system. The maximum benefit 
occurs when the alternating losses and gains average near zero. When this occurs, thermal 
mass can potentially eliminate heating and cooling loads. 

The net energy loss or gain is greatly influenced by the design of the structure. In the 
heating season, losses can be controlled by varying the amount of insulation in the walls, 
ceiling, and floor; by varying window area and insulating value; by reducing infiltration; and 
by other means. Most internal gains are not influenced by building design; however, one 
very important factor which is influenced is solar gain through windows. Thus, by properly 
designing a building, the average net energy flow can often be made to fluctuate about zero 
for the heating season. When the average is near zero, thermal mass can reduce the varia- 
tion to the point that little heating or cooling is required. Similarly, measures could possibly 
be taken to design the structure so that energy flow in the cooling season fluctuates around 
zero. 

Some difficulties arise in that a design arrived at to save energy during one period may 
actually increase energy use in another period. For example, adding insulation to reduce 
energy losses during winter may actually be harmful during another period. During milder 
weather, the outside temperature could be in the comfort zone, but the inside temperature 
might be too warm because the well-insulated envelope prevents internal heat gain from 
escaping. 

The design of the building presents opportunities for passive measures to control energy 
use. There are also active measures that can be taken, including controlled ventilation of the 
structure to use advantageous outdoor temperatures to control energy gain or loss and con- 
trol of windows SO that solar gain can be taken advantage of when needed. In addition, 
energy losses can be reduced by movable insulation. 

tilation of the structure could be used to efficiently remove energy from the struc- 
uring the cooling season, nighttime outdoor temperatures may drop below the indoor 

temperature. When this occurs, ventilating of the structure can lower the interior tempera- 
ture to near the outdoor value. Thus, the mass in the structure, which is cooled during the 
night, can absorb heat gain during the next day. Ventilation of the structure a t  night has 
resulted in the average energy flow being near zero. It should be noted that the normal 
thermostat strategy for cooling must be altered in this ease to allow cooling below the set- 
point temperature. 

By using a combination of the above passive and active strategies, i t  may be possible to 
cause the energy flow for a building to alternate between gains and losses during each day 
throughout much of the year. If this can be done, the use of thermal mass can reduce the 
variation in internal conditions due to this fluctuation so that they remain in the comfort 
zone. 
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5. OBSERVATIONS AND FUTURE DIRECTIONS 

From the discussion to this point, it is obvious that there is a definite mass effect on the 
thermal behavior of buildings. For a lightweight wood frame building, ignoring this effect 
may not cause significant errors in predicting building performance; for a massive building, 
however, the errors can be very significant. 

As an example of one such effect, for a 20-cm (8-in.) thick concrete wall exposed to a 
diurnal cycle, a lag of approximately 4.5 h will be experienced between the time of maximum 
temperature difference across the wall and the time of maximum heat flux at  the inside sur- 
face. The amplitude of the variation in the inside surface temperature and the heat flux will 
be 25% less than those predicted by steady state. {The values were arrived at  by use of Figs. 
2.12 and 2.13.) 

The discussion to this point has handled energy savings resulting from mass effects in a 
qualitative manner. That is, the phenomena have been explained without attempting to put 
numerical values on their magnitude. The next step of arriving a t  such values is extremely 
complicated and has been very controversial. Most investigators put the savings in energy 
due to thermal mass on the order of a few percent, but even this does not have universal 
agreement. Generally, the colder the climate, the less the savings that can result from mass. 
Also, as alluded to earlier, mass on the inside of insulation is more effective at  reducing 
energy use than is mass on the exterior. There are, however, a plethora of other factors 
which influence any mass effect. 

To a large degree, the disagreement in the effect of mass on building energy usage is a 
result of the extreme complexity of the problem and the many simplifying assumptions 
which must be made in order to handle it. It appears that  the current applications of the- 
ory are not adequate to accurately predict individual building behavior and to generalize 
design criteria, which will give optimum performance. 

Some areas in which future work should be directed include: 

1. further laboratory and field data collection; 

2. verification of assumptions, inputs, and models used in computer programs; 

3. investigation of the effect of control strategies; 

4. investigation of comfort implications; and 

5. development of guidelines not requiring the use of large computer programs. 

Work in many of these areas has already commenced, as is evident from the review of 
previous work, shown in Appendix A. However, additional investigation of each of these 
areas is still required. 
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APPENDIX A - PREVIOUS WORK 

This chapter gives synopses of a few significant papers which Rave been written on ther- 
mal mass. 

These particular papers were chosen because they put numbers on the savings which can 
result from thermal maas. Their appearance here does not imply that the authors of this 
report are in agreement with the conclusions reached in the various papers. In fact, the task 
of evaluating what each paper presents would be monumental and was not even attempted. 
The results appearing in this appendix should not be used to draw general conclusions about 
thermal mass. 

A.l Computer Simulations 

This section contains papers in which computer simulations are used to determine the 
effect of building mass on energy usage. 

A.l.l Arurni 

Arumi, of the University of Texas, investigated the effect of the thermal inertia of walls 
on the energy consumption for space heating and cooling.1 The analyses were done using the 
computer program DEROB.2 Arumi used a dimensionless number, y, which is an indication 
of the thermal inertia of a wall exposed to diurnal cycles: 

Note that when considering a 24-h cycle, the dimensionless grouping used earlier in this 
report to characterize time lag and amplitude reduction is 

This grouping differs from Arumi's y only by a factor of &. 
The effect of the thermal inertia of the walls on annual energy consumption for four cit- 

ies is given in Fig. A.l .  The conclusion of the report is that walls having greater thermal 
inertia use less energy. The effect of the thermal inertia lessens with decreasing wall con- 
ductance (increasing R-value). The relative importance of thermal inertia in reducing 
energy cansumption is less in climates where total energy use is more, but the absolute 
importance is of the same order of magnitude for all climates. 

There is an appendix to the report that outlines a manual method to calculate peak loads 
and annual energy consumption associated with the wall. 

A.1.2 Brown 

Gosta Brown, of the Royal Institute of Technology in Sweden, used a computer program 
to study the effect of thermal mass on cooling energy requirements of office  building^.^ He 
demonstrates that  the heat storage effect of the external wall in a room cannot have an 
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appreciable influence on room temperature since its surface area is small compared to the 
total surface area of the room. 

Floors and partition walls must not be insulated if they are to effectively damp varia- 
tioris in room temperature. However, direct air contact with covered concrete floors can be 
achieved by conveying air through ducts in a hollow core f l ~ ~ r .  

If the maximum output of the cooling equipment is too low to maintain the setpoint tem- 
perature, the temperature rise may be relatively moderated by the heat storage which 
occurs in the building structure. The question of rather more massive partition walls result- 
ing in lower annual energy costs of cooling was examined. Using assumed values for the cost 
of cooling and relationship between the cost and weight of the ivalls, it was concluded that 
the lightest possible partition walls were the most economical. 
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A.1.3 Leslie 

The annual heating energy requirements for several slab-on-grade dwellings were calcu- 
lated for four different climate regions in New Zealand? The effect of the thermal capaci- 
tance was examined by artificially setting the capacitance equal to zero in the computer pro- 
gram, without altering other factors. Leslie’s conclusions regarding the effect of capacitance 
on annual heating energy requirements include: 

1. 

2. 

3. 

4. 

5. 

Calculations which consider thermal capacitance can result in annual heating require- 
ments 20% larger or smaller than would be obtained by neglecting these effects. 

The effect of thermal capacitance on annual heating requirements cannot be separated 
from heating regime (continuous or intermittent) and climate. In the mild climate of 
Mangere, annual heating energy requirements decreased with increasing building capac- 
itance, for both intermittent and continuous heating, but in colder Christchureh, heating 
energy decreased with increasing capacitance in the continuously heated case, but 
increased in the intermittent case. 

The effects due to the thermal capacitance of the floor and ground are greater than 
those due to the walls and roof. 

For continuously heated buildings, insulation outside of thermal capacitance offers 
energy savings, while for the intermittent heating, inside placement is preferable. 

The three prime factors affecting annual heating energy requirements in New Zealand 
are climatic severity, heating regime, and insulation. Change in energy requirements 
due to thermal capacitance are less important than changes in these factors. 

A.1.4 Catani and Goodwin 

Three walls with equal U-factors, but different mass, were ~ t u d i e d . ~  For a temperature 
range similar to that used in the National Bureau of Standards (NBS) experimental study, 
peak heating loads through the lightweight walls were 33% greater than through the 
heavier masonry wall. When subjected to sol-air temperature ranges reeommended by the 
American Society of Heating, Refrigerating, and Air-conditioning Engineers (ASHRAE), 
peak cooling load through the lightweight walls is 38 to 65% higher than for the heavy 
walls. For two roofs considered, a light roof had twice the peak heat gain of a heavy roof. 

Since the envelope accounts for only a portion of the total heating or cooling load, the 
study also considered the effect on all of the loads on a building. A one-story commercial 
building in a rather moderate climate was analyzed using the ASHRAE transfer function 
method. Four different building envelope types are examined. The lightest envelope had a 
12.3% higher peak heating load and a 17.4% higher peak cooling load than the heaviest 
envelope considered. The heavier envelope had a higher U-factor. 

In another study the National Bureau of Standards Load Determination program 
(NBSLD) was used to study three hypothetical buildings in ten cities across the 
The buildings considered were of all-metal construction. Walls and roofs were insulated to 
give the same U-factors for all buildings. The results are tabulated in Table A.1. The most 
massive building required the least heating and cooling energy in all ten cities. 
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Concrete walls, Metal roof, Metal roof, 
concrete roof concrete walls metal walls 

(A) (B) 

Degree days Annual heating 
C F J X lo9 Btu X lo6 J X lo9 Btu X lo6 J X lo9 Btu X IO6 

Chicago 3,670 
Cleveland 3,560 
Denver 3,440 
Boston 3,110 
Seattle 2,890 
Washington, D.C. 2,330 
Atlanta 1,670 
Fort Worth 1,330 
Los Angeles 1,110 
Tampa 210 

Tampa 
Fort Worth 
Laos Angeles 
Atlanta 
Washington, r).c 
Chicago 
Denver 
Boston 
Cleveland 
Seattle 

6,600 
6,400 
6,200 
5,600 
5,200 
4,200 
3,000 
2,400 
2,000 

680 

389 
258 
363 
236 
153 
75 
43 
15 
0 
0 

591 
486 
378 
361 
246 
175 
173 
156 
169 
113 

369 
245 
335 
224 
145 
71 
41 
14 
0 
0 

560 
461 
358 
342 
233 
166 
164 
148 
160 
107 

411 39Q 
275 261 
381 361 
257 244 
181 172 
93 88 
60 57 
24 23 
0 0 
0 0 

Annual cooling 

644 610 
545 517 
459 435 
427 405 
310 294 
222 210 
227 215 
206 195 
227 215 
171 162 

423 401 
184 274 
298 377 
268 254 
193 183 
102 97 
68 64 
30 28 
0 0 
0 0 

664 629 
567 537 
483 458 
450 427 
334 317 
241 228 
253 240 
223 211 
237 225 
189 179 

.... 

A.1.5 Dougall, Galdthwait, Ruday, and Diougall 

Dougall and Goldthwait7 used NHSED to evaluate the effect of the mass of exterior wall 
construction on the peak loads and energy requirements for the heating and cooling of 
single-family residential buildings. Three building types (insulated wood frame, uninsulated 
masonry, and insulated masonry) were studied in two locations (Tampa and Atlanta). Rudoy 
and Dougall extended the study to include an additional. wall type (uninsulated wood frame) 
and three additional locations (Phoenix, Chicago, and Sacramento).* Calculated peak loads 
and energy requirements are shown in Figs. A.2 and A.3. The wall mass had little effect on 
peak heating or cooling loads for insulated buildings. For uninsulated buildings, mass in the 
walls reduced peak heating loads in all locations, but only slightly. Beak cooling loads were 
actually increased slightly by the addition of mass in some locations. 

The masonry structures required slightly less annual heating energy than the wood 
frame structures a t  all five locations. However, the cooling energg requirements were either 
the same OF slightly greater for the masonry buildings at all locations. 

A.1.S Wlaitalas 

Mitalas used computer simulations to determine the change in annual heating energy 
requirements for buildings in the Canadian climate resulting from changes in the thermal 
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Fig. k2. Effect of mass and insulation on peak load. 
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Fig. A.3. Effect of mass and insulation on annual energy consumption. 

storage of the building enclosure.’ Based on these calculations, a relationship was developed 
which gave the permitted seduction in the thermal resistance of a massive building enclo- 
sure component that would still maintain the same annual heating energy requirement. The 
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two factors which most influence the mass effect are the location of the mass relative to the 
insulation and the rate of heat, loss relative to internal heat gains by a building. A maw 
layer on the inside permitted a greater reduction in the thermal resistance than did one on 
the outside. A building with a ]OW rate of heat loss relative to internal gains allowed a 
greater reduction than a building with a high relative loss. The thermal resistance/mass 
relationship for the case allowing the greatest reduction in thermal resistance (inside mass 
and low relative heat loss) is given in Fig. A.4. A building with light walls with an R-value 
of 5 rn2.K/W and a similar building with wall. mass of 600 kg/m2 and an R-value of 3 
m2.K/W (Ai? of 2 from Fig. A.4) will have the same annual heating energy requirement. 

ORNL-DWG 82- 15331 

R = THERMAL RESISTANCE OF 
BUILDING ENCLOSURE 
COMPONENT, rn2 K / W  - 
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. A.4. Relation between thermal resistance and mass of building ~ ~ v e l ~ ~ ~  - 
mass in direct contact with interior air, low rate of heat loss relative to gain. 

A.1.7 Woykins, Gross, ran 

Hopkins, Gross, and Ellifritt used the E-CUBE 75 computer program to study the effect 
of envelope mass on peak heating and cooling loads as well as annual heating and cooling 
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loads.1o They also examined the effectiveness of temperature setback during heating and 
setup during cooling with a massive struct.ure. 

A one-story contemporary office building was examined in three different locations. Peak 
and annual heating and cooling loads for a light and a heavy version of the building are 
given in Tablie A.2. The buildings differ only in the mas8 of the envelope. The density of the 
heavy structure was 464 kg/m2 (95 Ib/ft2) for exterior walls and 376 kg/m2 (77 1b/ft22> in the 
roof vs 18.3 kg/m2 (3.75 lb/ft2) and 24.4 kg/m2 (5 lb/ft2) for the light structure. The heavy 
structure had 4 to 6% higher peak heating loads than the light structure, but from 0 to 6% 
lower peak cooling loads. Annual heating loads were from 3 to 12% lower for the heavy 
structure and annual cooling loads were 2 to 3% lower for the heavy structure. The effects 
of temperature setback and setup were examined. However, due to  unacceptable 8:OO a.m. 
temperature drifts for the light buildings, simulations for the heavy buildings were not run. 

Table A.2. Peak and annual energy loeds for three-story office buildings 
- 

Peak energy loada Annual energy loadh 
Light envelope Heavy envelope Light envelope Heavy envelope 

Heating 
Cooling 

Total 

Heating 
Fooling 

Total 

Heating 
Cfioling 

Total 

Minneapolis 
1 .ooo 1.006 
LOO0 0.970 

Kansas City 

1.OOO 1,008 
1.000 0.970 

Birmingham 

1.m 1.005 
1.OOO 0.974 

1 .Ooo 
1.Ooo 
1.OOO 

1.ooO 
1.OOO 
1 .Ooo 

1.OOO 
1 .Ooo 
LOO0 

0.960 
0.925 
0.946 

0.931 
0.%2 
0.945 

0.894 
0.961 
0.945 

aNormalized to peak energy load for light envelope. 
*Normalized to annual energy load for light envelope. 

A similar analysis was carried out for a three-story commercial office building. The 
results are given in Table A.3. Trends in annual and peak energy loads are similar to the 
one-story building. The use of setback resulted in identical peak heating loads for both the 
light and heavy construction, but setup during cooling produced approximately 3% lower 
peak cooling loads. 

The light structure with setback consistently had the lowest annual heating loads (in the 
one exception, temperature drift was considered unacceptable) when compared to the heavy 
structures. However, the massive structures with setup consistently had lower annual cool- 
ing energy usage (see Table A.4). 
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Table A.3. Peak and annual energy loads for one-story office ~ ~ i ~ ~ ~ n ~ s  

Peak _ ......... energy loada .............. Annual energy loadb 
Light envelope Heavy envelope Light envelope Heavy envelope 

Heating 
Cooling 

Total 

Heating 
Cooling 

Total 

Heating 
Cooling 

Total 

1.000 1.035 
1 .000 0.993 

Kansas City 

1.000 1.047 
1.000 0.945 

Birmingham 

1.000 1.058 
1.000 0.947 

1 .000 
1.000 
1 .000 

1.OOO 
1.000 
1.OOO 

1.000 
1.000 
1.000 

0.965 
0.973 
0.971 

0.930 
0.976 
0.969 

0.883 
0.961 
0.969 

aNormalized to peak energy load for light envelope. 
*Normalized to annual energy load for light envelope. 

Table A.4. Annual energy loads fer II three-ntory office ~u~~~~~~ 

Light envelope Heavy envelope 
6 a.m. reset 6 a.m. reset Midnight reset No setback 

Heating 
Cooling 

Total 

Heating 
Cooling 

Total 

Heating 
Cooling 

Total 

Density per unit 
of floor area 

Minneapolis 

1.000 1.030 
1 .000 0.879 
LOO0 0.965 

Kansan City 
1.OOO 1.025 
1.OOO 0.921 
1.OOO 0.953 

Birmingham 

1 .000 0.975 
1.000 0.918 
LOO0 0.928 

273 kg/m2 
(56 Ib/ft2) 

1.074 
0.896 
0.991 

1.087 
0.933 
0.980 

1.098 
0.938 
0.96a 

834 kg/m2 
(171 lb/ft2) 

1.216 
1.010 
1.127 

1.274 
1.066 
1.129 

1.396 
1.094 
1.150 

A.1.8 Petersen 

Petersen used the NBSLD computer program to perform a large number of simulations 
of the annual heating and cooling requirements of a prototypical single-story house." This 
information was then used to determine the economically optimum levels of insulation for 
masonry and wood frame walls based on life-cycle cost analysis. The conclusions of the 
study are given below. 

In general, insulation costs for masonry walls are considerably 
higher than those for wood frame walls, especially if rigid foam insula- 
tion is used in the masonry walls. In addition, equal reductions in  u- 



value tend to save less energy in masonry walls than in wood frame 
walls, especially in the southern and southwestern regions of the 
United States. As a result, the maximum economic level of insulation 
tends to be lower for masonry walls than for wood frame walls, at least 
in the milder heating regions. Where a minimum R-metric 1.94 (R-11) 
mineral wool insulation in wood frame walls is cost-effective in nearly 
every region of the continental U.S. (except southern Florida), the 
equivalent level of rigid foam insulation in masonry walls is not gener- 
ally cost-effective anywhere in the southern half of the United States. 

The use of free-standing 38 x 64 mm (2 x 3 in.) framing on the 
inside surface of masonry walls, together with conventional fiberglass 
insulation, is a cost-effective alternative to rigid foam insulation. While 
the cost of the framing is substantial, the expense of furring strips is 
avoided. Moreover, the framing can be moved out farther from the 
wall to accommodate more insulation a t  little increase in carpentry 
costs. Equivalent interior areas can be maintained by extending the 
end wails slightly during construction. With the use of this mineral 
wool insulating system, higher R-values than were found for rigid foam 
insulation are cost-effective. Still, the maximum economic level of insu- 
lation in masonry walls in southern, southwestern, and west coast 
regions tends to be significantly lower [often R-metric 0.53 (R-3)] than 
that for wood frame walls, especially where natural gas or heat pumps 
are used in heating. 

I t  was found that the addition of insulation to either wood frame or 
masonry walls reduced cooling loads insignificantly, except in the case 
of the Phoenix climatic region. 

... While the insulation of the inside wall surfaces negates some of 
the beneficial effects of thermal mass on exterior walls, the reduced 
rate of heat loss through those walls more than compensates for this 
negative effect. Since insulation on inside surfaces can be significantly 
less expensive than exterior insulation, serious doubts about the 
economic efficiency of exterior insulation are raised. 

A.1.9 Brookhaven Study 

IJnder contract  to  Brookhaven National Laboratory, a study was conducted by Total 
Environment Action, Inc., to determine t h e  feasibility of reducing energy usage by the  incor- 
poration of additional thermal storage capacity to a building.12 This study made use of the  

TRNSYS and DEROB computer programs for building energy analyses. The abstract  from 
t h e  report  is included below. 

The thermal storage capacity found in the materials of conventional 
building construction affect the heating and cooling requirements of 
buildings and the long-term efficiency of the space conditioning equip- 
ment used to meet these demands. The quantity of this natural thermal 
storage (NTS) can be increased through architectural design to improve 
overall building thermal performance and decrease the consumption of 
conventional fuels used by space conditioning. 
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Improvements in performance abaut when (I) heating or cool- 
ing peak loads are reduced, (2) previously, poorly used, natural energy 
sources are tapped, OF (3) conventional system efficiencies are 
increased. The capability of NTS materials to absorb, store, and release 
thermal energies can De used advaratageously to  bring about these 
improvements. 

The technical and t~ep~aorn i~  feasibility of these uses of NTS in resi .) 
dential construction in the north central and northeast U.S. i s  exain- 
ined. For many NTS applications, the percentage savings in heating 
and cooling are impressive, but the actual value of the cnergy saved is 
found to be insujrficient to justify the incremental cost of NTS over rea- 
sonable levels o f  insulation and other energy strategies. NTS in the 
form of modified Trombe walls, when combined with energy conserving 
construction methods, is found to be an effective, available, and mar- 
ketable system. A prototypical residence incorporating this NTS system 
is designed for instrumentation and as a demonstration of NTS princi- 
ples. Annual space conditioning costs are seduced to one-third of those 
found in new construction built to current codes, and less than one- 
fifth the costs found in typical existing homes. 

This study culminated in the design of the Brookhaven House, an energy-saving resi- 
dence that dcmonstrates how thermal mass can be used to cut heating costs in conventional 
single- family housing. 

This section reviews previous as well as ongoing experimental work on the effects of  
thermal mass. There is, of course, much experimental work currently being done at universi- 
ties and in industry from which results are not yet available. 

In 1973 the National Bureau of Standards conducted experimental studies on a 6.1-m 
(20-ft) square, single room, concrete block house in a large environmental ~hanaaber.'~ The 
building was subjected to a, simulated so!-air temperature cycle which ranged from 4.4 to 
38°C (40 to 100°F). The sol-air temperature i s  the hypothetical air temperature which pro- 
duces tha same heat flow lhrcaugh the envelope as the combined effects of solar radiation 
and the actual air temperature. 

Tests were conducted in which the ilsterior air temperature was allowed to float (no 
heating or cooling supplied). For the uninsulated structure, this resulted in an inside air 
temperature variation of about 5.8% (10.5"Y). Placement of insulation inside reduced this 
variation to about 3°C (5.5"P). When insulation was placed on the outside surface instead of 
the inside, this variation was reduced to about 1°C (2°F). 

The addition of interior mass to the building [I180 kg (2600 lbs) of concrete blocks 
stacked inside the building] resulted in a slight reduction in the variation in inside air tem- 
perature for the tininsulated casep but for the insulated cases, the effect was negligible. 
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A second series of tests was conducted in which the interior air temperature was thermo- 
statically controlled. It was observed that the minimum heating load usually occurred later 
in the day than the peak outside ais temperature because of the effect of building mass and 
insuiations. As expected, the effect of placing insulation on either the inside or outside was 
to substantially reduce the amount of heating required to maintain a constant interior 
temperature. These tests were conducted primarily to help validate the NBSLD siniulation 
computer program. 

A.2.2 National Forest Products Association 

The National Forest Products Association has conducted two experimental studies corn- 
paring the energy performance of wood frame and masonry structures. In 1960-61, tests 
were conducted on test house6 in Beltsvil'ie, Maryland:* and in 1968 on houses in Tempe, 
Arizona.I5 The interior dimensions of each single-room house are approximately 3.40 m (11 
f t  2 in.) wide by 4.62 m (15 f t  2 in.) long by 2.44 m (8 ft)  high. The wood frame structure had 
a crawl space, and the masonry structure was slab-on-grade. The buildings were oriented 
the same and had the same window and door arrangement. The wood frame structure had 
wood window frames, while the masonry structure had aluminum windows. All buildings 
were insulated to levels which were typical a t  the time of their construction. Because of 
this, the wood structures are better insulated than are the masonry structures. In the Mary- 
land study, the wood frame house required 26% less energy for heating and 18% less for 
cooling than did the masonry structure. In the Arizona test, the energy savings were 23% 
less for heating and 30% less for cooling. I t  should be pointed out that these savings are 
largely attributable to the difference in insulation between the houses. However, the 
Arizona study showed that during transition periods (October-November and March-April), 
when both beating and cooling were required, the masonry house used less energy than did 
the wood frame house. 

A.2.3 NBS Research Study 

Six 6.1 m (20 f t )  square one-room test buildings have been constructed outdoors a t  the 
National Bureau of Standards located a t  Gaithersburg, Mary1and.l' These test buildings 
have the same floor plan and orientation. They are identical except for the walls, which are 
as follows: 

1. insulated lightweight wood frame; 

2. uninsulated lightweight wood frame; 

3. conventional insulated masonry (masonry positioned predominantly on the exte- 
rior); 

4. conventional uninsulated masonry (masonry positioned predominantly on the 
exterior); 

5 .  log; and 

6. unconventional insulated masonry (masonry positioned predominantly on the 
interior ). 



A detailed description of the walIs of the test buildings is given in Table A.5. The 
steady-state thermal resistances of the insulated walls (1, 3, and 6) and the uninsulatel 
walls (2 and 4) are designed to be approximately equivalent. 

Space cooling for the test buildings is provided by individual split-vapsP-compression air 
conditioners with the indoor units centrally located within each test building. The indoor 
units are equipped with electric-resistance heating elements for providing space heating dur- 
ing the winter season. 

Each of the test buildings has two north-facing and two south-facing double hung win- 
dows arid an insulated door, The total window area is approximately 12% of the floor a~eze, 
which is considered to be representative of residential construction. 

The floors of the test huildings consist of slab-on-grade. The ceilings of the teat buildings 
are insulated to an R-value of 6.7 m2-K/W (38 h.ft2.0F/Btu). 

The buildings are extensively instrumented to measure wall heat transmissicn, heating 
and cooling energy requirements, air infiltration rate, and the indoor comfort condition. The 
test buildings were exposed to outdoor weather conditions for one calendar year, thereby 
permitting evaluation of seasonal variations in the thermal benefits of wall mass. Separate 
tests will later be carried out with an interior partition dividing each test building into a 

1. Insulated lightweight wood frame 
1.6 cni (5/8 in.) exterior plywood 
5 x 10 cm (2 x 4 in.) stud with B-1.9 (R-11) insulation installed in cavity 
1.3 cm (1/2 in.) gyyps~m board 

2. Uninsulated lightweight wood frame 
SRIW as ahove, except that  the insulation is not installed within the cavity 

3. Conventional insulated masonry 
10.2 cm (4 in.) brick 
102 cm (4 in.) concrete block 
5.1 x 5.1 em (2 x 2 in.) furring strips placed 16-in. 0.c 

polystyrene insulation instalred in cavity 
1.3 cm (1/2 in.) ~ Y P S Q I ~  board 

4. Conventional uninsulated masonry 
20.3 cm (8 in.) concrete block 
1.9 cni (3/4 in.) air space 
1.9 x 5.1 cm (3/4 x 2 in.) furring strips placed 16411. O.C. 
1 3 em (1/2 in ) gypsum board 

5. Log 
20.3 cm (8 in.) lodgepole pine square logs 

6. Unconventional insulated masonry 
10.2 em (4 in.) nominal block 
8.9 cni (3 112 in.) perlite insulated cavity 
20.3 cm (8 in.) nominal concrete block 
0.3 cm (1/8 in.) plaster covering 
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two-room test module. Differences in wall heat transmission, heating and cooling energy 
consumption, and indoor comfort attributed to variations in wall thermal mass will be 
quantified and correlated with respect to the outdoor climatic conditions. 

Data collection began at the site early in 1981. This study and the Southwest Thermal 
Mass Study are coordinated efforts. A Thermal Mass Review Panel acts in an advisory role 
for both projects. 

"he results for the 14-week winter heating season are presented in Fig. A.5. Mere the 
winter heating season is defined as that portion of the winter during which the heating sys- 
tem operated some during each hour of every day. There is no thermal mass effect illus- 
trated by these results. The energy consumption for each building was accurately predicted 
by steady-state methods using component R-values and average outdoor temperatures. 

The results for the intermediate heating season (heating was not required during every 
hour) are presented in Fig. A.6. A very definite thermal mass effect is shown here. The 
more massive buildings use less energy. Mass on the inside of insulation performs better. 
However, to put things in perspective, even though there is a significant reduction in heat- 
ing requirements during the intermediate heating season, this season does not represent a 
very substantial portion of the annual heating load. 

The results for the summer cooling season are given in Fig. A.7. (To be consistent, this 
should probably be called the intermediate cooling season since cooling was never required 
during every hour of the day.) Here, again, a definite thermal mass effect is evident. As in 
the intermediate heating season, the presence of mass reduces energy consumption. Also, 
mass inside insulation is preferable. 
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A.2.4 The Southwest Thermal Maw Study 

This project consists of a study to identify the characteristics of thermal mass with 
emphasis on adobe.17 Objectives of the project are: (1) to measure thermal performance of 
mass walls as components in buildings; (2) to memiire effects of energy consumption of the 
mass wall coupling with thermostat setpoints and ventilation; (3) to measure U-values of 
stabilized and traditional adobe, including changes due to curing effects; and (4) to compare 
experimental results with predictions from techniques such as effective U-values, M-factors, 
and steady-state U-values. 

The proposed facility will consist of eight test structures, each with inside dimensions of 
6.1 m by 6.1 m (20 ft by 20 ft). The structures all have the same orientation and are spaced 
to eliminate any shading. The eight structures consist of five adobe structures, one mncrete 
block structure, a log wall structure, and an insulated frame wall structure. The five adobe 
structures consist of three 25.4-cm-thick (10-in.) adobe walls, one 35.6-crn-thick (14-in.) wall 
structure, and one 61.0-cm-thick (24-in.) wall structure. Of the three 25.4-em-thiek (10-in.) 
structures, two will be identical. These will be used to do side-by-side tests of various 
parameters. The other 25.4-cm (10-in.) structure will be made out of stabilized adobe to iden- 
tify effects of stabilization on thermal performance. 

The test site is located on land owned by the Tesuque Pueblo and is approximately 9 
miles north of Santa Fe, off US. 84-285. The weather in the area is very similar to that of 
Santa Fe. There are about 3330°C ( S O O O O F )  heating degree days and very few cooling degree 
days. For this reason, the main emphasis of the tests will be on the heating implications of 
the thermal mass. Tests will be run with constant thermostat settings, with night setback, 
and with changes in parameters such as surface absorptivity and use of internal partitions 
to eliminate radiation exchange between the walls. 

Using the frame wall insulated structure as the base, the performance of the other seven 
cells will be compared on the basis of overall energy requirements, inside air temperature 
profiles, and dynamic requirements of energy vs probable residential load patterns. From 
this information, i t  will be possible to assess the effects of thermal mass on energy con- 
sumption. In their present configuration, the test cells are without doors, windows, or inter- 
nal heat sources other than the heating system. This is done to isolate the thermal mass 
and to identify the effects of thermal mass without including the effects of interaction with 
other components in the building. If i t  is determined that the use of mass walls does not 
have an effect on energy savings over that which would be predicted through the steady- 
state TT-calculations, then internal heat sources and solar gains will be added to the cells. 
Tests will then be run on these configurations to isolate the interactions occurring and the 
mechanisms through which mass reduces overall energy requirements in a building. Data 
collection began in late 1981 and early 1982. This study and the NBS Research Study are 
coordinated efforts. A Thermal Mass Review Panel acts in an advisory role for both pro- 
jects. 

A.3 Simpfified Design Calculations 

Since traditional steady-state calculations do not accurately predict annual energy usage 
by a building, and the use of large computer simulation programs is impractical for 



68 

designers to use because of high cost, there is a need for simplified design calculation tech- 
niques. This section reviews some of these techniques. 

The Masonry Industry Liaison Committee developed the M-factor conieept to account for 
the mass effect in exterior walls of buildings.18-Z0 The M-factor is a correction to conven- 
tional steady-state U-values (or R-values) which results in less insulation being required for 
heavy buildings than for lightweight buildings. The M-factors were developed using subrou- 
tines from the NBSLD computer program. The M-factor correction i s  less in regions having 
large heating degree day values. The M-factor chart is given in Fig. A.8. 

The validity of the M-factors has been questioned because of the theoretical basis of its 
development.s21*z However, defenders of the M-factor claim that the results agree with 
actual experience. 
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Steady-state U-values, as already indicated, axe not neeessariXy a good indication of 
energy consumption by a building. This i s  because of two primary factors: (1) walls are sel- 
dom, if ever, in a steady-state condition; and (2) solar input is a crucial factor in determin- 
ing enerm usage, yet this is usually ignored in steady-state analyses. Therefore, the state of 
New Mexico developed an effective U-value which accounts for these factors.Ba The effec- 
tive IJ-values were determined by use of computer analysis, a specific wall construction, ori- 
entation, and color exposed to an average week of winter weather in a specific location. 
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There were 27 wall types, four orientations, and three colors considered. New Mexico waa 
divided into eleven climatic regions. The effective U-values were also experimentally checked 
and corrected where necessary. A sample table is given as Table A.6. 

Some conclusions that were reached by the study are: 

2.  

2. 

3. 

4. 

5. 

6. 

In some cases, U-values are quite different from steady-state U-values. Thermal stor- 
age and solar effects are included in effective U-value calculations. 

Effective U-values for east, west, and south walls are affected strongly by color. In some 
instances, i t  may be more cost-effective to paint than to insulate. 

Generally speaking, effective U-values indicate that less insulation is needed than is 
suggested by steady-state U-values. This is substantiated in a separate study of energy 
(NIWEI Report No. 76-163, Energy Conservation Housing for New Mexico) used by build- 
ings constructed according to FHA standards. It would appear that  houses built to con- 
form to old FHA standards, using less insulation, are more energy conservative than 
houses built to the newer standards, although further statistical analysis is needed to 
verify this observation. 

Some wall-climate combinations have negative effective U-values. This indicates that 
the wall acts as a solar collector and is a net energy gainer. 

Properly oriented and treated windows are energy gainers. Steady-state U-values 
erroneously indicate the opposite. 

Effective U-values can be easily substituted into codes such as ASHRAE 90-75 and 
UBC. The result is a "performance" code that allows a broader range of construction 
and focuses on average energy use rather than peak energy use. This provides a more 
energy conservative code. 

A.3.3 AR Concept 

Since i t  is claimed that heavier building construction can result in a reduced energy con- 
sumption in winter weather, codes requiring equal R-values (U-values) for both lightweight 
and heavy walls are actually more strict for the heavy wall. The goal of the building codes is 
to have equal performance. Therefore, the heavier wall should be allowed a reduced R-value. 
This has led to a AR concept (pronounced "delta R" and meaning change in R-value). 

As discussed in Sect. A.1.6, Mitalas has developed a AR correction for buildings in the 
Canadian climate. Also, based on the work of Petersen (see Sect. A.1.8), the Department of 
Housing and Urban Development (HUD) has proposed a similar correction for the United 
States. The HUD prspsa l  has correction graphs for specific wall types in different climate 
regions (based on number of heating degree days). HUD uses U-values rather than R-values. 
(The R-value is the reciprocal of the U-value.) A typical graph is shown in Fig. A.9. 



Table A.6. Effective U-vdues for hertthg 

Wall type 10 - 20.3 ern (8 in.) standard concrete block (unfilled) 
ASHRAE steady-state U-value: 3.19 W/m2.K (0.526 Btu/ft2.h. O F )  

New Mexico Wall orientation and color 
climatic North East South West 
region Light Medium Dark Light Medium Dark Light Medium Dark Light Medium Dark 

1 

2 

3 

4 

5 

6 

a 

8 

9 

10 

I1 

2.51 
(0.442) 

2.37 
(0.417j 

2.34 
(0.412) 

2.32 
(0.408) 

2.3% 
(0.408j 

2.32 
(0.409) 

2.33 
(0.411) 

2.35 
(0.414) 

2.38 
(0.419) 

2.43 
(0.428) 

2.47 
(0.435) 

2.12 
(0.374) 

2.16 
(0.381) 

2.17 
(0.383) 

2.18 
(0.384) 

2.19 
(0.3%) 

2.19 
(0.385) 

2.19 
(0.385) 

2.19 
(0.385) 

2.18 
(0.384) 

2.17 
{0.383) 

2.17 
(0.382) 

1.74 
(0.306) 

1.95 
(0.344) 

2.00 
(0.353) 

2.05 
(0.361) 

2.06 
(0.362) 

2.05 
(0.381 j 

2.04 
(0.360) 

2.02 
(0.356 j 

1.99 
(0.350) 

1.92 
{0.338) 

1.87 
(0.330) 

2.42 
(0.427) 

2.31 
(0.407) 

2 . 3  
(0.420) 

2.25 
(0.396) 

2.24 
(0.395) 

2.24 
(G.394j 

2.24 
(0.394) 

(0.394) 

2.24 
(0.3953 

2.27 
(0.399) 

2.28 
(0.402) 

2.24 

1.92 
(0.339) 

(0.355) 

(0.357) 

2.01 
(0.354) 

2.00 
(0.352) 

1.98 
(0.348) 

1.95 
(0.3441 

1.91 
(0.337) 

1.86 
(0.328) 

1.78 
(0.313) 

1.72 
(0.305) 

2.02 

2.03 

1.40 
(0.246) 

1.72 
(0.303) 

1.77 
(0.312) 

1.18 
(0.314) 

1.77 
(0.311j 

1.73 
(0.305j 

1.68 
(0.296) 

1.60 
(0.282) 

1.49 
(0.26Zj 

1.29 
(0.228, 

1.46 
(0.205) 

2.35 
(0.414) 

2.24 
(0.394) 

2.20 
(0.388) 

2.15 
(0.379) 

2.14 
(0.377) 

2.12 
(0.374 j 

2.11 
(0.372 j 

2.10 
(0.369) 

2.08 
(0.367 j 

2.07 
(0.365) 

2.07 
(0.364) 

1.65 
(0.291) 

(0.320) 

1.83 
(0.322) 

1.79 

1.82 

(0.315) 

1.76 
(0.310) 

1.71 
(0,302) 

1.66 
(0.292) 

1.57 
(0.277) 

(0.258) 

1 .a3 
(0.226j 

1.16 
(0.205) 

1.46 

0.30 
(0.158) 

(0.245) 
1.39 

1.46 
(0.257) 

1.43 
(0.252) 

1.39 
(0.245) 

1.31 
(0.231 j 

1.21 
(0.213) 

1.04 
(0.1%) 

0.82 
(0.145) 

0.45 
(0.080) 

(0.036) 
0.20 

2.95 
(0.431) 

2.32 
(0.409) 

2.29 
(0.404 j 

2.27 
(0.399) 

2.27 
(0.399) 

2.26 
(0.398) 

2.27 
(G.399) 

2.27 
(0.400) 

2.29 
(0.403) 

2.73 
(0.480) 

2.34 
(0.412) 

1.92 1.41 
(0.339) (0.249) 

2.04 1.76 
(0.359) (0.310) 

2.06 1.83 
(0.362) (0.33) 

2.06 1.86 
(0.3631 (0.327) 

2.06 1.85 
(0.362) (0.325) 

2.04 1.32 
(0.359) (0.321) 

2.02 1.78 
(0.356) (0.314) 

1.99 1.71 
(0.350) (0.301) 

1.95 1.61 
(0.343) (0.284) 

(0.331) (0.232) 
1.68 1 .le3 

1 .$3 1.31 
(0.322) (0.231) 
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Fig. A.9. Chart for determining U-values that give equivalent energy use for region 
experiencing 1390-1945 (2501-3500) heating degree days [ 18.3OC (65OF) base]. 

As an example of how to use the graphs, assume that we wish to determine U-values 
necessary for masonry walls to perform equivalent to a wood frame wall with a U-value of 
0.38 W/m2.K (0.067 Btu/h-ft2."F). This is equivalent to an R-value of 2.6 m2.K/W (15 
h.ft2."F/Btu). Step 1: locate 0.38 on the abscissa and move straight up until the curve for a 
wood frame wall is intersected. Step 2 move horizontally to the right until the curve for 
the desired masonry wall is intersected. Step 3: move straight down. The intersection point 
with the abscissa gives the necessary U-value for the masonry wall. In the example given, 
the U-values, which will result in equal energy usage for three wall types in a location hav- 
ing between 1390 and 1945°C (2501 and 3500°F) heating degree days, are 0.38, 0.44, and O.E;4 

(0.067, 0.078, and 0.095). These U-values correspond to R-values of 2.6, 2.25, and 1.85 
m2-K/W (15, 12.8, and 10.5 h.ft2."F/Btu) for a wood frame wall, concrete masonry unit with 
insulated inner face, and concrete masonry units with insulated core and insulated interface, 
respec ti vely. 
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