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PREFACE 

The US-Japan theory workshop on 3-D MHD studies for toroidal 

devices was held at O~k Ridge. Tennessee on October 19-21. 1981 • 

It was attended by more than 40 participants. 

The main purpose of the workshop was to determine what im­

portant problems are ahead of us in 3-D MHD studies. In the meeting 

physics problems were addressed, as well as computational ones for 

different devices. The first day of the workshop was devoted to 

discussion of problems related to stellarators. TheMHD properties 

of tokamaks were considered during the second day. Finally FRP, 

compact torus and EBT were discussed on the last day of the workshop. 

The discussions were held in a very informal fashion. which 

allowed a frank and open exchange of views between the participants. 

These proceedings include the manuscripts that were presented 

at the workshop. They cover most of the oral presentations and are 

organized in the way they were delivered. An author index, attendance 

list, and the agenda are also included in the proceedings. 

The Japanese delegation was led by Professor Ichiro 

Kawakami. Nihon University. His cooperation in the organization 

of the workshop is gratefully acknowledged. 

The workshop was sponsored by the Fusion Energy Division. Oak 

Ridge National Laboratory and could not have been successful without 

the efforts of many dedicated individuals - Session chairmen. authors, 

participants, and last but not least, the workshop secretaries. 

I would like to acknowledge special appreciation to: Caila Cox 

who handled all the problems of organization prior to the workshop in 

an efficient and professional manner; DeLena Akers and Gladys Warren, 

who acted as workshop secretaries during the workshop, taking care of 

all the details and problems which normally are associated with such 

meetings in .an excellent way. I am particularly grateful to Gladys 

Warren for assembling the contributions of the proceedings, and handling 

much of the workshop paperwork. 

Benjamin A. Carreras 
Oak Ridge. Tennessee 
November 1981 
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THREE DIMENSIONAL MHO EQUILIBRIA. 

Harold Weitzner 
New York University 

New York, New York 10012 

A survey of the current theoretical and computational effort. 

A desoription of the problem of MHD equilibrium and its 

complexities. 

Basic Models 

1. Free boundary profiles. 

Let V be volume inside a surface 

p 

v 

Pi constant between Si' Si+1 

·Transcript of the viewgraphsused for the oral presentation at the 
workshop • 
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~1 1s a vacuum field in domain between 51' 3i +1 

. on S1 'oi ·jh = a 

on Si+1 ni+1·»i = a 

on 51 
~? . 1 

Pi + "2 = Pi-1 

Alternately (and little studied) 

2 x ~i = Ai~i between Si' SI+1 

with the same boundary conditions. 

2. Smooth pressure profiles 

l!P = J: x l} 

a = l! • ~ 

,( = ~ x ~ 

~ • l!P = a = (,1 • Vp) 

. 2 
~i-1 .. 

+-
2 

Thus, ~. sl. lie in the surface p = const •. 

c .... 
s~ 

= J ~. ll5 = $1(P) 

S1 
$2 = J ~ .~5 = l/!2(P) 

52 

Clebsch Variables 

It-

, 

"", 

/1# 
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12 :: ~IP1 x )is 

W1 :: J J2. riS :: J riIP1s!S 
5, 

[alc , :: 

IP2 :: J J2. dS :: J dIP, t dS 
52 2 

dIP2 :: [S]c2 :: l 
dIP1 

3 

If i :: rational all lines on surface close 

~ :: irrational, line is ergodic on surface 

By symmetry 

J. :: llr,; x )ip 

I,(p) :: J J. • d~ 
dl 1(p) 

:: [r,;]C
1 

~1 
dp 

I 2(p) :: J J. • d~ 
dI2(p) 

:: [r;]C 

~2 
dp 2 

£:p :: J. x J2 :: -(12o:()r;£:p 

!. (~·Vr,; :: 1 

on a rational surface 

E r,;] :: g, dt = Fep) 

g, dR.. is the same for all closed lines on a rational surface. 
B . 
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An alternate formulation (H. Grad) 

:( x }2 = J. = ic; x ip = 'fl x l,;ip 

J2 = ic; + z;;ip 

J2 • ~p = 0 

J2 • ic; = 1. 

:!l - Jl = 0 = 11 $ + 'fl- (c;i p) 

~[$] + [1; ]ip = O. 

[$]c. = fi(p) 
1 

[c;]c. = -fl(p) 
1 

i = 1.2. 

For this problem what data do we give to expect a solution - a unique 

solution. We examine it two separate ways • 

$(x,y,z) = k is a characteristic surface 

(J2·i$)22~·'fl<P = 0 

2<P·i~ = 0 one elliptic second order equation 

(}2.Yl$)2 = 0 one real characteristic counted twice, 

a hyperbolic system. 

Data: 

Elliptic: One piece of data on bounding surfaces. 

Hyperbolic: Two characteristics imply two pieces of data on each magnetic 

line. BUT: repeated characteristic. may reduce data and 

require consistency. We contemplate giving W1(P)'~2(P) 

Another formulation (H. Grad)' 

.,.. 

t1> 

'" 

": 



i 

.", 

.,. 
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E = J (~212 - p)dV 

:2"» = 0 

l! ":(p = 0 

J l}·QS = .1/Ic (p) 
c 

C = 1,2 

n"~ = 0 on outer boundary 

(~ = ~px~e and get :(p = (~x1J) xl} as Euler equation) 

Equivalently. (Basic energy principle) 

E = J (~212 + ~)dV 
y-1 

X:.1J = 0 

J 12 .d12 = 1/Jc( v) 
c 

Jpd}, = M(v) 

interior Si 

P = KPY 

again counts correctly 

In cylindrical symmetry. e.g. 

~.~p = ,l.~p = 0 ~.» = ~" J1. = 0 

1 31/1 
Br = r az Jr. = ..!.!K _ aBe 

r 3 --z az 

, 3lj1 
Bz = r ar 1 av 1 a ( ) J = - .=.a = - - rB e 

Z r ar r 3r 

x = rBe 
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p = p(lji) , x = X(lji) 

r .l;.(2l!l:) + ~ = _(r2p' (~)) + X(lji)X' (lji» 
or r or oZ 

problems still in nonlinear elliptic equation 

a) bifurcation 

b) no solutions to nonlinear problem 

c) free boundary problems. 

Even with separated hyperbolic and elliptic parts, problems may appear. 

What are three dimensional results? 

First: KAM theory 

Suppose we have area preserving mapping with surfaces 

~-
If ,{ i 0 ~ ~ 0, both not too small or large, then in general 

alji 
perturbations of the mapping which are area preserving may destroy 

surfaces 

Measure of surfaces> 0 

Measure of ergodic region < A 

What do we know? 

1. Free boundary. 

p = 0 

Good - Solutions exists 

Bad - Solutions found do not fill out space of data 

~, 

~ 
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Good - Hope to construot solutions offo.rm 

'~ 
\I 

2. Closed lines. 

With reflection symmetry (D. Lortz) solution exists with l. = o. 

I 

l I 

I 

l~-.... -- ...... 
New results (D. Lortz) 

perturb away from reflection symmetry solution exist 

Plausible: still true if l. = mIn, at 0 
3W 

Need zero order equilibrium to start 

3. Asymptotic expansions. 

A) "Stellarator Expansion" Johnson and Greene 

~ = ao ... 611k + o2(~T + as) + ••• 

e = OU;2) 

K' = OU;2) 

b) Mercier Expansion about axis curve I = ~(s) 

I = I(s) + peos e n + p sin e v 

expand about magnetic axis 

C) Large aspect ratio 
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1 A A . 

I = - I(Es) + p COS e n(Es) + p sin e v(~s) 
E 

Fills out full profile to p = O. 

4. Numerical Calculation 

A) Betancourt - Garabedian with above variational principle equilibria 

with or without islands. No indication reported yet that as Ax + 0 

islands appear 

B) Chodura - Schluter 

dM 
p dt + K~ + 2p = ~ x ~ 

gives equilibria 

c) Barnes - Brackbill 

3-D time dependent high beta code. giyes equilibria. 

D) Strauss - Monticello 

Resistive reduced MHD 

\~at is the situation 

A) Some exact 3-D equilibria exist 

Free boundary. 

Lortz 

B) K.A.M. says general perturbations destroy surfaoes. 

Q: Is equilibrium a general perturbation? 

C) Resistive theory says islands may form and destroy surfaces 

D) Many expansions exist 

E) Numerical work appears to give good results. 

F) Solutions may exist for restricted parameter ranges (i = 0, 

ai hopefully ~ = 0) 

~, 

• 

... 

,. 
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• 
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[Small domains in ~1(P)t $2(P)] 

G) Does it matter? MHD approximate and also error may produce slow 

changes in equilibrium only • 
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B Limits for Torsatrons 

Octavio Betancourt 
New York University 

A fully three dimensional computer code based on an 

ideal magnetohydrodynamic model has been used to find 

stellarator configurations with finite critical values of 
the plasma parameter S. Description of the method [1], as 

well as results for some configurations like WISTOR-U and 

Hel·iotron E have been reported elsewhere [2,3 J • 
In this abstract we discuss current free torsatron 

configurations which correspond to helical coils with a 
winding law given by 

Q~ = ~(e - a sin 6) 

where ~ and e are the toroidal and poloidal angles respec­

tively, Q the number of helical periods and a a modula­

tion constant. 

The equilibrium and stability properties of these con­

figurations are found to depend on the Fourier components 

of the separatrix (last closed magnetic surface) which 

can be represented by an equation for its minor radius of 

the form 

R = 1 + r 6~ cos (~e - Q~) . 
~ 

As B increases in a toroidal configuration, the 

magnetic axis drifts out towards the separatrix. This drift 

can be minimized by a large rotational transform as in 
Heliotron E, or it can be offset by combining ~ and ~+l 

fields with opposite signs of 8 i and 6~+1 ' which tend to 
shift the plasma inwards [41. 

These multiple harmonics can be introduced by an 
appropriate choice of the modulation a in the winding law. 

This research was supported by the Department of Energy, 

Contract DE-AC02-76ER03077-VII. 
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Figures 1 and 2 show the dependence of 8 on a for t = 2 

and 3 respectively. Here 810 denotes a shift of the 

separatrix given by the cos e Fourier component, £ the 

inverse aspect ratio for the plasma, and V the vertical 

field. 

It can be observed that8 t is a slowly varying function 

of a, while 8 t _1 is rapidly varying and changes'sign with 

a. It is also found that 8£+1 as well as 810 are primarily 
controlled. by the vertical field V, while 8£ and'8 t _1 ' 

vary slowly with this parameter [see Figure 41. 
Among these configurations, we are most interested in 

the! = 2,3 torsatron, which is given by a = -0.5 in the 

£ = 3 winding law. In this case, 82 = 0.15 and 83 ~ -0.15 

while 84 can be decreased by increasing the vertical field. 

We have studied its properties extensively [3] and found 

no stability limitations, with the average critical B of 

5% given by the axis shift for the equilibrium. 

To attain a relatively high stability limit we find 

it is desirable to have adequate positive shear •. In the 

case of Heliotron E this' is' achieved by a tight winding 

and a large number Q = 19 of field periods. For a moderate 

number of periods, it can be obtained from the! = 1 and 
t = 3 components of the field. 

Figure 3 shows the dependence of the M = 2, N = 1 

mode on 81 , Here _00
2 > 0 is the stable region. Curve B 

corresponds to 82 = 0.2 and 8 3 = -0.1. It should be 

noted that by lowering 83 and increasing 82 we have gone 

from the stable configuration mentioned above to one with 

critical B of 2%. Curves A and C show that a positive 81 
stabilizes this mode while a negative 81 makes it more 

unstable. However, 82 and 81 of the same sign result 

on an outward shift of the magnetic axis, which in turn 

lowers the equilibrium limit. This is the case for curve A, 

corresponding to WISTOR U and for which the critical S is 

given by an equilibrium limit between 3% and 4% • 
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Therefore, we find that in order to obtain a high S 

limit for both stability and equilibrium we require a large 

~3 of opposite sign from ~2' This we· cannot achieve with 

an i = 2 winding law. Since ~3 is critical for stability, 

we want it to remain nearly constant for a reasonable range 

of vertical fields and S.. For both of these reasons an 

i = 3 winding law wit~ a = -0.5 seems the best choice for 

a high critical S. 

For this case the number of periods Q = 10 has been 

chosen so that the transform at the edge of the plas~a is 

below 1. One may attempt to increase the equilibrium limit 

by increasing ~2 = 0.2, ~3 = -0.15, with Q = 10, or keeping 

1::.2 = 0.15'~3 = -0.15 and increasing Q. In both cases, 

the transform at the plasma edge.is larger than one, and 

the M = 1, N = 1 mode becomes unstable with critical S 

below 2%. 

Figures 4 through 7 show. results obtained for the 

ISX-C tors~~ron design. Figure 4 shows. ~ as a function of 

the vertical field V. Due to the small value of a, ~l is 

negligible and the configuration is mainly ~ = 2 with a 

small i = 3 component. Notice that t:.2 and 1::.3 .are .of the 

same sign, so at zero S.the magnetic axis is shifted 

outwards relative to the separatrix. 

The basic configuration is 1::.2 = -0.25, 1::.3 = -0.07, 

with the separatrix shifted inwards relative to the coils. 

If we decrease 1;.he vertical field, we obtain a configura­

tion ~2 = -0.28, 1::.3 = -0.14 with.the separatrix shifted· 

outwards. 

Figure 5 shows I::. as a function of S. As we increase 

S, the separatrix is slowly shifte.d outwards, with a corres­

ponding change in ~3' This shift can be compensated for by 

a small increase in the vertical field. 

Figure 6 shows the magnetic axis shift in units of the 

plasma radius. Figure 7 shows a parameter d which at zero 

S is proportional to island width, and for finite S also 

• 

tI' 



• 
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measures the Pfirsch-Schluter current. From these we 

conclude that configuration A has an equilibrium limit 

around 3% while B is somewhat higher. Although we have 

not computed a stability limit, we expect A to have a low 

limit since ~3 is small. B has a large ~3 ' but of the same 

sign as ~2 ' and we do not know the critical S in this case. 
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[1] INTRODU.CTION 

This paper surveys recent computational studies concerning 

magnetohydrodynamicequilibrium and stability of a helical 

magnetic trap called 'heliotron', which was porposed and which 

has been extensively investigated experimentally at Kyoto univer­

sity. This paper also describes 3D MHD code for multi-helicity 

tearing mode in current carrying stellarator. 

Coil system of heliotron is much simpler than that of 

stellarator. All helical windings in heliotron carry uni-direc­

tional current. The helical windings, ther~fore, produce both 

poloidal and longitudinal field components by themselves. 

In heliotron, if one choose helical windings of relatively short 

pitch length L, one can obtain large closed magnetic surfaces 

without the aid of external solenoid which is, however, 

indispensable to stellarators. The elimination of solenoid - . 

yields several important magnetic surface properties "that do 

not show up in conventional stellarators. For example, the 

Heliotron E device /1/ has large rotational transform, high 

magnetic shear and deep helical field ripple. On the other hand, 

Wendelstein VII-A stellarator has small transform, low shear and 

shallow helical ripple. In short, helical effects are dominant 

in heliotron while they are'weak in stellarator. 

[2] EQUILIBRIUM AND STABILITY OF STRAIGHT HELIOTRON 

Equilibrium Code 

Helically symmetric equilibria have usually been studied, 

both analyt~cally and numerically, by assuming t~enormalized 

radius P = 2nr/L (Fig. 1) is'to be a small expansion parameter. 

This ordering, which may be appropriate to conventional stell­

arator, is questionable to the heliotron equilibria because the 

heliotron device has short pitch helical windings Pc = 2nrc/L > 1. 

To investigate the stability of the Heliotron E (pc ~ 1.3) 

plasma, we previously wrote a free-boundary helical equilibrium 

code /2/. This code, uses Correa-Lortz solutions for 

Grad-Shafranov type equation for magnetic flux function ~ 

.) 
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L(~) = 4h2(a + n) 4(a + n)n' - 2S'/h2 - F , (1) 

L :: V·(h 2 V ), h 2 = 1/(1 + p2), 

F external helical windings, 

was applicable to only restricted class o~ equilibria. Namely, 

plasma pressure S and current flux function n were assumed to be 
linear functions of ~, which implies quasi-parabolic pressure 
and quasi-uniform current distributions. To investigate more 
general classes of equilibria, we recently developed a new 
version of helical equilibrium code /4/, which enables us to 
calculate free-boundary equilibria with arbitrary pres~ure and 
current profiles. we now consider S'and n appear in the RHS of 
Eq.(l) are not necessarily linear functions of W(Fig. 2).: 

In order to apply Green's function technique,' we introduce 
a new function ~ by following relation 

~ = w + (a v 
A 

1 + nb)p2 + ~ (2) , 

Here, ~v is vacuum (e = n = 0) solution of Eq.(l). Anunknown 
constant a is the magnetic field strength on the axis devided by 
vacuum field strength on the axis. Substituting (2) into (1), 

we have 

A 

V'(h2v~) = Q = 00 + aOl • 

In the outside of the plasma (~ > ~b)' Q is equal to zero. 
be written using Green's function'</! of Eq.(3) as follows 

A A 

~= L- 1 O(a,w) = ! </! Q ds. 

(3) 

A 

~ can 

( 4) 

Boundary conditions on ~ at the origin (p= 0) ,and at the infinity 
A A , 

(p ~ ~ ) are ~ = 0 and lim~/p2 = 1 - a - nb', respectively. p .... co 

\ 
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From these conditions, one can derive expression for a 

a = tCw) = {l - nb - 1/4n·r 00 ds}/{l + 1/4n·r 01 ds} (5) 

~wo kinds of nonlinearities are involved in (3), (4) and 

(5)1 one from the free-boundary nature of the problem and the 

other from the nonlinear source terms. We use a simple 

iteration schem~ to solve these coupled equations 

~ (n) = L-l ° (a (n-l) I ljI (n-l),> , 
, - (6-1) 

a (n) ,= ,R. (ljI (~» , (6-2) 

ljI (n) = ljIv +(a (n)' 1 + ,n
b

,) p2'+ ~ (n) (6-3) 

As an initial guess, ,we take vacuum solution; ljI (0) = ljI , ~ (0) = 0 

and ~(O) = 1 - nb" To avoid time-co~~umi~g, repitici~US 
integration (4), we first calculate ljI value,on a circle of radius 

p (> p ), which encircles both plasma and helical windings. a c 
Then, we solve finite-difference ,form of (6-1) inside this 

circle by SOR method 

.v- (h 2 ;(n), = Q(n-l) 

A 

requiring the ljI value on p = p as boundary condition. a 

(.7) 

Figure 3 show the example of Heliotron E equilibrium calculated 

by the above scheme. 

High m localized Mode 

Straight helical equilibria are physically trivial, since 

no toroidal effects are included. We think, however, this kind 

of 2D equilibrium code has wide application to stability compu­

tation. First application of the equilibrium code is to estimate 

B limit of the straight heliotron plasma against localized mode 

using Mercier's criterion. This is done by introducing additional 

iteration loop exterior to the iteration scheme (6). At the end 

.' 

.. 



25 

of each inner iteration step, we calculate maKimum possible 8 
profile, which is marginally stable against Mercier's criterion. 
We repeat the outer iteration until all physical quantities can 
be regarded as converged. In the course of iteration, longitudi­
nal current is adjusted so as to obtain net current free equiiibrium. 

Low m internal Mode 
Second application of the equilibrium code is the stability 

of ideal low m internal mode. Although large rotational transform 
and high shear are favorable to attain large equilibrium critical 8, 
they allow many rational surfaces inside the plasma column. 
It is, therefore, of interest to examine low m internal, mode of 
heliotron plasma. Somewhat time-consuming but straightforward 
way to calculate m = 1, 2, 3 ••• mode is to solve linearlized 

~D e9uations 

a2 t = - VP l + jOXBl + jlxBo Vo -at 2 

-+- '-+-
J = VXBl 1 

(8l 
-+-B = 1 Vx{tXBO) 

p = - t·Vp - y p V·t 
1 0 0 

as an init~al-boundary value problem /5,6/. An explicit finite­
difference scheme /7/ is applied to a non-orthogonal curvilinear 
coordinate s~stem (f, u, ~), which is convenient to treat 
helically symmetric geometry. Coordinates f, u and ~ are defined 
by the following transformation 

X* = Kr cose = p(f, u) cos eu + r;) 

y* = Kr sinS = p(f, u) sin(u + I;} 
(9) 

1.* = KZ = r; 
f = (1/1 /1/Ib ) d 2, K :: 21f/L, 
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where ~b is the value of ~ at the plasma boundary. Components 
of metric tensor of this coordinate system are then given by 

gff 
= '( ap ) 2 ar ' 

g = ( !£ )2 + p2 
uu au 

g = 1 + p2 
1;1; 

, 

gi;u 

, 

_ ap ap 
- a£ . au' gf1; = 0 , 

gU1; = p2, (10) 

ap 
Ig = P'a£" 

Fourier analysis along the cyclic coordinate 1; reduces the 

problem to 2D. The growth rate of the dominant mode and its 

associated eigenfunction are obtained by the time evolution of 

initial ~erturbation. 

Results for the Heliotron E equilibria, using Correa-Lortz 

solution, show that m = n = 1 internal kink mode is unstable 

(S = 10%), 'when the sum of rotational transform 'due to vacuum 

helical field and plasma current becomes unity inside the 

plasma column (Fig. 4). The growth rate tends to reduce when 

the m = n = I resonant surface is located near the peripheral 
region of the plasma, where the magnetic shear of heliotron is 

very high. 

[31 3D MHD CODE FOR MULTI-HELICITY TEARING MODES 

It is recognized that disruptive instability is crucial for 
developing a tokamak reactor, since stored energy in plasmas is 

lost to a first wall instantaneously and this,will give serious 
damage on it. Therefore~ supression or control of' the disruptive 

instability becomes an important subject in tokamak research. 

Experiments in the Pulsator tokamak showed that the feed-back 
control by use of the resonant helical magnetic field was effec­
tive to control the disruption. On the other hand, stellarator 

experimint, especially in the W VII-A stellarator, showed that 

disruption can be supressed , when rotational transform exceed 

about 0.14. 

.,. 
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The mechanism of the disruptive instability is given by 
WaddeU,Carreras, Hicks and Holmes /8/. They demonstrated .that 
behavior of magnetic field lines becomes ergodic and magnetic 

surfaces are destroyed in the whole plasma column, after the 
magnetic islands produced by the m= 2/n = 1 and m = 3/n = 2 

tearing modes are overlapped. This might bring about rapid plasma 
losses .and current termination or major disruption. 

Our concern is to stuqy the same phenomena in current carry­
ing stellarators. By applying the ordering known as stellarator 
expansion, nonlinear reduced MHD equations can be obtained .in 
stellarators /9/, 

d 
dt VI u 

CIA 
at 

ap 
at 

2 ap 
== SoA(8.LA) + Roay 

= B·VU + n(8.LA) 

'" ::: - (Vuxl,;)·VP 

VQxVP°Z; 

. (11) 

where U denotes a stream fuction, A denotes a flux function and 
p is pressure~ Q means curvature due to stellarator fieldso 
To study the disruptive instability, the pressure terms are not 
essential and a low beta approximation 'is .used. Then the reduced 
equations become. similar to tokamak case./10/. 

First we solve these equations for cylindrical plasmas with 
fixed boundary. As a test q profile, we, choose that studied in 
Ref I-S/. We used 16 modes and 100 radial mesh points~which might 
be minimum number to study nonlinear tearing mode of multi­
helicity /11/. We have obtained the results showing the disrup­
tive instability. Figure 5 show the overlapping of magnetic 
islands due to the m ::: 3/n = 2 and m = 2/n = 1 tearing mode. 
Figure 6 shows evolution of plasma current profile. After T ~ 

220, the current profile deforms and spikes develop. After the 
overlapping between magnetic islands begin (T > 230), behavior 
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of the magnetic field lines becomes stochastic near the separatrix 

of magnetic islands. At T =.260,the magnetic field lines become 
ergodic. except the central region as shown in Fig.7. We can 

check the degree of ergodic b~havior by calculating K-S entropy. 

Figure 8 shows K-S entropy at r = 0.5. The lower curve corres­
ponds to T = 20 and K-S entropy decreases exponentially as the 

magnetic field line goes around the torus. But at T = 250, 
K-S entropy Predicts ergodic behavior. 

We consider our numerical code works well fortokamaks and 

we have started to apply. it to stellarator cases. First we 

study the difference the case assuming the averaging or stell­

arator expansion and the case including additional mode couplings 

due to the stellarator field •. 
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* THE COMPUTATION OF INVERSE MAGNETIC CASCADES 

David Montgomery 

Physics Department 

College of William and Mary 

Williamsburg, Virginia 23185 

October, 1981 

ABSTRACT 

Inverse cascades of magnetic quantities for turbulent incompressible 

magnetohydrodynamics are reviewed, for two and three dimensions. The theory is 

extended to the Strauss equations, a. description intermediate between two and 

three dimensions appropriate to tokamak magnetofluids. Consideration of the 

absolute equilibrium Gibbs ensemble for the system leads to a prediction of an 

inverse cascade of magnetic helicity, which may manifest itself as a major 

disruption. An agenda for computationaiinvestigation of this conjecture is 

proposed. 

* Presented at the US-Japan Workshop on 3D MHD Studies for Toroidal Devices, 
Oak Ridge National Laboratory, October 19, 1981. . 
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I. INTRODUCTION 

A. Background 

Over the last fifteen years, the term lIinverse cascade" has been ap­

plied to a class of turbulent processes in which the small spatial scales 

(high wavenumbers) feed some quantity, by nonlinear processes, to the large 

spatial scales (low wavenumbers). A variety of quantities can be inversely 

cascaded, depending upon the medium and upon the geometry: 'the process can look 

quite different in different cases. Inverse cascades have been most intensively 

studied in Navier-Stokes fluids and incompressible magnetofluids. Most progress 

has been numerical, and the accurate computation of an inverse cascade is a 

strenuous numerical ch8l.lenge because of the high spatial resolution required. 

This needed high spatial resolution considerably restricts the range of allowable 

Reynolds numbers, and the implications of these restrictions have yet to be 

felt in the plasma simulation community, though the hydrodynamicists are pain­

fully aware of them. 

The idea of an inverse cascade first appeared in connection with flows 

in two-dimensionall,2,3,4,5Navier-Stokes fluids, then in magnetofluids, first 

in three dimensions6,7,8,9 and then in two.10 ,12 Most of the work has assumed 

the simplest and most highly idealized boundary conditions: rectangular periodic 

ones. But now, possible relevance to the. dynamo 11 and to magnetic 

fusion confinement is exerting pressure for computations with fewer idealiza­

tions and more re8l.ism. Computations are crucial for demonstrating most of the 

theoretical consequences. Analytical indicators can be used to anticipate the 

existence of inverse cascades; but accurate prediction of any of their details 

seems inherently to require sophisticated numerics. No one has had much success 

proceeding solely with pencil and paper. The intention here is to clarify the 

implications of certain classes of possible computat.ions. 

The mechanism underlying an inverse cascade is essentially simple.3 ,13 

Two things seem to be necessary: (1) a dissipation which only becomes effective 

at small spatial scales, such as viscous or Ohmic dissipation; and (2) two or 

more non-dissipative integral invariants of the motion which are representable 

as sums which emphasize differently the large and small scales. 
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Take an example: two-dimensional Navier-Stokes flow at high Reynold£ 

numbers (the same mathematics does as well for electrostatic guiding center 

plasmas). The two non-dissipative invariants, express~d in terms of the Fourier 

coefficients of the velocity field r(~,t), are the energy per unit mass E and 

the mean-sCluare vorticity or "enstrophy" Q: 

2 
E = ~~ Ir(~,t)\ , 2 2 

Q = ~k k \ ~(~, t) I • 

The non-dissipative terms in the eCluations of motion are the nonlinear ones, 

anQ if they transfer excitations to the high I~I part of the spectrum (as they 

surely must), the only way the simultaneous constancy of both E and Q can·be 

preserved is for there to be an accompanying transfer to low \ ~ \. The additional 

constant of the non-dissipative motion Q (which is not conserved in three di­

mensions) demands that the non-dissipative (i.e., non-linear) terms in the 

Navier-Stokes eCluation must transfer excitations in both directions in wavenumber 

space, if there is any transfer at all. The paths in ~ space by which the transfer 

occurs are a secondary issue, but there is nothing simple about them. 

Subtleties arise when one begins to ask sharper questions, such as 

which quantity gets transferred in which direction and how fast. These questions 

have been earnestly addressed in the literature and do not lead to short, graphic 

answers, only to long, contingent ones. Relatively simple and persuasive answers 

can be given for the quasi-steady state, when a source of excitations, band­

limited in wavenumber space, is regarded as injecting the excitations at a sta­

tistically steady rate and attention is directed toward ·the spectra and the 

transfer rates of the cascaded quantities.' The word "source" can mean lots of 

things, from an externally-applied forcing field (such as an electric field or 

current field, in magneto-hydrodynamics) to some microscopic instability which 

might be present. 

Computationally, one often works initial value problems starting from 

smooth initial conditions, and in that case, it may be useful to identify a 

particular unstable normal mode as associated with the onset of the turbulent 

fluctuations. In the laboratory one usually does not work an initial value 

problem starting from smooth initial conditions; rather, unstable systems are 

often created only with some level of excitations already in place. It may then 

be a less interesting question as to which "mode" is the "most unstable" one, 
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because the fully developed and observed state may bear little relation to the­

kind of smooth profiles on which any kind of stability calculations can be done. 

A hydrodynamic analogy is pipe flow far above the critical Reynolds number: 

there is hardly even an 'academic relation between the details of the flow and 

any stability calculation that can be done. Particularly in plasma confinement 

experiments, there'may be many simultaneous sources of excitation: a gradient 

in virtually any mean field variable (pressure, magnetic field, electric current, 

flow velocity, density, temperature) is potentially a source of excitations. 

Many sources may act simultaneously. They may interfere with or reinforce each 

other. 

What happens to the excitations once they are launched on their journey 

through ~-space may be the more interesting and the more physically significant 

question. There is a clear difference between turbulent processes that transfer 

their disturbances to small rather than large scales from the point of view' of 

thermonuclear confinement. In the former case, the worst that can happen is an 

enhanced transport, a disadvantage which may well be offset by an enhanced heating. 

(A tokamak which had no "directly cascaded" turbulence of this kind might not heat 

,at all!) Transfer towa~d large scales can clearly be more serious: macroscopic 

bulk deformations can redistribute and disrupt the p~asma variables and perhaps 

terminate the confinement. Disruptions in tokamaks have some of the flavor of 

what one might expect from an inverse cascade, though experiments with highly 

resolved enough diagnostics to study the small scales of what happens in a major 

disruption appear not to have been carried out. (A respectable beginning on the 

problem was made some time ago by Hutchinsonl4 and Morton.15 ) For the near-term 

future, connections between tokamak disruptions and possible inverse cascades are 

likely to continue to be primarily a numerical subject • 
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B. Numerical Examples 

We briefly remark upon three examples of attempted computations of 

inverse magnetic cascades. The ~uantities expected to.be inversely cascaded 

are mean s~uare vector potential in two dimensions and magnetic helicity in 

three. 
16-Figure 1, due to Pou~uet, displays the results of a closure calcula-

tion of an inversely cascading magnetic vector potential spectrum in two dimen­

sions. The mechanical and magnetic Reynolds numbers are of the order of 4500~ 

The excitations are injected at a wave number indicated by an arrow, and every­

thing at lower wave numbers is the result of back transfer in wave number space. 

The computation is not a direct solution of the dynamical e~uations themselves, 

but rather a statistical, eddy-damped "closure" approximation to them' which per­

mits higher values of the Reynolds numbers than a direct computation could possibly 

permit with present-day computers. 

Figure 2, due to Fyfe et al.,12 shows a ~irect numerical solution of 

the two-dimensional magnetohydrodynamic e~uations, driven by a random magnetic 

forcing confined to the indicated wavenumber band. All the points below k2 
= 55 

correspond to inverse magnetic transfer to long wavelengths. This, incidentally, 

is a calculation in which spatial.resolution was inade~uate to the Reynolds number 

chosen'; and as a conse~uence there is no "dissipation range", or region of pre­

cipitous fall-off at increasing k, apparent at the upper end. 

Figure 3 is taken from Meneguzzi et al.,17 and illustrates the results 

of a direct computation from the three-dimensional incompressible magnetohydro­

dynamic e~uations, again with a random forcing, but this time with a helical,. 

mechanical one. A weak "seed" magnetic field amplifies with time as the injected 

kinetic energy converts into magnetic energy through dynamo action. The back 

transfer of magnetic helicity is apparent. 

Additional direct inverse cascade computations which may be mentioned 

are those of Lilly18 and Fyfe et al.,12 for the two-dimensional Navier Stokes 

case; see also Pou~uet et al. 19 for the corresponding closure computation. Pou~uet 
and Patterson7 have displayed three-dimensional magnetohydrodynamic direct compu­

tations. Pou~uet et al. 8 have given three-dimensional inverse cascade closure 

computations for incompressible magnetohydrodynamics. 

All the computations cited assume rectangular periodic boundary conditions 

with no net flux of any ~uantity through any cross section of the system. 
.1 
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II. THE STRAUSS EQUATIONS; ABSOLUTE EQUILIBRIUM ENSEMBLE THEORY 

Rectangular periodic boundary conditions, which characterize most of 

the computational efforts to study inverse cascades, idealize away several key 

features of real systems'. In particular, they preclude net fluxes of such quan­

tities as electric current through a cross-section of the region of computation. 

They also rule out all true boundary effects, which undoubtedly playa role in 

real situations. It is desirable to state the ideas associated with inverse 

c~scades in a mathematics that corresponds to more realistic representations of 

actual plasmas. 

The Strauss equations20 are a set of magnetohydrodynamic equations that 

are close to those of incompressible two-dimensional magnetohydrodynamics, but 

which include some important three-dimensional effects. They are far more tractable 

than the full set of three-dimensional magnetohYdrodynamic equations. What ap­

pears,to the writer to be a more transparent deriv~tion than Strauss's can be 

given, ending with the same equations; the derivation is not simple, however. 

Their most important feature is that of their near tWO-dimensionality: the 

variable magnetic fields and velocity fields are perpendicular to the z-direction 

(say), but the field variables are functions of all three spatial coordinates. 

The variable part of the magnetic field is B and is expressed in terms of a vec­

tor potential A as B = 'YJ. x e A. (The subscript II.!." will always mean perpendi-
- z 

cular to e.) The velocity field v is expressed in terms of a stream function 
z -

U as v = 'YI x e u. There is a constant, uniform dc magnetic field in the z 
- - z 

direction, of magnitude BO » I~I. The vorticity ~ and the current density ~ are 

in the z direction and are given by 'YJ.2U = -wand 'YJ.2A = -j, in terms of A and U. 

The Strauss equations20 are, in a familiar set of dimensionless variables 

in which flow velocities are measured in units of the'Alfven speed, 

aA 2 au 
- + v''Y A - 1l'Y A = B -at - J. J. 0 dZ 

p(: + '!:'lJ.w)- J2''YJ.j - PV'Y/w = BO * 
(1) 

(2) 

The uniform dimensionless mass density p can be consistently set equal to unity. 

The quantities ll-l and v-l are essentially the magnetic and mechanical Reynolds 

numbers, respectively. 
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Except for the terms on the right hand sides of Eqs. (1) and (2) and 

the z-dependences, Eqs. (1) and (2) are identical with the equations of two­

dimensional incompressible magnetohydrodynamics,lO-12 a system which is now 

getting to be rather well understood. Many interesting questions can be asked 

of . ( and (2). For , the question of possible stability thresholds 

for quiescent, slowly-decaying equilibria as ~ and v decrease towards zero is 

an analogue of the question of the stability of hydrodynamic pipe flow or Couette 

flow as the Reynolds number increases. Computational studies of • (1) and (2) 

have been initiated by Carreras, Hicks and ~thers21,22,23,24 in connection with 

tokamak confinement. 

The following considerations are intended to facilitate this enterprise 

by sharpening the mathematical framework in which the interpretation a major 

disruption as an inverse magnetic cascade may be numerically tested. In a paper 

published in 1977, we put forward the suggestion12 that the inverse cascade of 

magnetic helicity might be responsible for major tokamak disruptions, and a test 

of this hypothesis seems now to be within reach. Related considerations are 
. 25 

discussed in a forthcoming paper by Tetreault. 

All inverse cascade computations to date have been motivated by con­

sidering first a model in which the non-dissipative dynamical equations 

have been expanded in a set of orthogonal functions. 3 •l3 The is then 

trUncated at a but finite number of terms. Statistical mechanical proce-

dures are then in the phase space defined by the coefficients. 

Somewhat surprisingly, absolute equilibrium canonical ensembles (Gibbs distribu­

tions) have proved to be accurate predictors of time averages of functions 

of the expansion coefficients. Considering the limiting behavior,as the n~~ber 

of expansion coefficients becomes infinit~ highlights any tendencies which may 

exist for some invariant to migrate to long wavelengths. 

The Gibbs distributions are constructed from those non-dissipative 

invariants which remain invariant after the truncation: Le., are "rugged". For 

the Strauss equations there are appar~ntly three such rugged invariants. They 

are the energy E, the "cross helicityll H , and the magnetic helicity H : 
c m 

2 2 E frdrd6dz [~. + y ] 

H = frdrd6dz wA c 
BOfrdrd6dz A. 

( 3) 

(4 ) 

( 5) 

The integrations are over the three dimensional region 0 < e < 2TI, 0 < r < a, 
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o < z < L , where periodicity in z with period L is assumed. Free-slip boundary - z z 
conditions v'@ = 0, B·@ = ° are assumed at r = a, the wall of the rigid cylinder. 

- r - r 
For added realism (but added complexity), we might add the "no slip" boundary 

conditions on the tangential components: (V, x B) x @ = 0 and v x @ = O. These ... ~ r ~_ - r 
are superfluous, however, for the model problem at hand, and greatly complicate 

the mathematics. 

Usually, only quadratic invariants are proved to be "ruggedll
• 

and this can be achieved by the somewhat fOI'mal device of treating BO itself as a 

phase space coordinate whose equation of motion just happens to be dBO/dt = O. 

BO itself is then a rugged invariant, and all the terms in Eqs. (1) and (2) as 

well as the expressions (3)-(5) can be considered as quadratic. The ensemble 

chosen can be chosen to be sharp in BO: i.e., microcanonical in BO but canonical 

in the other invariants. 

A and U are expanded in the complete orthonormal set of eigenfunctions 

of the LaPlacian,26 

A nmq exp(im8 + ik z),' n- (6) 

where = 2nn/L , m and n are integers, and y a is the qth zero of J (x)\ z - nmq m 
The normalization constant C is nmq 

C = (nL a2)-l/2/J +l(Y a). 
nmq z m nmq 

, 2 2 2 2 2 
If we def~ne A = y + k • V A = -A A • 

nmq nmq n 2nmq 2 nmq nmq 
A are eigenfunctions of both V.L and V • nmq 

and 

We may write the infinite sums 

U= L: n A nmq nmq nmq 
A = L: ~ A nmq nmq nmq 

E- L: 2 (II': 12+ 1 12) - nmq y nmq "nmq llnmq 

2Hc = L: 2 1':* + ( complex ) 
nmq Ynmq"'nmqnnmq conjugate 

1/2 E;: E;: 
H = 2B (.2!-) L: .:.QQ9. :; A L: ..:QQ.9. 
m 0 Lz q y",,_ q 

(7) 

2 2 
and V A = -y A • .L nmq nmq nmq 

(8) 
(9) 

(10) 

(11) 

(12) 

where for economy of notation, A 2B
O

(n/L )1/2. The sums are over large but z . 

The 

finite sets of terms once the truncation is performed. Also to be truncated is 

the set of ordinary first-order differential equations for d~ Idt and dn /dt nmq nmq 
that result when Eqs. (8) and (9) are inserted in Eqs. (1) and (2). 
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The Gibbs ensemble wh~ch is appropriate to the case of no initial cor­

relation between ~ and ~ is the multivariate probability distribution 

, D = canst. x exp {-a.E - eH } , eq. m 
(13) 

with reciprocal temperatures a.-I, 13-1 chosen to match desired ensemble expecta-

tions <E>, <H >. 
m 

Inserting Eqs. (10) and (12) into (13), the modal expectations 

readily calculated. First <~ > = nmq 
2 '2 

> = 0, m + n # 0, and 

Also 

and 

<I~ 12> = '<In 12> 
nmq nmq 

SA 1 
<~OOq> = - 2a. -3-

YOOq 

«~OOq - <~00q»2>= 

2 
= -2-

a.Ynmq , 

1 
2 

a.YOOq 

2 2 .J. m + n r 0 ", 

a and 13 are determined as the roots of 

<E> = L: .!!:. + L: 1 + B ~ 
{ 

2 2 } 
nm a q a. 42 n2+m~#o a YOOq 

<H > 
m 

A
2S 

= - 20. 
L: 1 
q~ 

YOOq 

which keep all the < I ~ 12> and < In' 12> positive. 
. nmq' nmq 

If <E> and <H > are held fixed and the number of nmq modes is 
m 

to increase without limit, it is easy to show that a. + 00, 1131 + 00 with 

finite, ratio. The sum in Eq. ) is convergent as the maximum q + 00. 

are 

(15) 

(16) 

allowed 

1 a 

Except 

for the excess energy distributed in infinitessimal increments' over the m2 + n2 # a 
modes, the fluid excitations freeze into the OOq magnetic modes. The vector 

potential <A> approaches a function 
00 

<A> + L: <s > A 
q=l OOq OOq 

= _ SA (TIL a2 )-1/2 'f' 
20 z q=l 

JO(yOOqr) 
3 

YOOqJ1 (YOOqa) 
(19) 

a universal function whose defining expression is manifestly convergent. For 
2 all m + t 0, 

<Is 12> 
nmq -;. 0 

<~ >2' 
OOq 

as the number of terms approaches infinity. 
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This behavior is slightly different from the corresponding inverse cas­

cade behaviors found in previously examined cases, insofar as the helicity does 

not condense into the 001 mode alone but into the rapidly converging series de­

fined by (19). The state (19) is in fact a uniform current ===-:;;, ..... ::::...=..:;;;..;;..;;;..> 

with <A> varying proportionately to r2. Nevertheless, the earmarks are there, 

arid to anyone familiar with the previous history of the theory of inverse cas-

cades, provide a basis for conjecturing that 'in the presence of and 

forcing, there would be an inverse cascade of 

for the state defined by Eq. (19). 

to long , headed 

The uniform-current state (19) has the additional of being 

either the state of minimum energy for given helicity, or the state of ~~~~ 

=~~~ for given energy. This can readily be seen from the Euler equation for 

the variational problem of minimizing E subject to a fixed value of H': V~A = 
m 

a constant. For the dissipative initial value problem, it has been previously 

demonstrated that under many circumstances, the directly cascadable invariants 

will "selectively decay" relative to the inversely'cascadable ones, and their 

ratios will approach their theoretical lower bounds for large times. 9 ,27 For 

the Strauss equations, it appears that this uniform current state the 

"selectively decayed" state, analogous to the "Taylor state,,28 or force-free 

state of the full set of magnetohydrodynamic equations. 

If the more realistic "no slip" boundary conditions are invoked, re-

j = a at r = a, the uniform current state is not attainable. At the 

least, a sharp current gradient must develop somewhere across the cross-section 

of the cylinder as the selective decay progresses, perhaps in the form of a 

boundary layer near r = a. (Something similar was seen in a recent selective 

decay calculation inside a compact toroid. 29 ) This current , which 

necessarily exists at the edge of a current-carrying bounded by a con-

ducting wall, looms as a rather universal and difficult-to-avoid source of 

"tearing mode turbulence." 

This gradient in the current near the walls is one among many poten­

tial sources for the helicity which might be inversely cascaded. There is 

probably no single mechanism for supplying small-scale helicfty. A second 

likely possibility is current filamentation12 ,that may develop along local hot 

spots in the magnetofluid; the resistivity falls off with increasing temperature, 
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and may thus channel the current along hot tubes of force, resulting in still­

higher local heating. There is probably no single mechanism for supplying 

small-scalehelicity, which basically results any time, current flows along a 

field line in the presence of resistivity. Arguing in favor of particular 

drivers or sources may prove as fruitless an activity as the generation of 

debates that has surrounded linear instability theory. It appears imperative 

to produce major disruptions in the presence of as many parameter variations 

as possible, to begin to acquire discrimination among the variety of sources 

that may be operative. 
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III. A POSSIBLE COMPUTATIONAL AGENDA 

Numerical demonstration of the possible inverse cascade properties of 

Strauss's equations will be facilitated by taking advantage of earlier experience 

and conceptualizations gained in studying inverse cascades, and by resistance to 

letting the conceptual framework be circumscribed by linear stability analysis. 

The first limitation that will have ,to be confronted will be the limitation on 
-1 -1 the Reynolds numbers \) ,].1 • A currently popular rule of thumb for fluid com-

putations is that for every unit of Reynolds number~ one point (or finite 

element, or expansion coefficient) is required in each spatial dimension. Thus 

a three-dimensional simulation at a Reynolds number of 30 requires about (30)3 

grid points to resolve the smallest spatial scales. This limitation might be 

violated by a factor of two, but probably not by an order of magnitude. At 

present the smallest ].1 and\) that are feasible to compute with are between about 
-2 -3' -1-2 10 and 10 for two dimensions and 10 to 10 for three. The desired physical 

values, for real experiments,are likely to be considerably smaller than that 

(particularly].1). There is no simple way around this difficulty. 

Progress can be made in perhaps only one of two ways. (1) It may be 

attempted to escape the connection between the aforementioned necessary 

spatial resolution and wave number requirements by introducing an artificial 

enhanced dissipation which only becomes effective at high wave numbers:? The 

hope is that small scale dissipation only provides a sink anyway, and that the 

large scale dynamics will become independent of the details of the sink. (2) Al­

ternatively, one may settle for the qualitative demonstration of the physics and 

extrapolate crudely to the behavior at the very high Reynolds numbers. In the 

former chOice, the ultimate validation can only be a comparison with the results 

of very high-resolution codes in which no anomalous dissipation,is introduced. 

In the second chOice, the ultimate recourse is most probably to experiments. 

The most single important possibility, as far as major disruptions are 

concerned, has to do with the possible existence of thresholds in Reynolds num­

bers. Such thresholds; at sometimes ~urprisinglY low values, , have characterized17 

the three-dimensional computations on the dynamo problem: above certain critical 

Reynolds numbers, a given stirring mechanism will initiate an inverse cascade, 
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otherwise it will not;7 Of particular interest to tokamaks is the possibility 

that because of the drop of resistivity with increasing temperature, critical 

Lundquist numbers (Alfven speed x length scale/magnetic diffusivity) or magnetic 
. , 

Reynolds numbers (flow speed x length scale/magnetic diffusivity) will be crossed 

as the magnetofluid heats up, and an inverse cascade will start dramatically. 

A spectral-method numerical solution in search of inverse helicity 

cascades might proceed as follows, for Eqs. (1) and (2). Pick~, v ~ 1/50 or 

so, with a resolution of the order of, say, 100 in the, radial and azimuthal 

coordinates and perhaps 15 to 20 in'the z coordinate. (It is unknown as to how 

rapidly small scales in z will multiply themselves, but if they develop as 

readily as the small scales in e and r, the Strauss equations probably are not 

useful, anyway.) There is no reason to believe less spatial resolution is re­

quired in e than in r. Invariance of the results to increased resolution in e, 
r, and z is a necessary check on their accuracy. An initial current profile which 

is thought to be close to experimental reality should be chosen and an external 

forcing term (probably from a random number generator) should be permitted to, 

drive the magnetofluid at the,small scales, either locally or randomly in space 

as well. This can be most effectively accomplished by adding a small random 

term to the right hand sides of Eqs. (1) and (2), in the manner of Lilly;80r 
12 

Fyfe et al. 

The purpose of this first exercise would be simply to see if an inverse 

cascade with the features of a major disruption can be induced, either by lowering 

the dissipation coefficients or raising the strength of the random forcing. Once 

such an event has been shown to exist, an infinite variety of refinements of the 

calculation, such as eliminating the random forcing in favor of a resistivity 

which depends upon the local temperature T, are imaginable. T, for example, 

might be convected and grow locally due to Ohmic dissipation: 

a 2 2 (at + y.y~) T = KV~ T + nj , 

where n is a heating rate, and K is a thermal conductivity. 

Finally, the most important question connected with major disruptions 

is not so much can they occur as what can be done about them.,. If their inter­

pretation as an inverse cascade of helicity is correct, then at a formal level, 
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the remedy is apparent: feed the magnetofluid some helicity of opposite sign." 

This means in effect inducing in the plasma some current flowing in the opposite 

direction from the main toroidal current. Where and how to do this seems like 

a delicate matter •. Not much help is to be expected from attempts at suppression 

by static external helical windings, which supply a vacuum helicity at a parti­

cular n,m mode, but do little to the bulk distribution over modes that provides 

the basis for an inverse helicity cascade. 

The clear-cut demonstration of an example of inverse cascade behavior 

for the Strauss equations would undoubtedly stimulate many additional refinements 

and insights that are now hard to foresee. The time is overdue, also, when the 

plasma s1mulation community should begin to seek a conceptual framework for its 

co~putations in their hydrodYnamic antecedents, and cease to expect that linear 

stability analyses will provide adequate insight into processes in which non­

linear transfer is the dominant effect • 
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FIGURE CAPTIONS 

Magnetic potential as a function of wave number for successive 

times, in two dimensions. fluctuations and kinetic energy are injected 

at the wave number indicated by the arrow, and their transfer is approximated by 

an eddy-damped "closure" calculation. (Taken from 'Pouquet .16) '. 

Magnetic modal energies, averaged over angle, as function of I~I. for 

a direct solution of the two-dimensional magnetohydrodynamic equations in two 

dimensions (taken from Fyfe et al.12 ). Magnetic fluctuations are randomly 

ected in the band between the arrows, and the spectrum is allowed to fill 

up. Initially, it is empty. 

Omni-direction energy spectrum for the three-dimensional case 

(taken from Meneguzzi et al. 17 ). A small seed magnetic field is amplified 

a driven velocity field which contains mechanical helicity, fy'~ d2x. The 

spectra are labeled by the appropriate values of the time. This is the most 

clear-cut computation of "dynamo" action to date. 



.. 

• 

47 

REFERENCES 

1. L. Onsager, Nuovo Cimento Suppl. ~, 279 (1949) • 

2 •. R. Fjortof~, Tellus .2., 225 (1953). 

3. R. H •. Kraichnan, Phys. Fluids 1Q, 1417 (1967). 

4. C. E. Leith, Phys. Fluids 11, 671 (1968). 

5. G. K. Batchelor, Phys. Fluids Suppl. 12, II: 233 (1969). 

6. u. Frisch, A.·Pouquet, J. Leorat, and A. Mazure, J. Fluid Mech. 68, 769 (1975). 

7. A. Pouquet and G. S. Patterson, J. Fluid Mech. ~, 305 (1978). 

8. A. Pouquet, U. Frisch, and L. Leorat, J. Fluid Mech. 77, 321 (1976). 

9. D. Montgomery, L. Turner, and G. Vaha1a, Phys. Fluids 21, 757 (1978). 

10. D. Fyfe and D.Montgomery, J. Plasma Phys. 16,181 (1976). 

11. D. Fyfe, G. Joyce, and D. Montgomery, J. Plasma Phys. 317 (1977). 

12. D. Fyfe, D. Montgomery, and G. Joyce, J. Plasma Phys. 17, 369 (1977). 

13. R. H. Kraichnan and D. Montgomery, Rep. Prog. 'Phys. 43, 541 (1980). 

14. I. H. Hutchinson, Phys. Rev. Lett. 37, 338 (1976). 

15. A. H. Morton, Nucl. Fusion 16, 571 (1976). 

16. A. Pouquet, J. Fluid Mech. 88, 1 (1918). 

11. M. Meneguzzi, U. Frisch, and A. Pouquet, "Helical and Non-Helical Turbulent 

Dynamos", pre-print, Observatoire de Nice, 1981. 

18. D. K. Lilly, Phys. Fluids Supp1. 12, II: 233 (1971). 

19. A. Pouquet, M. Lesieur, J. C. Andre, and C. Basdevant, J. 

·305 (1975). 

20. H. Strauss, Phys. Fluids 19. 134 (1916). 

Mech. 

21. B. Carreras, B. V. Waddell, and H. R. Hicks, Nuc1. Fusion 1423 (1979). 

22. B. Carreras, H. R. Hicks, J. A. Holmes, and B. V. Waddell, Phys. Fluids 

1811 (1980). 

23. B. Carreras, H~ R. Hicks, and D. K. Lee, Phys. Fluids 24, 66 (1981). 

24. H. R. Hicks, J. A. Holmes, V. E. Lynch, and B. A. Carreras, "Nonlinear 

Analysis of Disruptions in the JIPP T-II Tokamak", Oak Ridge National 

Laboratory Preprint ORNL/TM-7733 (1981). 

25. D. J. Tetreault, "MHD Coupling and Anomalous Dis sipation in MHD Turbulence", 

M.I.T. Preprint, 1981 (to appear in Phys. Fluids). 

D. Montgomery and G. Vahala, J. Plasma Phys. 71 (1979) • 



.48 

21. W. H. Matthaeus and D. Montgomery, Ann. N.Y •. Acad. Sci. 357,203 (1980). 

28. J. B. Taylor, in Pulsed High ~ Plasmas,D. E. Evans, Ed., (Pergamon 

Press, Oxford, 1976). 

29. A. Bondeson, S. Riyopoulis, and D. Montgomery, "Relaxation Toward states 

of Minimum Energy in a Compact Torus", University of Maryland Preprint 

#81-039 (1981), submitted to Phys. Fluids. 



. 
" 

(I) :3 

• 

" 
, . 

, 
'" 

, 
, 

".' "
. 

". 

,"" 
.. 

,,'"
 

uO
IPO

fU
I 

o 

!, ,. i 

. g 

. o H
 

;:x. 

• 
I 

I> 
• 

I 
.,. 
:. 

0
1

. 
I 

• 
I-

... '" 
I
.
 

I 
I 

} 
I 

."
 

I 

'/
 

I 
I 

I 

-• 
o. 

., 
.·0 

( ." 
, -• • 

2 :l.! 
.<'! 
0 H

 
g 

J::r • 



EN
ER

G
Y-

SP
EC

TR
A 

p
1

 
(.

11
 

A
 

'>
j 

H
 

Q
 

-
w

 
-

.. 

-"
'1

 I I , \ 

....
. ..

J 
.
~
 

( .. n
 

..; 
-

. 

. 
~ 

v
i 

-
0

 

! 
. 

I 



Abstract 

51 

Theoretical Optimization of Ste11arators 

R. Chodura, W. Oommaschk, F. Herrnegger, 
W. Lotz, J. NUhrenberg, A. SchlUter, 

Max-P1anck-Institut fUr P1asmaphysik 
EURATOM-Association, 0-8046 Garching 

Net current free toroidal (l ste1Jarator") confinement is studied with 
a combination of several methods. 

1) A complete set of explicit harmonic fields [1] is used to compose 
vacuum field configurations with prescribed properties like thenum­
ber of field periods N. the aspect ratio A of the outermost magnetic 

surface. the twist number t (rotational transform divided by 2n). 
the shear. the magnetic well, the variation of Jd~/B on magnetic 
surfaces (where the integral is performed along a field line over 
one field period). a surface minimum of 1'61 which only weakly de­
creases outwardly as a prerequisite for improvement of trapped par­
ticle confinement at finite B~ 

2) Adding finite plasma pressure these configurations are then studied 
with 3D-MHO codes [2, 3] to assess the achievable equi1ibrium-B 
limit. The expansion of a general toroidal equilibrium around its 
magnetic axis [4] is used as.a help for the computational search 
in configurational space and for finite-S MHD stability. 

3) Monte-Carlo simulations of ion transport are performed using guiding 
centre orbits in given magnetic fields [5]. For a first comparative 
study of configurations with different magnetic properties the limit 
of small ratio ofg~roradius to plasma radius is considered, so that 
the problem of lost orbits is avoided while computing the transport 
coefficient for given mean-free path. 

4) Continuous [6] and line current modular coil systems are calculated 
which generate the configurations considered. 
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Some results have already been reported [7] and'can be summarized as 
follows. 

A} Vacuum field configurations with sizeable ~ = 0, 1, 2, 3 fields have 
been found which posses simultaneously s~bstantial twist (t ~ i). 
either shear or no shear, significant reduction of the parallel cur­
rent as compared to the diamagnetic current, a vacuum magnetic'well, 
and a toroidal aspect ratio of 15 - <20. 

B} Any given field configuration can be generated by a surface current 
density on an arbitrary enclosing surface. In addition, the current 
lines can be chosen to be poloidally cl~s~d loops t"modular coils"). 
A qualitative adjustment of the surface on which the coils are 
placed to the shape of the outermost magnetic surface leads toa 
large reduction of the excursions from me~idi6nal 'planes as compared 
to a circular axisymmetric enclosing surface. For an aspect ratio 
as low as i of that of the magnetic· configuration, the geometrical 
form of the current 1 i nes seems sti 11 t,o be acceptable for the con-

gurations characterized in A) if the enclosing surface is adjusted. 

C) The finite-8 equilibrium results for these configurations show that 
the finite-8 toroidal shift is indeed reduced, so that a larger 8-
value (factor 2 - 4) than in the equivalent ~ ~ 2 stellarator can 
be achieved. (Finite-8 equilibrium calculations for 2 = 2 configura­
tions with strong shear hitherto seem not to support the result ob­
tained by asymptotic analysis [8]. namely tHat <8> =~ tb2/A can be 
achieved, tb = twist number at the boundary.) 

D) The 3D codes now in use at IPP do not allow a definite conclusion 
with respect to MHD stabil ity. (However', improvement appears to be 
possible [91). Summarizing the evidence from i) magnetic well crea­
tion by the residual finite-a shift, ii) numerical 3D code results. 
iii) results obtained from the'expansion around the magnetic axis 
[10]' and iv) evaluation of ballooning modes and low-n internal as 
well as external modes for helically symmetric equilibria [111. we 
want to repeat our previous statement [7] that stable equilibria 

th <B> ~ 0.05 - 0.1 still appear to be possible. 
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E} Ion transport calculations lead to results in the form ~(A*) where 
A* = A/Lc' A mean free path, Lc = TIRT/~ half the connection length 
and 

0* = Dt '2/ r . 2 V . (A = L ) 
,11 C 

where 0 is the computed diffusion coefficient, r i gyroradius, v; 

collision frequency. It shows that the transport is improved in the 
collisional and the plateau regimes and ;s not worse in the long­
mean-free path regime. if the configurations with magnetic well of 
A) are compared to an t = 2 stellarator with correspondingly lower 
aspect ratio (as to allow a comparable equilibrium-6 value). 

To exemplify this summary, some more recent results are given which 
concern the equilibrium-6 value and the ion transport of two configu­
rations which are being studied as successors to the IPP W VII-A de­
vice. 

Fig.l shows vacuum field magnetic surfaces and variation of fdt/B. 
Fig.2 shows the corresponding finite-6 results with <6> = 0.025 and 
<6> = 0.04, respectively. In Fig.3. D*(A*) ;s plotted and compared to 
corresponding tokamak and t =2 stellarator cases. 
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Figure Captions 

. Fig.1 Magnetic surfaces of vacuum fields. Columns 1 and 2 belong to 
two different field configurations (1. WAD428A: N = 10, to = 

0.54. TE ; 0.80. marginal well; 2~ ASC742: N = 5. T = 0.54 • 
small shear, marginal well). Left sides of abscissas in row 4 
correspond to radially outward directed parts of surfaces. Or­

dinates show Q/Qaxis' Q = Jdt/B. for a surface with the indi­
cated aspect ratio (solid curves). Curves for t = 2 surface 
(with the same value of t. A) are shown for comparison (dotted). 

Fig.2 Flux surfaces of the finite-s equilibria corresponding.to the 
vacuum field configurations of Fig.1 obtained with the NYU­
Code for which the shape of the perfectly conducting boundary 
was here described by 

r - Ro = rw(U.V) = (1 + ~o)cos U + ~1 cos V 
- L~tm cos[(t-1)U - mY] 

z = zw(U.V) = (1 + ~o)sin U + 0lsin V 
+ L~tm sin[(~-I)U - mY] 

o lI:: U S 21T. 0 lI::V s; 21T; V = Ne 

where r, e, z are cylindrical coordinates, N is the number of 
field periods and U the poloidal parameter. For case I, N = 10, 
A ~ 20. and the nonvanishing coefficient are ~1 = 01 = 0.39, 

~20 = 0.11. ~21 = 0.22. ~22 = -0.01, ~23 = 0.03. ~30 0.02, 
~32 = -0.06,. ~40 = -0.02, ~41 = 0.02, ~42 = -0.01, ~43 0.03. 
For case 2, N = 5 A ~ 14. ~o = -0.03. ~1 = 0.60. ~20 = O. 

~21 = 0.35, ~22 = 0.01. ~23 = -0.02, ~30 = -0.02, ~32 = -0.02, 
~33 = -0.01. The S-values are <S> = 0.04 and <6> = 0.025. res­
pectively. 

Fig.3 Curves D*(A*) (explained in the main text) for various stella­
rator and tokamak cases. Up'per part. Solid curve: WA0428A 
(column 1 of Fi~.I) A = 33. t = 0.61; dashed curves: tokamak 
with A = 40, and t = 2 stellarator (N = 10) with A 40 
t = 0.50, and stellarator (N = 10) with A = 10. t = 0.50. 
Lower part. Solid curve: AS'C742 (column 2 of Fig.1) A = 20, 
t = 0.54; dashed curves: tokamak with A = 20, and t = 2 
stellarator (N = 5) with A = 20, t = 0.50. and stellarat~r 
(N = 5) with A = 10, t = 0.51. 
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RESISTIVE MODES IN TOKAMAK-STElLARATOR CONFIGURATIONS· 

t H. R. Hicks, B. Carreras, L Garcia, 
J. A. Holmes.t and V. E. lyncht 

Oak Ridge National laboratory 
Oak Ridge, Tennessee 37830 U.S.A. 

ABSTRACT 

The stability and nonlinear evolution of MHO tearing modes Is studied for tokamaks with 

stellarator windings. The approach builds on techniques used for tokamak calculations. 

However, there are several significant complications that are absent In the pure tokamak 

problem. 

Introduction 

A standard procedure for studying tearing modes in tokamaks is first to calculate an 

aXisymmetric MHO equilibrium. In general, this Is done by solving the Grad-Shafranov equa­

tion on the poloidal plane, although In certain limits analytic. equilibria exist. For an unstable 

equilibrium, the linear growth rate and eigenfunction of the. fastest growing tearing mode 

Instability can be determined by a linear Initial value . calculation using the reduced MHO 

equatlons.1 The nonlinear evolution of such Instabilities can be studied with a nonlinear ini­

tial value code.2 We shall Investigate how these methods, and the techniques used to 

accomplish them, can be employed for tokamaks with stellarator windings. 

Several lessons can be drawn from the tokamak initial value calculations. linear stability 

analysis is not completely adequate. Nonlinear evolution Is needed to determine both the 

time scale and the extent of damage of unstable modes. Correct geometry is necessary in 

order to get a level of detail sufficient to compare with experiment. In three-dimensional 

(3-0) calculations with resistivity. not only can the flux topology change, but flux surfaces 

can be destroyed. Finally. there are two rather technical points: it is desirc.ble to have an 

equilibrium solver which Is compatible with the Initial value code to be uSAd, and a Fourier 

• Research sponsored by the Office of Fusion Energy, U.S. Department Qf Energy, under 
contract W-7405-eng-26 with the Union Carbide Corporation. 

t Compute!" Sciences at ORNl. 
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series representation In toroidal ,and pololdal angles Is usually more economical than finite 
3 ' " 

difference grids In these directions. 

For the numerical experiments presented here, the strategy conforms with theseles­

sons, except that circular cylinder geometry is used. The equations to be solved are the 

low-II, reduced, resistive MHO equations., Although considerable work has been done by oth­

ers on stellarator equilibrium and stability, It Is hoped that our somewhat different strategy 

will yield results that will complement such work. 

Three techniques for adding external helical (stellarator) fields will be considered. In 

each case, one must first determine a tokamak equilibrium. For the low-II, circular cylinder 

case this can be done analytically. The procedure Is to algebraically define a q profile for 

the plasma [Fig. 1 b (upper curve)]. The equilibrium pololdal flux function is given' by 

a -r 
-~ (r)=­
ar eq qp 

From this the toroidal plasma current density can be derived (Fig. 1 a), 

,! 1 a [ a ] J" =-- r-~ (r) 
eq r ar ar eq 

These' profiles will be used In the remainder of this work. 

(1 ) 

Now, consider the vacuum field generated by a helical coli with 'toroidal winding number 

nand pololdal winding number': The pololdal flux function due to this coli Is given by 
c 

~ (r,B,!)=rbl(nr/R)cos(lB+n'r> 
I,n , I I ,c 

C 

which Is well approximated by 

f 
n) I , C r 

~ (r,B,r) = '... "'--1 1/2 -, cos (IB + n r) I,n ' 'in -, C 
c' c " 

where... Is a constant related to the coli current. 
I,n 

C 

(2) 

It Is possible to calculate an average't (r) by averaging the vacuum f:eld over'the n i-
~, C 

4 C 
oscillations. The result is 

.. 
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[~ ] ',n ' 
I a c a "'" 2/-4 .. =-- - -- -1/1 ""'-t r 

ext 2n r ar r ar I,n l,n .. 
c c c ' 

(3) 

So, the parameter "'"n chosen in, Eq. (2) is actually the average rotational transform at the 
c 

plasma edge (r = 1) due to the coil with winding numbers I,n • 
c 

Average Method (or Stellarator Expansion) 

If the toroidal winding number of the helical coiln is large compared with the toroidal 
o 

mode numbers to be considered, then It Is appropriate to consider only the toroidally aver-

aged helical field. In this model, the tokamak equilibrium is modified by adding 1; from Eq. 
ext 

(3), . 

-t (r) =.. (r) +.. (r) 
tot p ext 

(4) 

This can be accomplished with 

a r 21-3 
-~ (r)=---- ... r ar eq q (r) ext 

(6) 

p 

The added term produces zero toroidal current; so, the current density profile is unchanged. 

This new equilibrium is axisymmetric, since the toroidal variable has been averaged over. 

The effect on the total q profile Is shown in Fig. 1 b. This method is important because of its 

Simplicity and historical role .. 

Vacuum Coil Field Method 

In order to see the effects of toroidal dependence of the helical field, for this method we 

use a tokamak equilibrium field plus the poloidal flux function of a helical coil [Eq. (2)] as an 

Initial condition. The'field components with the symmetry of the coli (I,n ) are not allowed to 
c 

evolve In time. This initial condition Is not a self-consistent equilibrium. Ml)r(~(lver. the sta-

bility results obtained from this initial condition are contrary to those obtained with the fol­

lowing more complete model •. 
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Calculated Equilibrium 

Using the reduced MHO equations plus some dissipation, relax from the helical Initial 

state (above) to an equilibrium which has the symmetry of the system. All components, 

Including the one corresponding to the helical COli, are allowed to evolve. The boundary flux 

values are held fixed In time, thus retaining the effects from the external helical coli. 

Three dissipative procedures have been tested and are listed as follows: 

(1) removing velocity at each iteration (Fig. 2a), 

(2) Ion viscosity, and 

(3) resistivity (Fig. 2b)., 

When only one helical call Is present" the equilibrIum ,soll,ltlon Is required to have he~lcal sym­

metry. In this case, for a wide range of q and... ,these relaxation methods successfully 
p en ' 

carry the equations to equilibrium solutions. These solutions depend somewhat on the 

method of relaxation, but they strongly resemble the Initial state and are dominated by Its 

characteristics (Fig. 3). 

When the Initial state consists of a tokamak equilibrium plus the vacuum field from two 

helical colis of different pitch, then helical symmetry Is broken and one has a true 3-~ solu­

tion. We stili demand that the equilibrium solutions have the symmetry of the device. For 

example, If we combine (I = 2;" = 4) and (I = 3;n = 4) calls, then we require that the solution 
c c 

contain only" = 4, 8, 1 2,... components. Such Initial states generally contain flux surfaces 

surrounded by stochastic magnetic field. ,The volume~ containing flux surfaces g~ts larger 

when either one of the ,external helical currents Is reduped, (Fig. 4a,b,c) or the plasma , 
current Is reduced (Fig. 4b,d)., We have sllown tl:lat y'!hel1 the helical fields are not too 

strong, even the 3~0 case can be relaxed (Fig. 6a) to an equilibrium (Fig. 5b) using this 

technique. 

Nonlinear Stability 

Taking ,an Initial condition determined in one of these three ways, we add a small pertur­

bation ,of m = 2, n = 1 mode., This test mode, when It Is unstable, will grow to saturation., We 

characterize Its final state by the saturated Island ~Idth. This is Indicated In Fig. 6a as a 

function of.. due to a single helical call (I.=2jn,=4). For comparison the average method 
en ' c' ' 

result Is seen to be Slightly more optimistic (more stable). The field line configuration for 

the final, saturated magnetic Island, state Is shown In Fig. 6b for.. = 0.9. 
en 

.' 
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Numerical Representation 

For both the relaxation to equilibrium and the subsequent nonlinear evolution, the solution 

functions are written as expansions In , and f 

~(r.l,f)= 1: ~ (r)cos(mf + nO 
mn 

(6) 

m,n 

For the tokamak case, this Is a much more economical representation than a finite difference 

grid In , and f would be because the tokamak solutions can be well represented by a fairly 

small number of terms In Eq. 6. The tokamak-stellarator cases studied so far indicate that 

such a geometry will generally require more terms In Eq. (6), but this representation Is still 

probably more economical than a 3';0 finite difference grid would be. For the special case 

of relaxation to a helical equilibrium, the series representation Is very economical, requiring 

generally less than seven modes. Evolution of the (m = 2;n = 1) mode in a helical equilibrium 

can be studied with as few as 16 terms. Relaxation to a 3-D equilibrium dominated by two 

helical colis can be performed accurately with 21 modes. 
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Fig. 1. Plasma toroidal current density profile Ca) and q profile (b) are shown. In the 

atellarator expansion model. the addition of an I :: 2. -t = 0.06 helical field leaves the 
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current unchanged but lowers the q profile. 
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Stellarator stability as a TWo-Dimensional Problem 

D~ A. Monticello and H. R. Strauss· 

Plasma Physics Laboratory, Princeton lhiversity 

Princeton, New Jersey 08544 

We report here on a method of solving the 3-dimensional stability problem 

of stellarators by an averaging method that reduces the problem to two 2-

dimensional problems. We use the usual reduced MHD equations appropriate for 

large aspect ratio, q ~ 1 devices generalized to include helical fields that 

are of the order of 'the Ie Bo' Here, £ is the inverse aspect ratio of the 

device and Bo is the large toroidal field. The reduction to a 2-dimensional 

problem is made by taking N, the number of helical periods to be large, i.e., 

N-.! 
£ 

and to look for long wave length modes i.e. ~ ~ R. This procedure 

is effected by using the techniques of the multiple scale length expansion. 

The two disparate length being R and R/N. The resulting averaged reduced 

equations differ from the high ~ toroidal equations only in that the flux 

now contains a contribution from the external helical current, as well as 

contribution from the plasma currents. In addition the curvature term is also 

modified by the average curvature of the external helical fields. 

For this report we have studied two stellarator devices W-VII with 

parameters .t = 2, ha = .25, q(a) = 1.8, £ = ~o ' N = 5. Here, .R. is the, 

poloidal harmonic number of the helical field coils, h = N/R, and q is the 

safety factor. Heliotron E has values 1 = 2, ha = 1.8, q(a) = .55, £ = .!..-
10 

and N 19. 
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The equilibrium is solved for by constraining the net .current through 

each flux surface to vanish, i.e., a true resistive equilibrium for the case 

of no ohmic driving voltage .• 

Figure (1) shows the flux contours, Fig. (2) the current profile across 

the midplane, and Fig. (3) the current contours for the W-VII device. The 

corresponding figures for Heliotron E are quite similar. We stress that these 

are plots of averaged quantities. For 'example the outer flux surface is not 

really circular but is given by ria = 1 + [el/ha(1-1) ]1/2cOS(19-NC) to order 

IE. Here we are using toroidal coordinates r, 9, C. The fact that the 

shear is much larger in Heliotron E than in W-VII is illustrated in Fig. (4) 

and (5). 

Figure (6) shows a <~> ~ .5% 
c 

for W-VII for q(a) 1.85. However, 

Figs. (7) and (8) show that complete stabil~ty of the W-VII device is possible 

for toroic'ial mode numbers up to 3, if q(a) = 1.7. These results can be 

achieved because the low shear in W-VII make it possible to keep any singular 

surfaces from being inside the plasma. 

It is not possible to achieve complete stabilization in Heliotron E, 

however, because of its large shear the critical beta is quite high, of the 

order of 1.5%, Fig. (9). Also in contrast to W-VII there does not appear to 

be any second region of stability in Heliotron E. This is probably due to the 

fact that the bad helical curvature is about 8 times larger than that for W-

VII. 

We remark here on the applicability of our results by considering how 

well each device satisfies our approximations. e is small in both devices, 

however, the expansion is in IE meaning terms of the order of 20% have 

been neglected for W-VII and terms of the order of 30% have been neglected for 

Heliotron E. The number of helical periods in heliotron is quite large, 
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giving good separation between the two length scales, where as this separation 

is not as good in W-VII. 

Details of these calculations may be found in Phys. Fluids ~, 6 (June 

1981) • 

* Permanent address: Courant Institute of Mathematical Sciences, New York 

University, New York, N.Y. 10012. 
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VARIATIONAL METHOD FOR THE THREE-DIMENSIONAL INVERSE 
EQUILIBRIUM PROBLEM IN TOROIDS 

A. Bhattacharjee*, Institute for Fusion Studies, The 
University of Texas at Austin, Austin, Texas 78712. 

I. Introduction 

The computation of magnetostatic equilibria in toroids 
is crucial to the. study of plasma stability and transport 
in toroidal devices such as the tokamak and the stellarator. 
In axisymmetric devices like the tokamak, these equilibria 
are described by the Grad-Shafranov equation 

V . (V'¥) + p' ('1') + FF' (1jI) = 0 (1) 
'R2 R2 

, . 
which is commonly solved in cylindrical coordinates (R,~,Z) 
with cp as the ignorable coordinate. In the work of· Greene, 
Johnson and Weimer l on tokamak equilibria, it has,been indi­
cated, however, that a very useful set of coordinates is the 
magnetic flux surface coordinates (v,a,s), where v is a 
radial flux ~urface label, and a, and s are respectively 
the poloidal and toroidal angles parameterizing a flux 
surface. Indeed, since the magnetic surface coordinates 
have built into themselves the properties characterizing any 
toroidal equilibrium, they define the most natural coordinate 
system in which an equation, such as equation (1), may be 
studied. With this point of view, we will attempt'to 
determine the mapping 

R 

~ 

Z 

R(v,a,s) 

~(v,a,s) 

Z(v,a,s) 

( 2a) 

. (2b) 

(2c) 

for toroidal equilibria, a problem we have called the 
three-dimensional inverse equilibrium problem in toroids. 
Figure 1 depicts the two coordinate systems (R,CP,Z) and 
(v, a,s); both are right-handed. 

In a recent paper, Lao, Hirshman and Wieland 2 have 
constructed a variational principle for the Grad-Shafranov 
equation (1). For the axisymmetric case, which is their 
concern, they have considered the mapping 

R = R(v,a) ( 3a) 

*This work is the result of a collaboration with 
J. C. Wiley (Fusion Research Center, University of 
Texas at Austin) and R. L. Dewar (Plasma Physics 
Laboratory, Princeton University). 
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<P = 1;, 

Z = Z(v,6) 

which is a particular case of equations (2). 

( 3b) 

( 3c) 

In this paper, we develop a variational method for 
three-dimensional equilibria in toroids. The method 
generalizes the approach of Lao, Hirshman and Wieland to 
embrace all, mappings of the form given by equations (2). 
Needless to say, the variatiorial principle of Lao, Hirshman 
and Wieland is too restrictive to be of use in the general 
case. The crucial point is to begin with a variational 
principle for the magnetostatic equations 

~ ~ ± ~ ~ ± 
J x B = (v x B) x B = vp 
~ . B = 0 

( 4a) 

(4b) 

where p is the s~alar pre~sure of a plasma confined by 
a magnetic field B, and J is the current density. The 
variational principle we use is described in Section II and 
is originally due to Grad. 3 

II. Variational Principle for Magnetostatic Equilibria 

It has been demonstrated by Kruskal and Kulsrud~ that 
solutions of the magnetostatic equations (4) for plasmas 
bounded spatially have- the property that the magnetic field 
lines lie on nested surfaces which. are topologically toroids . 
Greene and Johnson s have shown that under these conditions 

~ .. 
the magnetic field B may be represented as 

B = ~I; x V~(v) + V~(v) x ~6 , 

~v x (~vV6 - ~v~l;) (5 ) 

in the magnetic coordinate system (v,6,1;), where ~(v) and 
~(v) are respectively the poloidal and the toroidal flux 
functions. We will now show that the first variation of the 
functional I . 

L = dT [B ;- P ] ' (6) 
Vo 

defined over the total volume vOof a toroidal plasma 
bounded by a perfectly conducting wall, subject to the 
constraint, 

p = p (v) (7 ) 

vanishes if and only.if the magnetostatic equations are 
satisfied. Since equation (4b) is satisfied identically by 
the representation of B given by equation (5), it will 
suffice to show that a necessary and sufficient condition 
for extrema of L is given by equation (4a). 
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of L is given by 

~ j·~s - p } - o8~ joVv 
v v v 

-+ -+ + 01;11' JOVv], . v 

using the boundary conditions 

~ x VII' = ~ x V~ 
011' =o~ = 0 ., 

= o 

on the conducting walL Since oL = 0'1 ov,08,cs, 
Euler-Lagrange equations are 

-+. -+ -+ 
J·(~ve-II'VI;)-p = 0 v v v 
joVv = 0 
-+ -+ 
JoVv = 0 

ca} 

(9a) 

(9b) . 

the 

(lOa) 

(lOb) 

( 10c) 

Equations (lab) and (lOc) are identical, and require that 
the current j lies on the flux' surfaces in equ.i,librium. 
It is now easily seen from equations (5), (lOa) and (lab) 
that 

-+ -+ 
J x B = Vp (11) 

which proves that ifL is stationary under arbitrary 
variations" subject to the constraints (7), and (9) , the 
Euler-Lagrange equations satisfy the equations of magneto­
statics. It is obvious. that the argument: may be reversed 
to show that the equation (11), along with the constraint 
(7), implies that oL =0 for arbitrary variations. 

III. Variable Inversion 

Since L is a scalar, it is independent of the coor­
dinate system in which it is expressed. We now transform 
from the cylindrical coordinate system (R,~,Z) to the mag­
netic coordinate system (v,8',I;) whereupon R(v,S,s), ~(v,8,s) 
and Z(v,8,1;) are the new dependent variables in the 
~un~tional L. !he el~ments of the metric tensor 9ij :: 
eiOej where ei = 3r/axi, for the transformation from 
(x,y,z) coordinates to (v,8,s) coordinates are 

g = R2 + R2~2 + Z2 
VV V V v 

(l2a) 

gve = RvRe + R2 4>v~e + ZVZe = gev (12b) 

= gvs R Rr + R2<j> <p + 
v .., v S ZvZs = gr;v (12c) 

gee = R2 + R2Q>2 + Z2 e e e (12d) 

gel; = 
. 2 

ReRI;; .+ R <PeQ>1;; + ZeZI; = g1;8 (12e) 

= gl;s R2 + R2~2 + Z2 
S I;; I; 

(12f) 

" 

.' 

'.' 

" 

.. 
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The infinitesimal volume element dT is given by 

dT = dxdydz= RdRd<pdz = IIIglf dvdadr,; , (13) 

where 

IlIglf v'Detgij = R[RV(<paZr,; - Z~.~) + Re(<PI;Zv 

+ RI;(~vZe - Zv<pe)] 

<PV Z 1;) 

(14) 

By straightforward manipulations, we get 

f
a· J2fT J2fT 

L:: dv de dz.;£(R,Rv ,Re ,R1;,<PV'¢e,<P1;'Zv'Ze'Zz.;) 
000 . 

= [ 

2 ~2 2fT 2fT ~v gee v g1;1; . 
dvJ deI d1;/lIgTr 2"" lIgIf + 2"" lIgIf + ~v<Pv 

o 0 0 

gel; J IIglr - p(v) , 

(15) 

where v = a is the radial label for the conducting wall, 
assumed to be fixed. A necessary and.sufficient condition 
for extrema of L is then given by the Euler-Lagrange 
equations, 

Ql 
1- ~ + ~ ~ + .1... a£ _.1£ = 
av ~fi ae df i i1; ~£ af i 

a V e a I; . 
0, ( 16) 

where i = 1,2,3 and £1 = R, £2 = <P, £3 = Z. 
Using now the definition of £ given by equation (15), we 
obtain the following equations for variations with respect 
to R, </>, and Z respectively: 

Q l :: RL(.Ze<P1; epeZ1;)a~ + (ZI;<Pv ¢z.;Zv) d + (Zv<pe - <PVZa> adz.;] 

[~2 g ~2 g g ] t R R¢2 ] . x -y ee + -y 1;1; + ~ ~ ez.; + + ~2 ~ ___ e __ · ___ 8_ 
2 ngrr 2 lIglf v vllglf p v a a IIJCilf IIJCilf 

. . g g 

[

Rep 2 ] [ . R . ¢ <P ] + 41 2 ~ __ 1;_ + ~ 41 ~ + 2- _e __ ~ 
v a z.; IJIgTI" IIf9if . v v a e I1Ig1r a z.;.1IIglf IIIglf 

= 0 (17) 

Q2 R [(ReZ- ZeR )~ + (R Z 
~ C aV C V Z~RV):8 + (RvZ8 - ZvRe);1;] 

Y. B.B.i'- v ~ + .J + + [~2 g ~2 g . a ] 

x 2 i1gjf 211 gil ~v4>v II gil p 

+ .2 .1.... __ 1; + ~ <p.1.... + 2.... __ e = 0 R2<p [R2q, R2¢ ] 

v a z.; IIIglf v v a e IJIgTf d I;; IJIgTf 
(IS) 

) 
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and 

Q
3 [ a a a ] 

R (¢eRs - Re¢~)av + ($~Rv - R~$v)ae + ($vR8 - Rv$e)~ 

[
'I' 2. g ~2. g g. J Z 

x .-.:!.. 6 e + .....::!..~ r,; + 'I' ~ e I;; + P + ,¥.2 a _8_ 
2 lIg1f 2 @ v v Il9lf v IIi9fr 

a Zl; [a zr,; a ze ] + <Il.2 ~ -- + IjI ~ -- + ~ -- = o. 
v 0 r,; Ilr=-rr V v IllCilf 0 ~ IITOlr Yligil 9 . g 

(19) 

It is easy to identify equations (17),(18) and (19) as 
the covariant components of equation (4a) in the coordinate 
system (R,$,Z). This is best done by writing equation (4a) 
in the form ±( B2 ) + ++ ' 

v p + ~ - BoVB = 0 , (20) 

and taking its dot product with 
respectively. We get 

VR, R~tP 

where 

and 

VR'~(P + B;) - B'~BR 
B2 

- $ R = 

R~CP'V(P + B22) - BoV(RB$) 

B22 ) - B. ~Bz = VZ'~(p + 

= 

o 

BR 
B' 

cP 

BZ 

B'VR 

RB'~CP 

B'~Z 

If we now use the (operator) equation 

B'V = -- '¥ - + ~ -+ ± 1 [, a <lJ 
vas val;; 

o 

and the identity 

a(v,S,I;;) 
a(R,$,Z) 

<l(R,¢,Z) 
a(v,S,I;;) = 1 

and VZ 

o (21) 

( 22) 

(23) 

(24) 

,(25 ) 

(26) 

( 27) 

(28) 

it is straightforward to show that equations (17), (18) 
and (19) are respectively identical to equations (21), (22) 
and (23) written in inverse variables. 

.' 

• 
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IV. Choice for the Toroidal Angle 

For many cases of interest, a convenient choice for the 
toroidal angle is 

4> == r; (29) 

We may' not then vary 4> in computing oLe For the two 
independent variations oR and oZ~ the Euler-Lagrange 
equations are obtained by formally substituting , 

== o " 4>e == o , 4>r; = 1 , (30 ) 

in equations (17) and (19). It may be shown that the 
remaining equatipn (18) can be obtained ~y linear combination 
of equations (17) and (19). By straightforward algebraic 
manipulations, we now cast equations (17) and (19) in the form 

RZe [~j a (gee'¥v + ger;cf!v)' _ a '(gve'¥v)l + pv 
;rrgrr l v'1Iglr 1IIglr. ~ 1 

+~{~( cf!v+ 9I;;e'¥v) 
IIIglr av YiIglf YiIglf 

cf! v a 
2/11 gil av gI;;l;; 

'¥v a III [cf!v a gr;r; a gar;] 

- - [a ge:~ - RZavevRe 2

J

, as ~[+a'v asllgJr R ] 
+ '¥vcf!v ae IlIgll + ~ IligII + <I>v ~ IlIglf - IliglI = 0, 

( 31) 
and 

[ 

,¥. 
RR _v_ 

a IfIglf 

<I>v { ( gI;;l;; 4>v 9 I;; e '¥ v ) <I> v d '¥ va' . }] 
+ -- + ' - gI;l; - -- - 9 

/IIglf /IIglf I1Ig1f 2111g1f a v IlIg1f a val; 

[
<I>v d ~ a ~] 

- RRv<Pv 2' as II gil + '¥v as II gil 

j ~ (gae'¥v + gel;;!lIv) 
P I!Ig1f IIIg1f 

l (gve'l'v)} 
ae I1Ig1f + pv 

'l' cp l -L + ...L _a_ _ cp2 _1;;_ 

[ 
z z j Z 

V V a e I!Ig1f d I;; I!Ig1f v I;; I!Ig1f 
o • (32) 
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Dividing equation (31) by RZe, equation (32) by RRe,. 
and subtracting the resultant equations from one another 
we get . 

lP [_1 
v v'IIglf {~ gr;r; 

a e Il]gTf" 
+ I!' [_._1_ I ~ ~ _ a gse I] . 

V IlIglf t a 8 IlIglf 1; IIIglf f 

= 0 ( 33) 

Equation (33) may be identified to be the condition 
+ = + + J·vv V·(B x Vv) = 

+ + 2+ .+ + + 
lPvVo [lv~1 V8 - Vv(Vv'V8)] = = + ~ + + - I!'vvo[lvvI2vr;.~ vv(Vv'Vr;)] = o , 

(34) 

derived earlier as an Euler-Lagrange equation [(lOb) or (lOc)] 
from the variational principle. 

Once equations (31) and. (32) are given, equation (34) 
is not an independent equation. However, if we take equation 
(34) as given, both of the equations (31) and (32) become 

~ J ~ (988\{1V + ge lPv) _ ~ (gve\{lv)} + 
I!Ig1r l a v v'IIglr IlIglf a 8 I!fgrr P v 

lP { (g lP g ) . (g . ¢ )}' + __ v_ a~ <;1; v + _ ~ . r;v v =0, (35) 
IlIglf IIl9lr IJICjlf a 1; v'lJ"qlf 

which is 
+ + + 
J x B = P Vv v in inverse variables.· 

v. Euler-Lagrange Equations for Fourier Amplitudes of the 
Inverse Mapping 

Exploiting the periodicity of R(v,8,r;) and Z{v,8,1;) 
in e and 1;, we expand them in Fourier series. 

R(v, 8, 1;) = L: [ R (v) ml ,m2 
cos(mlEl - m2r;) 

+ R (v) nl ,n2 
sin{n1 6 - n2C) ] (36) 

Z(v,e,r;} = L: [ z (v) 
Pl,P2 

cos (PI e - P21;;) 

+ ZqI,q'2 (v) sin(q16 - q21;) ] ' (37) 

where, unless stated otherwise, the sums extend from -~ 
to +00 over all integers ml' m2 , etc. The first variation 
of L becomes 

.. ' 



.. 
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~Ia 1211" [211" 
-~ OdV 0 dB d~ oR (v) cos(mlB m

l
,m

2 

+ oR, (v) sin(nlS -n2~)11 0 1 n l ,n2 

+ I~z (v) cos(P18 - p~~} 
Pl'P2 

+ oZ (v) sin(qlB - q2~): 0 3 ] 
ql,Q2 

- m ~) 2 

( 38) 

We may now treat oRml ,m2' oRnl ,n2 ' OZP1/P2' and OZql,q2 
as independent variations to obtain an Euler-Lagrange equation 
for each Fourier amplitude. These ordinary differential 
equations, which constitute an infinite set and determine 
stationary values of L, are 

«cos(mlB - m2~)01» ~ 0, ml,m2e(-~I+~) (39) 

«sin(nlB - n2~)02» 

«cos(P1B - P2~)03» 

= 

= 

0, 

0, 

nl' n2f, (-"", +"") (40 ) 

Pl'P2f (_co,+~) ( 41) 

«sin(ql B q2·1;;) 0 3» = 0, ql' q2f (-"" 1+(0
) 

., , ( 42) 

where «» is aldOubj~~-avJ~~aging operator defined by 

«A»:: dB d~A(v"e,1;;) • (43) 
(211")2 0 0 

Equations (39) through (42) are the three-dimensional 
generalization of the variational moment equations derived 
by Lao, Hirshman and Wieland for, the Grad-Shafranov equation 
(l). For numerical compu'ta tions I we trunca te this inf ini te 
set by retaining only a few terms in the infinite expansions 
(36) and (37). We will now illustrate the power of this 
method by applying it to axisymmetric toroidal configurations. 

VI. Axisymmetric Toroidal Equilibrium 

For axisymmetric equilibria, 0/01;; = 0 equations (31) 
and (32) reduce to 

GR -

[i J ~ (gBeljlv) _ 1- (gvB,ljIv)l + ~ J \ (gr;;L;~v)1 
IJ/g[f l d IJ/g[f a e IJ/g[f ~ IlIglf l a IllQJf ,~ 

<Il
2 

] <Il
2 g' 4)2R v a v v 

+ Pv - 2IJg1f" oV gZ;;1;; - 2"" RZv dB H{,f -" = 0 
g (44) 

RZe 
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and 

Gz 

RRe [~ L_~_ (gee'Vv) 
III9lr t d v . III9lr - ' ( ffaW)l+ ~ I :v (9~)1 

v a $2 ] 

+ pv - ~ av g~~ 
~2 a g~ ~ 
v RRv ae ngrr 

Equa tion (2 3) yields the condition 

a 
ae~ = o 

= o • (45) 

(46) 

which is not an independent equatfon once equations (44) 
and (45) are given, but may be incorporated in the (axi­
symmetric) variational fo~m at the outset by defining the 
toroidal field function ' 

F (v) 
g 
~$ 
III9lr v 

(47) 

If we do so, the two Euler-Lagrange equations, (44) and (45) 
become each identical to 

G 1 [a (geelflv) 
III gil dV' /IIglf 

_ a .(. gv8 IjI v )] 
.Iif;::;]f 

FFIfI . 
+ -- + P'V 

R2 
= 0 , 

(48) 

which is the Grad-Shafranov equation in inverse variables, 
derived first by Greene, Johnson and Weimar,and used . 
extensively by Lao, Hirshman and Wieland. We propose, 
however, to work with equations (44) and (4S) because 
equation (34) is not generally reducible to .a form as simple 
as equation (46) [which, in turn, suggests the definition . 
of the new dependent variable F(V)] for.three~dimensional 
equilibria, and it is therefore best to work with a set of 
equations easily amenable to further generalization. 

In the study of axisymmetric equilibria, it is often 
customary to specify F{v) and p(v). Alternatively, as 
is done in the study of flux conserving equilibria, one may 
specify q~(v) and p (v), where q (v) is. the q-profile, 
defined by the equation 

~ - q(v)1fI = 0 (49) v v 

For axisymmetric equilibria with up-down symmetry, we 
must have 

R(v,e) = R(v,-e) 

Z(v,e) = -z(v,-e) 

(SOa) 

(SOb) 

".0 

.oj 
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The appropriate Fourier expans'ions' for R(v,El) and Z(v,El) 
are 00 

R(V, El) LR (v) cos mEl , ( 51) 
m=O m 

00 

Z(v,8) = Lz (v) sin pEl (52) 
p=l P 

and the Euler-Lagrange equations for the Fourier amplitudes 
are 

<cos m8GR> = 0 me(o, •.. ,co) ( 53) 

<sin p8G z> = 0 pe(l, ••. ,oo) 
" 

(54) 

where < > is now defined to be 

1 f21T 
<A>:: 2rr 0 d6A(v,El) (55) 

VII. Choice of the Radial Flux Surface Label and 
Boundary conditions ' 

The radial flux surface label v is, as, yet, unspecified. 
Anyone of the Fourier amplitudes may be used for labelling 
flux surfaces. However, we may not then vary the chosen 
amplitude while calculating the first variation of L. 
Instead, the variation of L with 'respect to ~ , with' ~(~) 
fixed, provides an independent Euler-Lagrange equation 

«iv-J--*»= 0 v 
(56) 

ives 'gEl 4>v) (. w~;; [~liv (g~ + ~ :+P
lV
\\ 

\'\. g,a v)l 1/ 
ill I '( + ~ _.L gZ;;Z;;<pv + 

v1l9lf oV' Iii9if 
= o. (57) 

We ide.ntify at once equation (57) as the surface-averaged 
form of equation (35). In the special case ofaxisymmetry, 
equation (57) becomes 

< d (g El e ~ v) d ( ) '¥ - + ttl - + 
v 0 v v'lI9lf v a v I[lgff' vfiTr Pv ) G = 0 

(58) 
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We have found it conveniEmttb choose -Rl as the 
flux surface label v for the study of axisymmetric 
equilibria. The boundary conditions on the Pourier ampli­
tudes for this choice of the flux surface label have been 
obtained by Lao, Hirshman and Wieland. By performing 
expansions near the magnetic axis v~O , they obtain 

R (0) mv = 0 m = 0 ( 59a) 

Rm (0) = 0 m = 2,3""1 (59b) 

Z (0) 0 . , p = l, 2, ... '(59c) p 

The shape of the outer boundary at v=a is specified as 
an input for this method and provides us with the additional 
boundary conditions 

Rm(a) - R m = 0,2,3, ••• , (60a) rna 

Z (a) - Z P = 1,2,3, •..• (60b) p pa 

We thus have two boundary conditions for each Pourier 
amplitude obeying the second-order ordinary differential 
equations (53) ~nd (54). For the poloidal flux function 
~ , the two boundary conditions are 

.~ (0) = 0 v 
(61a) 

and 

~ (a) :: ~ '. '. a ( 6lb) 

For the' toroidal flux function<fl , we require that 

<I>( 0 '> = 0 (62) 

and solve the first order differential equation (47) [or 
equation (49)1 f0r <fl, if p(v) [or q(v)] is specified. 

VIII. Comparison with Analytic Solovev Equilibria 

To solve the two-point boundary-value system of equa­
tions referred to in the last section, we use. the Method 
of Collocation at Gaussian points due to De Boor and Swartz.s 
Details will be given elsewhere. We compare the numerical 
results from the axisymmetric version of the three-dimensional 
algorithm described earlier, with analytic Solovev equilibria 7 

which are exact solutions of the Grad-Shafranov equation (1). 
It may be shown by direct substitution that equation (1) has 
the solution 

Po 2 
\f'.(R,Z) = p 2 R,2Z2 + __ (R2 _ R,2) 

o 0 8 0 (63) 

if 
p2 4P~R,~('¥a - 'fI)2 (64) 

·f 

~) 
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and p = po('Ya - 'Y) (65) 

where FO is a constant. We note that 'Y ~ 0 at the 
magnetic axis R ~10'Z = O. 

'We now consider a model· equilibrium for which Po = .125, 
FO = 0.25 and 10 = 4, a case also studied in Reference 8. 
In order to represent reasonably accurately the outermost 
flux surface for the stated parameters, it is found necessary 
to include three Fourier coefficients each for Rand Z. 
In other words, the parametric equations for the out flux 
surface are taken to be 

R = ROa - a cosB + R2a cos 29 + R3~ 60S 3a 

and 

(66a) 

Z = Zla sin8 + Z2a sin 28 + Z3a sin 38 . (66b) 

The coefficients RO a ' R2a' Zla' Z2a' and Z3a are determined 
by a least-squares. fit to the equation for the outermost flux 
surface, 

Po 2 
1 = F 21 2z2 + -- (RZ ~ 12) (67) o 08 . 0 . ' 

where we have assumed 'Ya = 1. In Figure 2, we compare the 
analytical and numerically determined flux surface contours 
for this particular test case. It is worth noting that 
remarkable accuracy is achieved by solving the variational' 
moment equations at only eight colloeation poin'ts within 
the radial interval e(O,l). 

In Figure 3, we have plotted 'the Fourier amplitudes 
as a function of v. In the graph, each of the Fourier 
amplitudes is normalized to its maximum magnitude, which is 
displayed on the top. We note that for axisymmetric equi­
libria of the kind considered here, the Fourier amplitudes 
decrease in magnitude ra~idly. This accounts for the 
accuracy obtainable in the variational method by retaining 
only a few Fourier amplitudes. 

IX. Concluding Remarks 

The, variational method described in this paper may be 
used for the study of three-dimensional magnetostatic 
equilibria. In this paper, we have presented numerical 
results for axisymmetric equilibria in order to establish 
the validity of the method and to make contact with existing 
numerical codes. The computation of three-dimensional 
equilibria will be the subject of a future publication. 

The rigorous validity of the method is predicated on 
Sh~ existence of a flux surface quantity v such that 
B'~v = O. The existence of a well-defined symmetry direction 
is a sufficient condition for the existence of such flux 
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surfaces. In that case, as we have seen for the axisymme­
tric equilibrium considered here, the Fourier series for 
the inverse variables Rand Z converge rapidly. However, 
even in the absence of a well-defined syrnmetrydirection, 
as may indeed be the case for toroidal stellarators, the 
present algorithm may be expected to yield "asymptotic 
equilibria" for which the Fourier series is asymptotic, 
provided the equilibria are not characterized by the 
presence of large magnetic islands at resonant surfaces 
inside the plasma. 
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Figure Captions 

Fig. 1 Two coordinate systems; the cylindrical coordinate 
system (R,</>,Z) and the magnetic coordinate system· 

Fig. 2 

Fig. 3 

(v,8,l;). ' 

Comparison of exact (indicated by dots)' and 
numerically determined (indicated by solid lines) 
flux surfaces for a Solovev equilibrium. 

Radial plots of the Fourier amplitudes for the 
equilibrium shown in Figure 2 (Key: ul = RO" 
u2 :: Zl, u3: R2, u4: Z2', uS: R3, u6:: Z3)' 
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a 

Maximum of 
UI 4.025E+OO U2 1,621E+OO U3 6,127E-02 
U4'1.572E-OI U5 3.443E-02 U64,236E-02 

v-sc 'A I I )if I . ,~ 1,0'1 1 UI 
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A REVIEW OF TIME-DEPENDENT, 
THREE-DIMENSIONAL RESISTIVE 

MAGNETOHYDRODYNAMIC CALCULATIONS* 

John Killeen 

National Magnetic Fusion Energy Computer Center 
Lawrence Livermore National Laboratory 

Livermore,California 94550 

ABSTRACT 

The development of three-dimensional, initial-value codes for the 

solution of MHD equations has evolved from a few exploratory studies in 

the 1970's to several production type codes, which at the present 'time 

are making important contributions to the understanding of resistive 

instabilities in toroidal plasmas. This evolution is examined from 

several points of view. It is useful to consider the following options 

for initial-valueMHD code development: 

• primitive MHD equations, reduced MHD equations 

• compressible, incompressible 

• ideal MHD, dissipative MHD 

• one, two, three dimensions 

• linear, nonlinear 

• Eulerian, Lagrangian, ALE; 'dynamical grid 

• finite differences, finite elements, expansions 

• explicit difference equations, implicit difference equations 

The codes considered in this r.eview will be: categorized according to 

the aoove options. In addition the applications of the codes will be 

discussed, as these usually.explain the choice of options. It is important 

to note that all of the models and techniques listed above have been used 

and are appropriate for certain types- of problems. 

Primitive MHD Equations 

The numerical study of linear MHD stability has followed two paths. 

In the first, the linearized MHD equations (either resistive or ideal) are 

treated as an initial value problem. [1-9J The equilibrium state of the 

system is, specified and is given a perturbation. The MHD equations are 

advanced forward in time to trace the evolution of the plasma. The fastest 

growing instability eventually dominates ov:er all other motions. The second 

approach which has been used very successfully is to utilize the,energy 

*Work performed under the auspices of the U.S.D.O.E. by Lawrence Livermore 
National Laboratory under contract W-7405-ENG-48. 
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principle [10,11] to-gain information on the full spectrum of ideal MHD 

instabilities • 

After the linear modes have been determined, the resultant eigen­

modes may be used to start a nonlinear calculation which can then follow 

their growth to some final state~ These nonlinear c~lculations have 

all been with initial-value codes in two' and three space dimensions. 

One of the earliest 3D resistive MHD codes was TRINITY developed by 

Roberts and Boris [12]. It was an Eulerian code using an explicit leap­

frog difference scheme with the resistive diffusion terms employing the 

DuFort and Frankel algorithm. Similar 3D codes subsequently developed 

were those of Wooten et al (ideal) [13], Cochran et a1' [14), and Pritchett 

et al (ideal) [15). 

Sykes and Wesson have also developed a 3D Eulerian code which includes 

a tensor resistivity and thermal conductivity [16-18]. Their code employs 

a Lax-Wendroff scheme and the diffusion terms are also treated-by an 

explicit method. Ogino had developed a similar code at Nagoya. [19] 

All of the above codes must satisfy a Courant time-step condition. 

Generally this is much smaller than one imposed by the time scale of the 

physical instability being studied. 1'0 avoid this limitation Finan [20,21] 

developed a 3D Eulerian code which uses the Douglas-Gunn algorithm for 

Alternating-Direction Implicit temporal advancement. The eight equations 

are solved simultaneously to avoid syncronization errors. The resulting 

finite difference equations are a coupled system of nonlinear algebraic 

equations which are solved by the Newton-Raphson . iteration technique. 

Time steps 1(}....50 times the Courant condition are used in long time 

simulations. The Finan code, IMP, generalizes to three dimensions techniques 

that have proved successful in two dimensional resistive MHO calcula-

tions • [22-25J 

All of the above 3D nonlinear codes use finite differences in all 

three directions. In order .to obtain the required spatial resolution for 

high S resistive instabilities, and simultaneously to decrease the computer 

time for the simulation of these instabilities, recent 3D.MHD code develop­

ments have used expansions in one or two directions_with finite. differences 

in the remaining direction(s). 

Render [26] has developed a 3D Eulerian code to study resistive "gil 

modes in reversed -field pinches. It assumes cylindrical geometry and.starts 
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with an equilibrium which is a function of r only. The linear codes 

RIPPLE 4a [ 3] or RESTAB are used to calculate unstable modes which 

are parametrized by m and k 0 The 3D nonlinear code uses finite differ­
z 

ences in the r direction and a Fourier expansion in e and z. The finite 

difference method is a mixture of implicit and exp1icit'algorithms. 

Mirin [27] has developed a,3D Eulerian code to study the nonlinear 

growth of MHD instabilities in axisymmetric toroidal equilibria which 

are functions of rand z. The linear code RIPPLE VI [7] calculates 

unstable modes"periodic in ~.which can be used as initial values for 

the 3D nonlinear code. The nonlinear code uses an explicit Lax-Wendroff 

method in rand z with a Fourier expansion in ~. 

Turner and Wesson are developing a similar code [28] for 3D MHD 

simulations of JET. Wesson will discuss this code at the workshop. 

Another approach for achieving better accuracy is the method of 

finite-elements. Kawakami,at this workshop, will describe a finite element 

ALE code for solving 3D resistive MHD equations. 

Reduced MHD Equations 

In order to study resistive instabilities in Tokamaks a set of reduced 

equations has been derived [29] and solved in two dimensions by several 

groups. Strauss [30,31) has extended the reduced model of White el al [29] 

to three dimensions. He uses an Eulerian mesh with a leap-frog time 

advancement algorithm. The diffusion terms are differenced'via the DuFort­

Frankel method. 

The Oak Ridge code RS3 [32] solves reduced equations using differences 

in all three directions with a'mixed explicit-implicit scheme. This code 

has been superceded by RSF [33] which uses finite differences in rand 

expansions in the two periodic directions, and runs considerably faster 

for the same accuracy. Applications of this code to Tokamaks has been 

reported in a series of papers. [34-41] 

Another 3D reduced MHD code which makes use of an expansion in the 

two periodic directions is that of Edery et ale [42,43] 

A 3D reducedMHD code which makes use of finite differences in all 

three directions is that of Schmalz. 144] 

Summary 

A number of codes which solve either the primitive or reduced equations 

of resistive magnetohydrodynamics in three dimensions, as initial-value 

problems, have been examined. Because of the nature of resistive 

. 

• 
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instabilities eog., tearing and reconnection, the Eulerian representation 

is generally used. Recent developments favor the use of expansions 

in one or two directions because of increased speed and accuracy, as 

long as the number of modes considered is not. too large. The codes 

which employ expansions are also more compatible with the linear 

codes [1-9] which solve each mode separately·. These modes can be com­

bined to start the nonlinear problems. 
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Tokamak Current Disruptions 

due to Impurity Radiation Cooling 

Tsuneo Amano and Katsuhiro Shimizu 

Institute of Plasma Physics 
Nagoya University 
Nagoya 464, Japan 

Major disruption,s in the JIPP T-II and ,"R" tokamak are investi­
gated. The plasma and impurity transport equations are solved and the 
resulting current profiles are used to estimate the growth of island 

dth of m/n=2/1 and 2/3 tearing modes. NonHnear delta prime, analysis 
code and a single-hel;city 2D tearing instability code are employed to 
obtain the saturated island width. A 3-D multi~helicity tearing code 
is now under development and its possible use is discussed. 
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§l. Introduction 

'The major disruption limits plasma density and current in tokamak 
experi~ents. The thoeretical and computational approaches suggest two 
plausible causes.of the disruptions. One is the contact of m/n=2/l 
(m : poloidal mode number, n : toroidal mode number) island with a 
limiter. l ) The other is the overlapping of m/n=2/l island with m/n~3/2 
island. 2) . 

In near future larger tokamaks with high plasma current, the 
effect of the major disruption will be .very serious, since .theabrupt 
decay of the plasma current will cause eddy currents to flow in the 
surrounding conductors inducing formidable mechanical loads. 
At IPPJ, we are now planning to construct a new tokamak called IIR 

tokamak".3) Here "R" stands for the "reacting" D-T plasma. The 
dimensions and physical parameters are listed in Table I. In this 
device, neutral beam power of l5MW will be injected to heat a plasma 
up to 10 keV. Axisymmetric bumper limiters surround the plasma to 
absorb the major plasma heat load on the order ,of 15 MW .. During a 
long pulse operatJon of on~ second, it is possible that the sputtered 
impurities from the limiters will enter the plasma and. cool the 
periphery region thereby causing a current distribution vulnerable to 
the major disruption. 

In order to investigate possible implications of the major 
disruption on the "R"tokamak, we attempt to predict the onset of the 
disruption by utilizing a 1-0. tokamak. plasma ,and impurity transport 
code coupled wi.th the .non-linear. 8,1 analysis. To check the validity 
of 8,1 analysis, we use a 20 single helicity tearing code to calculate 
saturated island widths. We are now also developing a 3-D tearing 
code similar to the Oak Ridge code. 4) This code wil; give a more 
accurate onset .time of the disruption as well as the time scale of 
the current decay. 

In §2, we will consider the major disruptions observed in JIPP 
T-II tokamak. 5,6) The cause of the disruption in this experiment has 
been well understood as a overlapping process of 2/1 and 3/2 islands. 
5,6,7) We use this experiment as a bench mark test to our a~alysisof 
the major disruption. We solve the oxygen impurity transport equatiorys 

., 
d 



106 

and include the radiation cooling effect in the plasma transport equa­
tions. The current profiles thus obtained can well explain the JIPP T­
Il disruptions. 

In §3, we ~se th~ same approach for the analysis of the tokamak. 
Here we inject 15 MW neutral beams and consider'the carbon and titanium 
impurities sputtered from the limiters. The resulting Current profiles 
are used to estimate the stability against the tearing modes. 

§4 is devoted to discussion. 

§2. Current Disruptions in JIPP T-II Tokamak 

JIPP T-II is a circular cross~section tokamak whose major and 
nor radii are 91 cm ahd 15 cm, respecti~ely. In an experiment, three 

typical discharges with different conditions of gas puffing and current 
rise are compared as shown in Fig. 1. 5) The discharge of case I is 
produced by applying a strong gas puffing from 80 ms without a second 
current-rise to the medium q(a) (:4-5) plasma. In case II, a second 
current-rise is applied at 90 ms to the relatively low density dis­
charge. In case III. both strong gas puffing and second current-rise 
are used, where the start time of the current-rise is delayed by 10 ms 
from that of the gas puffing. In case I, the m/n=2/1 mode with 3/2 
mode component rapidly grows up just before the major disruption. 
Toi has termed this disruption as a IIsoftll disruption, since the plasma 
current does not decay appreciably. In case II, the m/n=4/l. 3/1 and 
2/1 modes successively observed in the second rising phase of the 
plasma currerit and the relative amplitude of 2/1 mode fluctuations 
attaines 0.8%. In' case III, the m/n=4/1 and 3/1 modes are completely 
suppressed and the re1ativ,e amplitude of m/n=1/2 mode is reduced less 
than 0.1%. To explain these results by tearing instability theory, 
Toi et a1. determined the current profiles through magnetic diffusion 
equation by adjusting the Zeff(r) profile iteratively so that the 
calculated loop voltage and location of q(r)=l surface should be the 
best-fit to the experimentaly observed ones. He used the current 
profiles thus obtained as inputs ~o a non-linear 6' code to cal~ulate 
island width and poloidal field fluctuations. As a result he has 
obtained a good correlation between the experiments and the theory. 

• 
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Recently. Toi has analyzed the other high density discharges case IV to 
VI. 6) In these, cases V and VI are characterized by low q values wi 
qa=2.3 and 2.2, respectively .. These two cases are shown in Figs. (2) 

and (3). In the experiment, these high density discharges occasionaly 
lead to the "hard" major disruption (the right hand side of Figs. (2) 

and (3») in which the currents are terminated abruptly. From the ~' 
analysis, .Toi. has suggested that.the almost simultaneous interaction 
of the 2/1 island with 3/2 one and the limiter plays an essential role 
for triggering the hard. major disruption in these discharges. 

Hicks et al. analyzed the case I, II and III of the JIPP T-II 
experiment by use of their nonlinear 3D tearing code and obtained a 
good agreement between the observations and the computations. 7) 

We will take another approach. We solve the following transport 
equations for the JIPP T-II parameters 

aile 1 a 
at = - r ar rr. + 51 

3 a _ 1 a . 3me ne 
2 atneTe - - r ar (rQe) + EzJz - m. T (Te -

1 e 
3 a _ 1 a ~ 
--n.T. - - -- (rQ.) + (T - T.) - W 
2 at 1 1 r ar 1 mi l' eel CX 

aBe' aEz 
at=C ar 

_ . _ cn 1 a ( ) E - nJ - - - - rB z z 4n r ar e 
ane cEz 

D ar - ne -s; L14 

aT . 3 an 
...;'X ~ - - DT ~-

e ar 2 e ar 

r'= -

Q .'" e 
aT. 3 an. 

1 1 
Qi = - Xi ar - "2 DT i ar' 

cEz 
neTe --s; L24 

(2.1) 

) - WI - WR (2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

where WR, WI' 'Wcx are radiation. ionization and charge exchange losses, 
respectively. Terms with L14 , L24 represent the Ware pinch effects. 
The other variables have their usual meanings. For the anomalous 
coefficients D and Xe, we use 
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xeMHD 
= 0.12 neDB (for q(r}<l). 

(2.9) 

which have been obtained to fit the density and temperature evolution 
of the case 111. 

The impurity transport equations (or diffusion-rate eqs.) are 
given by 

Clnk 1 Cl 
~ = - r Clr r rk + ne(nk_1Sk_l - nkSk + nk+lak+l - nkak} 

(2.10) 
where nk and r k are the number density and radial diffusion flux of the 
k-th ion, and Sk and ak are the ionization and recombination rate 
coefficients, respectively.S} For f k, we assume the form 

fk = f N + f A k k (2.11) 

where fkN is the neoclassical diffusion flux given by Hirshman9) and 
A is an empirical diffusion flux, 

A dnk 
r k = - DA "(fr' (2.12) 

For DA, we take the same form as Eq. (2.9). From nk, we c~n calculate 
the ionization and line radiation losses WI and WR in Eq. (2.2). 

The stability of a cylindrical tokamak plasma against tearing 
modes is examined by solving the following equation for the poloidal 
flux function ~:10) 

1 £L ~ = m2 + mt djz 
r dr (.r dr) (rr r m - nq) dr ) ~. (2.l3) 

When a singular surface r=rs exists in the plasma, the linear stability 
against the tearing mode is discussed in terms of ~I(O) defined by,. 
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fl.1(0) ;: lim 
£-+0 . 

. ~ .. 
rs+£ - arlrs-£)/~(rs)' 

q(r)=!!! s n' 

Now the concept of the nonlinear fl.'(W) is introduced as 

fl.' ;: (~I ~ ~I W)N(rs )' or + War __ 
rs ~ S 2 

)=0, since fl.' (W) is 
;) 

(2.l4) 

(2.15) 

The saturated width Ws is estimated from fl.' 
proportional to the potential energy of the 
modes. 1l ,12) . 

instability for the tearing 

The current density d;'stribution jz which is obtained by solving 
Eqs. (2.1)~{2.8) numerically is substituted in Eqs. (2.13) and (2.15) 
to evaluate the saturated "island width W. Figure (4) shows the s , 
computed time evolution of the island width of m/n=2/1 and m/n=3/2 
tearing modes for cases I, II and III of the JIPP T-II experiment. 
In case I, a strong gas puffing cools the periphery of the plasma 
together with enhanced oxygen radiations. The current channel shrinks 
producing a sharp current density gradient and the 2/1 and 3/2 singular 
surfaces move outward. From 20 msec aft~r the start of the strong gas· 

ng, both 2/1 and 2/3 isiands' b~gin to grow and flnally lead to a 
soft major disruption by overlapping. In case II, a rapid second 
current-rise moves the q=2 surface outward and enhance the current 
density gradient there at the same time. Therefore, the m=2 island is 
shifted outward while growing and presumably touches the limiter. In 
case III, the occurrence of the disruption has been avoided by an 
appropriate combination of the strong gas puffing and the second 
current-rise. In this case, q;:2 surface comes to near r=12 cm close 

, 
to the limiter at r=15 cm. The current density gradient near r=12 cm 
which is responsible for the 2/1 tearing mode instability ;s deter­
mined from a delicate balance between heating and cooling due to the 
increased current and gas puffing. Computationa1y. it i~ difficult 
to reproduce such a delicate balance and the calculated Be fluctuation 
level is much larger than the measured one. It should be noted that 
the electron temperature in the region r=12~15 cm has not been measured. 
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The ~' analysis by use of experimental measurement of T profile needed 
, e 

a trial and error guess for the Te profile in this region. 
In Figs. (5), (6) are shown time evolutions of island width 

computed by use of a 2-D single helicity code for case I and case II. 
The computed island widths agree well with those obtained from Eq. 
(2.15). 

To understand Murakami scaling law13 ) for the density limit of 
tokamaks in terms of the edge cooling of the plasma, we tried the 
following simulation for the JIPP T-II parameters. We fix qa=3.5 and 
Zeff=3.0 (oxygen) and change Bz ' Ip and the electron density. The 
edge region is cooled mainly by the oxygen impurity radiation in the 
simulation~ The major disruption caused by the overlapping of 2/1 and 
3/2 islands is assumed to be responsible for the density limit. In 
Fig. (7) is shown the density limit thus obtained in comparison with 
the original ,Murakami scaling law. 

§3. Tearing Mode Analysis for "R" Tokamak 

To simulate the neutral beam heating of the "R" tokamak, we solve 
the equations given in §2, supplemented with the neutral beam and a 

heating Fokker Planck codes. We also include a scrape-off. region in 
the shadow of the limiters. In this region, particles move along the 
magnetic field lines and hit the limiters. We consider bumper ,limiters 
made of TiC tiles. The sputtering processes. taken into account are 
D+TiC, T+TiC, ,Ti+TiC. We assume a fraction a of sputtered atoms enter 
the plasma as neutrals. In simulations, the neutral beam heating is 
switched on at t=O.l sec and switched off at t=l second. We used 
Intror scaling for Xe and DA : X~=5xl017/ne' DA=1.25, 1017/~e' a is 
assumed 0.4. In Fig. (8) is shown a time history of the c.entral 
electron density and temperature and ion temperature. After the onset 
of neutral beam injection, the impurity radiation increases almost 
linearly with time from 1 MW at t=O.l sec and 7 MW at t=l sec. The 
radiation mainly consists of line radiations from titanium impurity and 
is concentrated in the periphery of the plasma. In Fig. (9), we plot 
the calculated island widths of 2/1 and 3/2 modes from Eq. (2.15). 
Safety factor q at the plasma surface is 2.7. The 3/2 island gradually 
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grows with time approaching the 2/1 island around t=0.3 sec. The two 
islands do not overlap, however. they come very close to each other . 
It is surmised that the presence of 2/1 island actually enhances the 
growth of 3/2 mode through a modification of the current distribution 
and leads to the overlapping of the islands. In order to examine such 
a surmise, a 3-D multi-helicity code simulation is being prepared. 

§4. Discussion 

In §2, we have shown that the nonlinear ~' analysis com~ined with 
plasma and impurity transport calculations is useful to explain the 
major disruption observed in the JIPP T-II. 

In §3, an intense neutral beam heating of "R" tokamak has been 
simulated. The edge cooling due to the sputtered impurities has not 
led to the major disruption aS'far as ~' analysis is concerned. 
Since m/n=2/1 and m/n=3/2 islands have come very close to each other, 
however, we need a 3-D tearing code analysis to obtain a definite 
conclusion. 

In "R" tokamak, we are considering a possibility to wind helical 
coils to form a kind of helical divertor. There is a danger, however. 
that such helical perturbations will induce a disruption by forming 
resonant islands inside the plasma. This problem also awaits the 3-D 
tearing analysis. 

Table I 

R Tokamak Parameters 

Major radius R 2.1 m 
Minor radius a 0.6 m 
Plasma current Ip 1.5~1.8 MA 
Maximum toroidal field BT 5 Tes1a 
Injected beam power WB 15 MW 
Injected beam energy EB 120 keV 
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Major Disruption Process in Tokamak 

T. Takeda, G. Kurita, M. Azumi, T. Tuda, 

T. Takizuka, T. Tsunematsu, S. Tokuda, K. Itoh 

Japan Atomic Energy Research Institute 

Tokai-mura, Naka-gun, Ibaraki-ken, Japan 

The major disruption in a cylindrical tokamak is investigated by using 

the multi-helicity code, and the destabilization of the 3/2 mode by the mode 

coupling with the 2/1' mode is confirmed. The evolution of the magnetic field 

topology caused by the major disruption is studied in detail. The effect of 

the internal disruption on the 2/1 magnetic island width is also studied. The 

2/1 magnetic island is not enhanced by the flattening of the q-profile due to 

the internal disruption. 

• 
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§l Introduction 

The major disruption of a tokamak is characterized by rapid release 

of magnetic and plasma energies within an order of ~s followed by reduc­

tion of the plasma current with the decay time of several milliseconds, 

and it is considered to be the main cause of limitation of the plasma 

current and density. The disruption may bring about a more serious damage 

to the device as the device becomes larger.' It is, therefore, urgently 

required to clarify the mechanism of the major disruption and to devise 

methods to control or suppress it. 

The m=2 tearing mode plays an important role in the major disruption. 

The growth of the m=2 magnetic field perturbation is observed as a precur­

sor of the disruption. When the safty factor at plasma boundary, q , is 
a 

less than 2, the major disruption seems to be suppressed. Waddell et al. 

proposed that a nonlinear interaction between m/n~2/l and m/n=3/2 tearing 
1"':'4) 

modes causes the major disruption • The results of their simulation 

seem-to well recover the experimental data. They presented the scaling 

law of the major disruption time on the basis of the WKB theory. The WKB 

method, however, is not always applicable to the nonlinear stage of the 

mode evolution. It is important to establish the theoretical model relia­

ble in this stage. It 1s also very important to know the mechanism to 

change the current profile which makes the enhancement of the 2/1 island 

width. 

In this paper we first recover the results of the ORNL group. We 

find a little disagreement with their results. We also investigate the 

initiation process of the 2/1 mode assuming that the current density 

profile is flattened by the III mode. The 2/1 island obtained in the 

simulation is compared with those calculated by the fi' code. 

In ~he next section the basic equations of the present'analysis are 

described., In §3, the results of simulation are presented. Conclusion 

and discussion are given in §4. 



118 

§2 Basic:.Equations 

The reduced set of the resistive magnetohydrodynamic equations of a low 

S toroidal plasma in the cylindrical coodinate system (R,~, z) is given as 

a'¥ + + a4> 
-+v·V'¥=Bo-+nJ-ll' (t) at ..!. ar; ""W 

au + + + + + R 2 R 2 + + + aJ at + v • V..!. U = Vl; • v p ,x V..!. ( Ro) + (Ro) vr;.· V J. '¥ xV..!.J + Bo ~ 

p + + 0 
h+v.v..!.p*= at 

+ + + + 
B = Bo (vr;. + Vl.;; xV..!. '¥ ) 

+ R 2.... ':!: 
v=(-R) Yl;xv,4> 

+ 
J 

U 

o -
+ 

( R2 ~ f • V..!. If ) Vr;. 
- R2 

( R )2+2 Ro V..!. 4> 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

p ='(l)2Y,p (8) 
* Ro 

where Ro is the major radius. 'r;. = Ro<P, V..!.:: a; V R + a~ Vz. The quantities 

U, '¥ and 4> denote the vorticity, poloidal flux and stream function. respec­

tively. The energy integral of this reduced set of equations is given by 

~ J dT [ ( l ) 2 1 ~4> 12 + (..!..) 2 1 V'¥ 12 + -p- ] 
dt Ro Ro y-l 

= - J dT [ ( R~ ) 2 ~ J2 J + 21T Ro Ew (t) Ip • (9) 

The first term in the,l.h.s. represents the kinetic energy. the second one 

the magnetic energy, and the third one the internal energy. The first term 

in the r.h.s. is the energy dissipation. ' The electric field at the wall, 

&wet). is obtained from eq.(9) by setting the total plasma current Ip constant. 

Now we employ the coordinate system (r, e, r;.) • in which the magnetic 

lines are straight. The radial coordinate r is defined by 

r = (l)2 r;-
Ro g (10) 

'. 

" 
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whereJi is Jacobian •. The variables 'P, J, ~ and P* are Fourier expanded in 

8 and ~ directions: 

'P(r,8,l;) =. L: 'Pm/n(r) Elxp i( me - : l;;) 
m.n 0 

(11) 

where m and n denote the mode numbers in 8 and l;; directions, respectively. 

The Fourier expanded equations are written.as follows; 

a'Pm/n 
~ 

dUm/ n 
at 

ap*m/n 
dt 

Bo 
['¥,cf>] / + -R n~/ +nJm/n-Em/n m nom n 

[U,cf>lm/ n + [J''¥]m/n - ::nJm/ n + [F,PJ m/ n 

[ ct>;F* 1m/n 

where ['£I, ct> lm/n is defined by 

[ '£I, ct> ]m/n 
m' d d 

mEm'+m" r ('¥m'/n' drcf>m"/n" - cf>m'/n' dr '¥m"/n" ) 
n=n'+n" 

Variables J I and,U / take the form; 
m n m n 

J =.l... E [ ..!. ( Grr ..!. 'P ) - mil..!. ( Gr9 '£I ) 
mIn r m=m'+m" dr m'dr m"/n dr m' m"/n 

G
r8 dill" G8e ill - m I -d I "/ - m m , T "I m rmn mmn 

U =.l... E [ ..!. ( Hrr ..!. 4.i ) - mil..!. ( HrB 4.i ) 
min r m=m'+m" dr m'dr m"/n dr m' m"/n 

- m HrB..!. if? 
m'dr m"/n 

i' " 
Quantities F, G J and H1J are defined by 

m m m 

(~)2 
Ro 

r lj 
L F (r) exp imB 
m m 

= E Gij 
(r) exp ime 

m m 

R 2 l' l' 
r (-) g J = E H J (r) exp 1mB 

Ro m m 

" 88", ] 
mm Hm' '!m"/n 

,(12) 

(13') 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 
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In this calcul~tion the equation (14) for pressure is neglected because 

the pressure driven mode is not important in a low B plasma. ,Morever'we 

neglect the toroidal effects. Even by this simplification, the essential 

mechanism of the major disruption can be described. ,We assume the resistivity 

is constant in time and set it to be 

n(r) = E (t=O)/J(r,t=O) . (21) 
w 

The multi helicity calculation is carried out with up to 29 Fourier 

components and 200 equal-spacing radial meshes. The equations are solved by 

both tue full-explicit and implicit-explicit predictor-corrector time 

integration schemes, and a good agreement between both cases is obtained. 

The time step for the former scheme, however, is restricted to be much small 

compared with that for the latter scheme. 

§3 Computational Results 

3.1 Nonlinear Destabilization of 3/2 mode 

We choose the q-profile as in Ref.l, q(r)=1.38[1+(r/0.6)a]l/~ and 

the magnetic Reynolds number S=2xlO~ at q=2 surface. Almost the same behavior 

of the plasma as that of the ORNL calculation is recoverd, which is presented 

in the following figures (fig.1-7). Figure 1 (a and, b) show the time 

evolution of magnetic island width obtained by the sing1e-helicity and multi­

helicity calculations, respectively. The single helicity calculation shows 

that the 2/1 and 3/2 modes are both unstable and the Widths of the saturated 

islands are about 0.4 and 0.1, respectively. In contrast with the single­

helicity calculation, the multi-helicity calclu1ation shows the rapid 

destabilization of 3/2 mode after the island of the 2/1 and 3/2 mode touch 

each other at t ~ 300, due to the nonlinear interaction between modes with 

different hel1cities. The phase of the 5/3 and 7/4 modes are inverted 

several times at final stage of the disruption. The evolution of the kinetic 

and magnetic energies are shown in Fig.2 (a andb), respectively. Both the 

energies rapidly increase from the island-overlapping time (t ~ 300). 

The time evolution of the growth rate of the magn~tic energy is .shown in 

Fig.3. The growth rate of the 2/1 mode is slowly decreasing function of time 

when the growth rates of the 3/2 and 5/3 modes begin to increase,which means 

that the 2/1 mode is in the Rutherford regime even after the time of the 

island overlapping. Figure 4 shows the time evolution of the one turn voltage, 
d 

V=[ dt ( Ek + EM ) - Q]/Ip' where Ip is total plasma current, ~ and ~ are 
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the kinetic and magnetic energies, and Q is the change in the rate of 

energy dissipation due to Joule heating. In this figure, V is normalized 

by nB /~O .. The negative voltage spike is observed is the figure. The order 
t. . 

of magnitude of the voltage spike is in good agreement with experimental 

value. The helical flux contours for several modes with different helicities 

at the end of the calculation areshow~ in figure 5. The magnetic islands 

of the higher ha~onics, such as the 8/5 or 13/7 modes, have also fairly 

large amplitude. In Fig.6, intersections of a single magnetic field line near 

the separatrix of the 2/1 island at the ~=O po10idal plane are plotted. 

This figure shows that the stochastic region develops during the interval(t= 

300~400) and covers almost the plasma column at the final stage. The 

stochasticity can be investigated quantitatively by calculating the K-S 

entropy~), which is shown in Fig~7. The evolution of the K-S entropy confirms 

the above result. The stochastic magnetic field in the plasma column 

enhances the heat loss and causes the rapid cooling of the plasma, which 

is observed in the soft X ray signals from the plasma centero 

3.2 Effect of the Internal Disruption 

Next, ·we calculate the nonlinear evolution of the 2/1 tearing mode in 

the presence of the 1/1 mode. The purpose of this calculation is to simulate 

destabilization of the 2/1 mode by the internal disruption through the 

flattening of the q-profi1e inside the q=l surface. The initial q-profile 
.,. 2A l/A 2 4 . 
m th~s case ~s q(r)=0.9[l+(r/0.5) ], where A=2+2r , and S=2xlO at the q=l 

surface (solid line in Fig.8). In this profile the islands of the 2/1 and 3/2 

modes are saturated at relatively narrow width. The saturation width of the 

2/1 and 3/2 islands (W2/ 1 andw
3

/ 2) estimated by using a f::,' code is W2/l=0.109 

and W
3

/ 2=0.005 for the initial q-profile, and \-12/1=0.204, \.]3/2=0.062 for the 

flattened q-profi1e (dashed line in Fig.8), respectively. There is no island 

overlapping between the 2/1 and 3/2 modes for the initial q-profi1e, while the 

island overlapping· is expected for the' flattened q-.profi1e after the internal 

disruption. In order to investigate this possible enhancement of the 2/1 island 

width by the flattening of the current profile due to the internal disruption, 

the calculation is started with only the 2/1 mode, and the 1/1 mode is initia­

ted at t=520 after the 2/1 island is saturated (Fig.9). The saturation width 

of the the 2/1 island at t=520 is W2/ l =0.07 which is a little smaller than the 

expected value. With the growth of the 1/1 mode, the 3/2 mode is produced by 

the coupling of the 1/1 and 2/1 modes, and the internal disruption occurs at 
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t;700. After the internal disruption the q-proflle inside of the q=l 

surface is flattened and that outside of it is unchanged. (dotted line in 

Fig.S). In spite of the change of the q-profile, however, the island 

evolution of the 2/1 and 3/2 modes seems unchanged. even a long while 

after the internal disruption. i.e~. W2/l=0.07 and \.73/2",0.014 at t=970. 

These values are about 1/3 - 1/4 of those obtained by using the~' 

code and there is no assurance of island overlapping even if the calcula­

tion conti~ues. There are other possibilities to initiate the major dis­

ruption. In Ref.6, we have shown that the size of the 2/1 island is 

strongly enhanced by the internal disruption due to the toroidal coupling. 

This result suggests that the major disruption is induced by the internal 

disruption in a toroidal plasma. 

§4 Conclusion and Discussion 

We have studied the nonlinear evolution of tearing modes with differ­

ent helicity in a cylindrical plasma and comfirmed that the major disrup­

tion is caused by the nonlinear destabilization of the 3/2 mode through 

the mode coupling with the 2/1 mode. And t,he evolution of, the magnetic 

field topology has been precisely investigated. All these results support 

the mechanism of the major disruption, proposed by Waddel et al. The 

details of our results. howeve,t. are different from their results. 

Especially. in our simulation, the 2/1 mode is deeply in the Rutherford 

regime and its instantaneous growth rate is not affected even after the, 

3/2 mode is nonlinearly destabilized. This behavior of the 2/1 mode 

contradicts with the WKB theory. Therfore, the mechanism of the destabi­

lization of the 3/2 mode remains unsolved 

As for the effect of the internal mode on the major disruption. the 

flattening, of the q-profl1e due to the internal, disruption did not cause 

the enhancement of the 2/1 island width, in spite of the prediction of 

the major disruption by the ~' calculation. The flattening occurs only 

inside of the q=l surface and the q-profi1e is not affected near the 2/1 

and 3/2 surfaces. Therefore, in order to expect the major disruption by 

the internal disruption, we have to take into account other effects. such 

as the toroidicity. 

.' 
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Figure Captions 

Fig.l Time evolutions of the min mode magnetic island width for the case of 

(a) singl-helicity calculation and (b) multi-he1icity calculation. The 

widths for both cases are the same before the island-overlapping time ( 

t=300). 

Fig.2 

Fig.3 

Time evolutions of (a) the kinetic energy and (b) the magnetic energy 

in the case of multi-he1icity calculation. Results of the single-he1icity 

calculation are also shown by dotted lines. 

Instantaneous growth rates of the min magnetic energy. The growth rates 

of the 3/2 and 5/3 modes start to increase at the island-overlapping time 

(t=300), while the 2/1 mode remains in the Rutherford regime. 

Fig.4 Time evolution of the one-turn voltage at the limiter. 

Fig.5 Helical flux contours of different helicities at the end of the 

calculation, t=440. 

Fig.6 Trajectory of a magnetic field line, starting from a point on the . , 

separatrix of the 2/1 island. The cross-section at the poloidal plane 

~=O is shown. Distinct structure of the 2/1 island is seen at the is1and­

overlapping time t=300, while the trajectory is almost stochastic at t= 

440. 

Fig.7 Space distributions of the K-S entropy of a magnetic field line at t= 

300, 340, 380 and 420. The K-S entropy S is defined by 

1 N 
S = lim N L In R. 

N::eo n n 

where n stands for an iteration serial number and i is the distance 
n 

between two field lines starting from neighbouring positions 

Fig.8 Profile of the safety factor q.The solid line denotes the initial q­

profile ( qO=0.9 and qa=3.6). The dotted line is the q-profile changed 

by the internal disruption. The model q-profile after the internal 

disruption for the ~' calculation is shown by the dashed line. 

Fig.9 Time evolution of the magnetic island width. The result from t=O to 

t=520 is obtained by the single-helicity calculation of the 2/1 mode. 

The 1/1 perturbation is added at t=520, and the evolution is simulated 

by the multi-he1icity code. The internal disruption, which occurs at t= 

690, does not influence the 2/1 mode. 
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Fig.5 
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3-0 Nonlinear Resistive Studies of High-~ POX Discharges 

W. Park, O. A. Monticello, R. B. White, K. McGuire, and M. Reusch 

Plasma Physics Laboratory, Princeton lhiversity 

Princeton, New Jersey 08544 USA 

MHO activities of POX high-~ discharges are studied using a 3-0 

high-~ resistive code, RIB. The RIB code solves the high-~ reduced tokamak 

equations finite differenced in rand .Fourier decomposed in e and ~. 

The high-~ reduced tokamak equations1 are in (r,·9, ~) coordinates; 

d~ ~~ au 2 
dt .. Of + VO'i/ej> = oq; + Tl'i/ ej> 

d'i/?u = ±.'i/'i/2A +? (OP i n + 0P n' 
at H Tor s nn ~ COS"I '. 

dP .. 0 
dt 

o 

+ A ~ ~ 
where v = 'i/ux~ and H = 'i/~x~ + B ~. o 

Figure l(a) shows the POX tokamak' 

geometry and Fig. l(b) shows our computational modeling. Figure l(b) also 

illustrates the position of the plasma-vacuum interface, the placement of 

the Mirnov magnetic pick-up loops, and, the rays used for calculating the 

soft x-ray signals. The vacuum region is modeled by. using a highly 

resistive plasma. 

The equilibrium shown in Fig •. 1 has «a/R)~p> = O.~, qo .. 0.8, qsurface' 

= 3.2, and the q = 1 surface at about 1/3 the plasma radius. Figure 2 shows 

the q profile as a function'of the square root of the flux, and the pressure 

profile as a function of the radius. The abscissa value of 1.0 in Fig. 2(a) 

corresponds to the flux surface which intersects the M3 detector. In Fig. 3 

the n = 1 linear eigenmode of this equilibrium is shown. 

We follow the nonlinear development of this linear eigenmode until the 

amplitude of the Mirnov signal reaches the same level as that found in the 

experiment. Figure 4 and Fi~. 5 show poloidal cross sections of the plasma 

at ~ 0 and ~ ~when ~B/B at the loop M3 reaches - 0.3% which 

corresponds to the maximum experimental loop signal of the discharge. 

Figure 6 compares the experimental Mirnov signal (a) with the 
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computational results at ~B/B = 0.15% (b) and at ~B/B. = 0.3% (c). These 

show good comparison in both the signal shape and the relative amplitudes. 

The calcu1aterl signals of M6, M7, and M8 are amplified 7 times for the 

plotting. Signals of MI;, M7, and MR, which are on the small major radius 

side, show fine structure which facilitates a clear comparison between 

experiment and theory. 

Similarly, Fig. 7 compares the soft x-ray signals between experiment 

(a) and theory at two instants of time; when ~B/B - 0.15% (b) and when 

~B/B - 0.3% (c). Again, ·both the detailed structures and relative 

amplitudes agree very well.· For good comparison, the incorporation of the 

nonlinearity of the modes and the vacuum region outside the main plasma were 
-7 found to be essential. The realistic value of the resistivity ~ = 10 was 

also necessary. 

Figure 8(a) 

Fig. 8(b) shows 

shows the Fourier components <\J in flux coordinates and 
m 

the magnetic topology in the nonlinear state when 

~B/B - 0.3%. From Fig. 8(b), m > 1 islands inside the plasma are found to 

be small. This, together with Fig. 6, then. resolves a "puzzling" 

experimental fact that anomalously large Mirnov signals are detected while m 

= 2 islands inferred from the soft x-ray signals appear to he small. 'From 

the simulations, the m = ? i.sland is observed to grow much slower than the m 

1 island for small~. This is consistent with our previous 2-D 

calculations." This is further evident in the large current spike at the q 

= 1 surface compared to the small peak at the q = 2 surface in Fig. 4 and 

Fig. 5, and also in the fact that in Fig. 8(a), <\J1 (q = 1)/<\J1max became 

larger than that of the linear eigenmode while <\J2(q = 2)/<\J, became 
.. max 

smaller. On the other hand, the . large Mirnov signals are due to the fact 

that modes whose singular surfaces lie in the· vacuum have significant 

amplitudes at the plasma-vacuum interface as shown in Fig. 8(a). 

We have also studied 10w-S cases for comparison. 

saturated ohmic state. In this particular case, the m 

Figure 9 shows a 

1 island saturates 

without sawtooth cycle as shown in Fig. 9(a). Mirnov signals in this case, 

as shown in Fig. 9(d), are ~B/B - 0.005%, 1/50 times smaller than the 

high-~ case. This is consistent with the experimental measurements in the 

10w-~ discharges. 

One of the most important questions to he answered is how the.se MHn 
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activities influence the confinement characteristics. PrelimInary results 

show that the Kplmogorov entropy calculated from the state shown In Fig • 

8(b) Is large enough so t.hat the coll1sIonless diffusIon is dominant for 

about half of the plasma radIus. '!he magnetic diffusion values in this 

region are found to be comparable to the anomalous experimental dIffusion 

rate. 

1. H. R. Strauss; ~ys. Fluids 20, 1354 (1977). 

2. W. Park, Ru1l. Am. Phys. Soc. ~ ~45 (1981) paper 1A4. 
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Internal Disruption in High Bp Tokamak 

T. Takeda, M. Azumi, S. Tokuda, G. Kurita, 

T. Tsunematsu, T. Takizuka. T. Tuda, K. Itoh. Y. Tanaka* 

Japan Atomic Energy Research Institute 

Tokai-mura. Naka-gun. Ibaraki-ken. Japan 

The m = 1 MHD activity is investigated from the veiwpoint of the sup­

pression of the internal disruption and the appearance of large amplitude 

oscillations observed in the recent high B tokamak experiment. The stabi­

lization of the m=l internal kink mode by the toroidal effect is confirmed 

by using the revised version of ERATO. The nonlinear evolution of the 

resistive internal kink mode is investigated and the reasonable saturation 

of the m '" 1 magnetic island is obtained by using the 'new reduced set of 

equations. The effect of the toroidal coupling between the m = 1 and m = 2 

tearing modes is also studied. The m= 2 mode is strongly affected, but 

the saturation of the m'" 1 magnetic island is not realized. 

* On leave from Fujitsu Ltd. 
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§l Introduction 

The internal disruption was first, observed in the ST tokamak as sawtooth 
1) 

oscillations .on soft X-ray signals and, thereafter, it has been commonly 

observed in tokamaks with the q-value less than Unity' at the magnetic axis. 

Since the plasma deformation is restricted within a volume of a critical 

radius ( 'V I2r , r '; the radius of the q ='1 surface), the effect on the s s 
plasma confinement is not serious in high-q discharges. . In very l'ow-q 

discharges, however, the energy confinement time is ·considerably reduced by 

the sawtooth oscillations
2
). According to the model by Kadomtsev3), the 

unstable m = 1 tearing mode grows exponentially in time until'the current 

profile becomes flat inside the q = 1 surface due to the magnetic field recon­

nection. The disruption process is reproduced in good agreement with the 

experimental data by a single helicity numerical calculations4,5~ The 

sawtooth oscillations are recovered in a result of.a tokamak code simulation 

based on this model modified to include the kinetic effect6) • 

In the recent high-power-neutral-beam-injection experiment of the JFT-2 

tokamak, it has been observed that the. sawtooth oscillations are replaced by 

large amplitude m = 1 oscillations 7). Although Kadomtsev' s model has succeeded 

in the explanation of the, sawtooth oscillations, it can not explain the m=l 

oscillation found in the high.S experiments. Two possible causes of this 
p 

new phenomenon are considered: (1) the mode coupling between the m == 1 and 

m = 2 -resistive modes due to toroid1city , and (ii) the unstable m= 1 "resis­

tive internal kink mode" •. In a toroidal plasma, the m = 1 and m = 2 resistive 

modes are coupled each other due to the ·outward shift of the magnetic axis. 

By this coupling, the magnetic energy of the m = 1 mode can be released through 

the m = 2 mode, and the disruption is possibly supressed. This effect becomes 

larger in a plasma with higher poloidal beta value because of the larger shift 

of the magnetic axis and of the non-uniformity of the equilibrium current 

density along the field line. 

As for the m= 1 internal kink mode, it becomes unstable when the poloidal 

beta value exceeds a critical value
8
), In spite of the large growth rate, 

the saturation level of the mode is quite,low9 ,lO). The mode does not develop 

into the internal disruption but shows finite amplitude saturation, which 

is smaller than that observed in experiments. Taking into account the resis­

tivity, the "resistive internal kink mode" develops beyond this saturation 
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level due to the field line reconnection. The evolution of the energy of 

the toroidal field works as a stabilizing factor to prevent the disruption, 

and the saturation of the magnetic island is expected. 

The purpose of this paper is to study the effects of the toroidicity 

and ideal mode on the internal disruption, especially in a high beta plasma 

with the low q-value. In the next section we study the m == 1 internal kink 

mode in a tokamak by using the code ERATO and show that the internal mode 

becomes unstable for increasing the poloidal beta value. The unstable in­

ternal resistive mode in a cylindrical plasma is studied in §3 by using the 

new reduced set of the MHO equation, and the saturation of the magnetic 

island is shown in a plasma with the high poloidal beta value. The toroidal 

effects on the nonlinear evolution of the m = 1 and m = 2 tearing modes are 

studied in §4. Summary is given in §5. 

§2 Toroidal Effect on the Internal Kink Mode 
10 

In this section we study numerically the, toroidal effect on the m=l 
11) internal kink mode by using the code THALIA and the revised version of 

ERATOl2) which is incorporated to a high accuracy mapping module' and can 

give accurately a solution with a small growth rate. By the numerical 

analysis we confirmed that the toroidicity stabilizes the internal kink mode 

as shown by Bussac et al. 8) and obtained some insights into the resistive 

internal mode. 

Equilibria used in the analyses are as follows. In the toroidal calcu­

lations an FeT series of equilibria with a circular cross section and aspect 

ratio A of 3 is computed for a given pressure profile p($) 

~ = p [l - 0.$ - (1-0.)$'+ ], 
d$ 0 O~$2.1 (2.1) 

where the parameter PO is varied and the safety factor profile, q($). is 

obtained for a low S and null diamagnetic current ( TdT/d$=O ) equilibrium. 

The choice of the q-profile gives the ratio qa/qO= 2.5. In the cylindrical 

case the pressure and toroidal field functions are given as 

~=p (1-$). 
d$ 0 

c!Bz (1 l) ~ 
B - = - - d$ z d$ Sp 

O~$2.l (2.2) 

(2.3) 

'. 
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This profile gives the ratio q/qo ~ 2.4, which is the approximately same 

as that of the toroidal analyses. Figure 2.1 shows the profiles of the 

safety factor q for a toroidal (a solid line) and cylindrical (a dashed 

line) equilibria with 8p = 1 and qo = 0.9. The difference of the positions 

of the q = 1 surface is small between these two cases. 

The "toroidalll wave'number of the cylindrical plasma; k a = naIR, is chosen 
z 

as 1/3, which corresponds to the n = 1 mode in our toroidal calculations. 

In Fig. 2.2 the squared growth rates r 2 vs. 8
p 

are shown for qO .. O.9. The 

growth rate r 2 tends to zero for 8 + 0 in the cylindrical model, whereas, 
p 

the mode becomes stable at a finite 8 in the toroidal case. Figure 2.3 
p 

shows the stability diagram in the qo - 8p plane. The solid line and the 

dashed line denote the stability limit for the toroidal and cylindrical 

cases , respectively. , Th~ dotted:':solid line denote's the cylindrical 'equilibria 

where the safety factor at the plasma surface (q ) is unity, which shows' 
a 

that the stability is almost determined by the existence of the q = 1 surface, 

in the cylindrical model. In the toroidal case, however, there is a critical 

8 (B = 0.7 in our model ),beiow which the internal ,kink mode is completely 
p p " 

stabilized. Figure 2.4 shows the structures of the azimuthal component ( ~6 ) 

of the !plasma displacement. As Bp decreases, ~6 become's steep in the' 

toroidal model. For B = 0.75, the half width of the mode is about O.OSa. 
,P 6 

When the 'magnetic Reynols number is S = 10 , the width of the resistive, 

layer is the order of S-1/3 = 0.01. This means that the resistivity 

broadens the eigenmode when B ~ 0.75. In usual ohmically heated plasmas 
p 

(8 < 0.5 ), the resistive mode plays a dominant role in the confinement p , 
of a plasma. When B increases, the width of the eigenmode is much broader 

p 
than that of the resistive layer (Fig.2.4(a» and resistive effect is weak 

in the exponentially growing phas'e. 

§3 Simulation of the Resistive Internal Kink Mode 

In this section, we study the linear stability and the nonlinear 

evolution of the m = 1 "resistive internal kink mode" in a cylindrical plasma. 

The evolution of the tearing modes has been studied by using'the usual reduced 

set of MHO equations. In this set of equations, however, the m = 1 internal 

mode is marginally stable because the driving terms of this mode, i.e., the 

second order terms in the inverse aspect ratio are neglected, In order to 
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simulate the resistive internal mode, therefore, we have to include these 

terms correctly. 

In the following, we assume the perturbations with a single helicity 
.... .... 

( f(r,t) .. f(r,a+kz,t) ), the incompressible fluid motion iJov= 0 and the uni-
.... 

form mass density p(r,t=O) == 1. Under these assumptions, the magnetic field 
.... .... 
B and the velocity v can be expressed by the helical flux function $ and the 

helical stream function ~ as 

.... .. .. .. 
B .. Br,;~ + eh x V", (3.1) 

.. .. .. .. 
v = vr,;eh + ~. x Vt (3.2) 

.. .. .. 2. 
where eh " (ee -krez)/cr is the unit vector along the helix and cr = l+(kr) • 

Using these expressions, the MHD equations can be rewritten into the 

following equations: 

3U .. .. 2k k2 av 2 .. k2, 3B 2 
-;;;-t + v-V(U + -2 vr,;) :: 22 aer,; +'B't.J - -r-2 .:.:L 
" 1110 mo· m 0 3e 

dVr,; .... .. .. 
---+ v-Vv = BoVSr 3t I; .. 

3", .. -;--;41 + anJ - Er;(t:) 
3t 

dBr,; .. 
3t 

.... Br ....... VI; 2k ........ 
-ov-V(-:1) + 08-'11(-) - -- B-Vt + G1T1R_· o 0 rna -"ll 

U = 8*4>., J = 2k 
+ (?'BI; and 

2k 
R = 6*B 1; - (i! J , 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(m= l), where Er; is the externally induced electric field, which we set such 

that the total plasma current is constant. The energy integral of these 

equations is written as 

:t (K + M) + Q .. 0 
(3.7) 

where K. M and Q denote the kinetic energy, magnetic energy and the rate of 

the energy dissipation, respectively, 

1 flat 2 1 at 2 1 2 K - - [- (--) + (---) +- VI; ]rdrde 
2 a ar r ae a (3.8) 

" 
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H = 1. r [1. (atjl) 2 + (1..!!l!)2 + .!. B 2 JrdrdB 
2 a or, r ae a t (3.9) 

1 aB 1 as 
Q 0: !n[oJ2 + - (~)2 + ( __ 1;)2)rdrde 

o or r ae 
, 

!. [(31/1 _ E ) l2!. + nB
ClB

!;] 
a at t ar t ar r=a. (3.10) 

This set of equations reduces to the conventional one when the" longitudinal 

wave number k goes to zero with keeping kB constant. Thus, the set of equa-
; Z;; , 

tions can express three different modes; Le .• the internal mode (n= 0, k=F 

0). tearing mode (n =F 0, k == 0 ) and resistive internal kink mode (n '" 0, 

k =F 0). 

Before studying the nonlinear evolution of the resistive internal kink 

mode, we study the parameter dependence of the linear growth rate of this 

mode by linearizing the equations and deriving a generalized ~trix eigenvalue 

equation on the basis of the finite element formulation. Figure 3.1 shows the 

dependence of the growth rate on the longitudinal wave number k and the resis­

tivity' n, ,where the q profile is chosen as q(~) == 0.9 +D.2r2 and the radial 

mesh number N is 50 'V 100 with. mesh accumulation near the q == 1 surface. In 
r 

a cylindrical plasma, the internal mode is always unstable, except k == O. 

When k is small and the growth rate of the tearing mode y is much larger 
n 

than that of the ideai mode Y
I

, the localization width of the vorticity near the 

q == 1 surface is determined by the tearing mode.' As k increases. the mode 

becomes essentially the ideal one ( Yr » Yn ). The transition of the mode 

from the resistive one to the internal one is consistent with the analysis 
, 13) 

by Coppi et ale 

Now we study the nonlinear evolution of the resistive internal kink 

mode. We Fourier-expand Eqs.(3.3) to (3.6) with respect to e+kz. The 

Fourier-decomposed equations are solved by the predictor-corrector explicit 

time integration scheme. The evolutions of the three modes, i.e., the 

internal kink mode, tearing mode,and resistive internal kink mode, are 

studied for the same q-profile ( q(r) == O~8(1+r2) ) and pressure profile 

( per) =2(l-r 2». The maximum Fourier mode number is 20, and the'radial 

mesh number is 201 with accumulation near the singular point. Figure 3.2 
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shows the temporal change of the position of the magnetic axis I' for three 
a 

cases. When k:: 0 and n :: 10-4
, the internal kink mode is marginally stable 

and the magnetic axis shifts outward exponentially in time due to the resistive 

mode, and the internal disruption occurs when the magnetic axis touches the 

critical surface r = r as predicted by Kadomtsev3). When k "" 1/3 and Tl '" 0, 
c 

the internal kink mode causes the shift of the magnetic axis, but this shift 

saturates at low level due to the development of the skin current. The 

saturation level of the shift r ~O.l is slightly larger than the analytic 
9) a-

value • This difference .is due to the formation of a thin magnetic island 

caused by the numerical reason in the saturation stage. 

When we take into account the finite resistivity n=lO-4( the resistive 

internal kink mode ), the magnetic axis shifts beyond the saturation level of 

the internal mode due to the magnetic field line reconnection. Unlike the 

resistive mode, the longitudinal field B~ forms the island structure and the 

development of the large diamagnetic current prevents the further shift of 

the magne tic axis before it reaches the critical surface r == r. In this way, . . c 
the resistive internal kink mode forms the large, saturated magnetic island. 

Figure 3.3 shows the ~ and B~ contours in the saturation stage. These results 

shows that the resistive internal kink mode is a candidate of the experimen­

tally observed large amplitude m = 1 oscillations. 

§4 Simulation of the Tearing Modes in a Toroidal Plasma 

In this section we study the nonlinear evolution of the m = I mode in a 

low e toroidal plasma. 
p 

In order tel understand the evolution of the m = 1 mode 

in a tokamak with highpoloidalbeta values, we have to take into account 

correctly both of the mode coupling due to the toroidicity and the unstable 

internal kink mode. The latter effect can be neglected in a lowe toroidal 
p 

plasma. The unstable modes are only the resistive ones and it is relevant to 
U) study their evolution ·usingthe conventional set of reduced equations • 

We consider a tokamak with circular cross section and employ the coordinates 

(r,9,$), where field lines are straight and r = Ii RO/R2. Assuming the small­

ness of the inverse aspect ratio, E=r/R, the reciprocal metric tensor is 

approximated as 

rr 
g I + 2 d6 cos 6' • 

dr ' 
r6 (d

2
6+!d6 -..!..)sin6 

g :: - dr 2 r dr RO 

• 

-
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., 

., 

ae 
g 

1 dt. r '} - . {1 - 2 ( - - - ) cos e . 
r2 dr R • 
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g<P$ = &2 ( 1 + 2 case J 
o RO 

where t. is the shift of the magnetic axis defined by 

Mr) = _ dr 2. d 1 Ia Jr RO rB2 ' (Be - 2r~)rdr 
r a 0 dr' 

(4.1) 

(4.2) 

The safety factor and pressure profiles used in the following simulations are; 

{ 2AJ./A, 2 '2. 2 
q{r) =0.9 l-(r!rO) j with rO= 0.5 and A = 2 + 2r , and per) = po(l-r ) . 

We employ the equal spacing radial meshes (N = 201 ), the maximum mode number 
I' 

M = 31 and the implicit-explicit time integration scheme. ' 
m , 

Figure 4.1 shows the temporal evolution of the magnetic islands with 

different helicity for the aspect ratio RO/a = 10, the poloidal beta value 

e = 0 and the resistivity n = 10-4
• The phase of the initial perturbation of 

p 
the m=2/n=1 mode is chosen to be the same as that of the m = 1 mode for the 

case (a) and opposite for the case' (b). For the comparison, the cylindrical 

case (RO/a = 00') is also subject to the simulation ( case (c) ). The behav­

ior of the m = 1 mode in a toroidal plasma is esse'ntially the same as in the 

cylindrical plasma. Until! the m'= 1 mode grows to a finite level ( t < 50 ). 

the m '= 2 magnetic island also grows independently of the m'" 1 mode as in the 

cyiindrical plasma. 'Thereafter, the m = 2 mode is strongly affected by the m = 

l'mode through the toroidal coupling. For the case (a), the m = 2 island 

shrinks and finally changes its phase.' On the other hand, the island width' 

for the 'case (b) is widened by the toroidal effect. This can be seen more' 

remarkably in Fig. 4.2. 'where the evolution of the magnetic energ;i.es with the 

differenthelicity is plotted. The energy of the ill = 2 mode with the initially 

opposite phase grows exponentially with the growth rate of about half of that 

of the m"" I mode without entering the Rutherford regime, while the energy of 

the ill = 2 mode for the case (a) decreases from the one for the cyli~drical 

case. 

Now we consider the difference of the toroidal effect on the m=2 modes 

of the in-phase and opposite-phase cases. The total energy of the reduced 

set of MHD equations in a toroidal plasma is given by 

[a 2 R 2. 
E= t JO [(~) Iv~l2. + fi) IVljil2 ] dt" (4.3) 

This energy can be devided into two parts; the cylindrical energy, E l' and 
cy 
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the toroidal one, E • 
-ijtor 

cylindrical one g and 

When we divide the reciprocal metric gij into the 
'V. j 

the toroidal one g1 (e), then E is expressed, up 
tor 

to the first order of E, as 

E ::: [{g (e) +g (-e)} (- -. +-. -)- -g - - ]dT J
a 'Vij 'Vij a~l a~2 31/11 31/12 4r ... H a~l a~2 

tor 0 . axi a~ 3x1 axj RO axi axi 
(4.4) 

where we take into account only the toroidal coupling between the m::: 1 

suffix "I" ) and m = 2 ( the suffix "2" ) modes. We approximate ~l and ~2 

as ~l~~lr/rslm=l and ~2 ~ ~2{r/rslm=1 }2 in the region r ..:: r s lm=l 
using the relation 1/1 = -F ~ Iy , we have 

m m m m 

( the 

Then 

4 r rs hn=l 4 Jrs Im:::l 
Etor ~ RO )0 dr(1/I11/l2 - 3~1~2) ~ Ra 0 dr 1/111/12 ' (4.5) 

where y is the growth rate of each mode and F = mBe/r + nB IRO' This expres-
m m z 

sion shows that the sign of the toroidal coupling energy E depends on the 
tor 

phase be tween the m::: I and m => 2 modes. Because of the small dissipation, the 

total energy of the system is almost conserved, so that E 1 becomes smaller cy 
( or greater) than that in the cylindrical plasma for 1/1

1
1/1

2 
> 0 ( or 1/111/12 

< 0 ). Since the m = I mode has the larger growth rate and the larger ampli­

tude than those of the m::: 2 mode, the effect of the toroidal coupling on the 

m == I mode can be neglec ted. . Therefore, the energy' of the m::: 2 mode decreases 

( or increases) due to the toroidal coupling for 1/1
1

1/1
2 

> 0 ( or 1/1
1

1/12 < 0 ). 

From these results we see that the toroidal coupling influences only on the 

m::: 2 mode; the evolution of the m = 1 mode is almost unaffected and the 

disruption occurs after the same development shown in the cylindrical 

calculations. 

§5 Conclusion 

In this paper. we have studied the linear stability and the nonlinear 

evolution of the m==l mode. The results obtained here are summarized as 

the followings; 

l~ By using the revised version of the code ERATO, it was confirmed that 

the toroidicity has the stabilizing effect on the m=l internal kink mode 

and the mode is unstable only for the polidal beta higher than a critical 

value in a toroidal plasma. 

',. 

'" 

.' 
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2. The nonlinear evolution of the resistive internal kink mode in a cylin­

drical plasma shows that the internal disruption can be suppressed due 

to the modulation of the longitudinal field. 

3. In a low B toroidal plasma with large aspect ratio, the behaviour of the 

m= 1 tearing mode is found to be essentially the same as in a cylindrical 

plasma. The m=2 tearing mode, however, suffers a strong effect of the 

m=l mode through the toroidal coupling and forms the magnetic island with 

larger width than in a cylindrical case. 

All these results show that the Kadomtsev's model of the internal 

disruption is valid in a toroidal plasma with the low poloidal beta. In a 

high B plasma,however.the internal kink mode was shown to be unstable and 

this mode plays an important role on the evolution of the m = I mode. 

Although the simulation of the nonlinear evolution of the resistive internal 

kink mode has been studied only in a cylindrical plasma, we can expect 

the saturation of the island in a toroidal plasma. As for the simulation 

of the tearing modes in a toroidal plasma, we could not see the remarkable 

change of the m = 1 mode for B = O. We also simulated the case with B = I, 
p P 

and the result is the same as.for B· =' O. The reason is considered to be 
p 

that the pressure driven term was dropped in the simulation. The effect of 

this term is now under investigation. 

In order to extend these results and to understand the saturation of 

the m=l mode observed in the high B tokamk experiments, we are preparing 

the simulation which includes both effects of the unstable internal kink 

mode and the toroidicity. 
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Figu're Cap tions 

Profiles, of safety. factor q (s) (. s = 11/1/1/1 ) for a = 1 and . s . p 
qo = 0.9. The solid and dasl;.led lines denote the toroidal, and 

cylindrical cases, respectively. The q ='1 surfaceses lie at s 

(the toroidal case) and s = 0.4 (the cylindrical case). 

0.45 

Squared growth rate r2.vs. a for qo = 0.9. The growth rate tends 
p . 

cylindrical case (dotted line),whereas to zero for 13 ..;. a in the 
p 

the mode, becomes stable at a finite a (a = 0.7 ) in the toroidal 
p p 

case (solid line). 

Fig.2.3 Stability diagram in the qo~ Bp plane. The stability l~mit for 

the cylindrical case (dashed line) is almost determined by the 

existence of the q = 1 surface (dotted-solid line). In the toroidal 

case, there is a critical, a (a = 0.7 ) in the stability limit 
p p 

(solid 'li;;e)-:-below wMch the internal kink mode is stabilized. 

Fig.2.4 'Structures of the azimuthal component ( ~a ) of the plasma 

displacement for (a) 8 = 1.25 and (b) a ='0.75. The solid line 
p p 

denotes the toroidal case and the dashed line the cylindrical case. 

As B decreases, ~a becomes steep for the toroidal case and the 
p , 

half width of the mode at q = 1 surface for a = 0.75 is comparable 
- I p to that of the resistive layer S 1 3 = 0.01 for S = 10 6

• 

Fig.3.1 Dependence of the linear growth rate r of the resistive internal 

kink mode on the longitudinal wave number k • The safety factor 

profile is q(r) = 0.9 + 0.2r2. 

Fig.3.2 Evolution of the magnetic axis due to (a) the tearing mode 

( n = 10-4 ,k = O-h-(b) the internal kink mode ( n = 0, k"'= 1/3 ). 

and (c) the resistive internal kink mode ( n = 10- 4
, k = 1/3 ). 

The profiles of the safety factor and the pressure are q(r) = 
0.8(1 + r2 ) and per) = 2(1 - r2 ). respectively. The positions of 

the rational surface and of the critical surface for the disruption 

are denoted by 'r ' and 'r '. respectively. 
s c 

Fig.l.3 Contour of I/J and B~at the saturation stage of the resistive 

internal kink mode . 
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Fig.4.l Evolution of the magnetic islands with different helicity mIn , 

where m is the poloidal mode number and n is the toroidal one • 
. 2A llA 2 The safety factor is q(r) = 0.9(1 - (r/0.5,) with A = 2 + 2r 

and aspect ratio is 10. The initial phase of the m = 2 mode is the 

same as that of the m = 1 mode in the case (a) and is opposite in 

the case (b). The case (c) shows the results in the cylindrical 

plasma. In all case, the internal disruption occurs at t ~ 160. 

Fig.4.2 Evolution of the magnetic energy defined by 

1 f ( al/Jm/ n 2 m· , 2 ] Mm/ n = "2 ' (---ar) + (r:Wm/n) rdr 

with different helicity ( min = 1/1,2/1 and 3/2 ). Other parameters 

are the same as in Fig.4.l. The toroidal effect on energy of the m 2 

appears earlier than that on the magnetic island. The width of the 

island is determined by the perturbation at the rational surface. 

The m = 1 perturbation is restricted within it's critical radius 

r ~ 12 r I I' so that the toroidal effect of this mode on the m 2 
c s m= 

mode is also restricted within this radius. The m = 2 perturbation 

in r < r propagates to the rational surface r I 2 after a while. 
c s m= 

0, 

( 
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RESISTIVE MODES IN A HIGH 6 TOKAMAK· 

•• J. A. Holmes, B. A. Carreras, L. A. Charlton, 
H. R. Hicks, and V. E. Lynch 

Computer Sciences at 
Oak Ridge National Laboratory 

Oak Ridge, Tennessee 37830 USA 

ABSTRACT 

The stability and evolution of the (m = 1;n = 1) mode in tokamaks 

having finite B are studied numerically using a reduced set of 

resistive MHD equations. Particular attention is given to the effects 

of at q-profile. and plasma cross-section shape. The results of these 

studies agree with the systematics of the observed MHD activity in 

ISX-B [1-6J. Detailed comparison of theoretical and experimental x-ray 

and magnetic loop signals shows excellent agreement [3-5]. 

INTRODUCTION 

With the success of neutral beam, heating. tokamak operation at 

nonnegligible B has become a reality. In order to study MHD activity 

at finite B. a 3-D computer code, RST, has been written. RST solves a 

reduced set of resistive MHD equations as an initial value problem. 

These equations were first derived by Strauss [7J under the assumptions 

of large aspect ratio (£ = aIR « 1). moderate B (B - E). and 

approximate force balance. 

In dimensionless form these equations are 

~ ~ 

a~ = a • 9~ + nJ (1) 

au ~ + 2 ~ ~ Bo ap 
-- + v • 9U = S {a • 9J + -- --} at £ az (2) 

·Research sponsored by the Office of Fusion Energy. U.S. Department 
of Energy under contract W-7405-eng-26 with the Union Carbide 
Corporation. 

··Fusion Energy Division. 
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3p -+ -+ at + v I7p = 0 (3) 

+ E" + 
where B = - ~ x V~ + ~, J = A*~, U 

R 

+ 
= I7I<I>, and v = 

+ 
17<1> x ~ • All lengths 

are normalized to 

resistive time Tr 

number, defined 

a generalized minor radius a, and all times to the 

= a2Uo/no. The quantity S is the magnetic Reynolds 

by S = Tr/'Hp where 'Hp = Ro{UoPm)1/2/Br,o is the 

poloidal Alfven time. These high 8 reduced equations contain both 

current and pressure driving forces. 

In order to consider high 8 plasmas having circular or noncircular 

cross-section shape, a flux coordinate system based on the initial 

equilibrium< is adopted. This system is the same as that defined by 

Grimm, Green, and Johnson [8] •. Even though Eqs. (1 )-(3) are lowest 

order in Eo>, geometric terms are retained such that the axisymmetr ic 

toroidal Grad-Shafranov equation 

A*'I' = 13 0 R2 dp _ 2. F dF 
2E2 d~ 1':2 d'l' 

, . (4) 

exact to all orders in E, is an equilibrium solution. By conSidering 

flux-conserving sequences of equilibria for several plasma shapes and 

q-profiles. it is possible to study B effects, q-profile effects. and 

plasma shape effects independently. Since the present study focuses on 

the (m = 1;n = 1) mode, q-profiles are chosen such that this mode is 

the dominant instability in the low B cylindrical limit. The 

calculations are carried out using a finite difference rep~esentation 

in the generalized radial coordinate P. and a Fourier series expansion 

in the poloidal and toroidal angles 0 and ~, respectively. In this 

representation equilibrium effects such . as toroidicity. ESp, and 

cross-section shape linearly couple components of different poloidal 

nunber m for each toroidal number n. This coupling has observable 

consequences, as will be shown later. Further <details on the 

assumptions, equations, and numerical techniques used in RST are 

contained in Refs. 2 and 9. 
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LINEAR RESULTS 

In order to understand the structure and stability properties of 

the fastest growing eigenfunction for each n, it is possible to run RST 

in a linearized fashion. For a particular flux-conserving sequence of 

equilibria the effect of increasing 8 upon the n = linear 

eigenfunction can be understood as a transition from clirrent-driven to 

pressure-driven dominance. As 8p is increased, the toroidal current 

distribution shifts relative to the flux coordinate system which tends 

to reduce the average current gradient at the q = 1 surface. The 

overall effect. is to stabilize the current-driven part of the mode, 

When pressure forces are taken into account, three regimes emerge: a 

low a regime in which the mode is mainly current-driven and the effect 

of pressure is an additional stabilization, probably due to increased 

couplings between the m = 1 and more stable components; a high 8 regime 

in which the mode is mainly pressure-driven; and a transition region in 

which both current and pressure effects are apparent. 

For several flux-conserving sequences of equilibria satisfying the 

constraint of (m = 1;n = 1) dominance in the low B cylindrical limit, 

the above behavior is observed [Fig. 1a]. In the high a regime 

(Bp ~ 1.0) the growth .rates are rather insensitive to the q-profile. 

However, in the low 8 and transition regions, where current driving 

terms are important, linear growth rates are sensitive to q with larger 

(smaller) growth rates corresponding to q-profiles having more (less) 

shear. For another flux-conserving sequence in which an elliptical 

cross-section (e = 1.5) and circular cross-section are compared, the 

effect of elongation upon growth rate is minor with a slight uniform 

(as a functio~ of cap) stabilization observed [Fig. lb]. 

NONLINEAR RESULTS 

When full nonlinear simulations are carried ,out for a 

flux-conserving sequence of equilibria, increasing Bp causes a sl~wing 

down in time of the grqwth of the (m = l;n = 1) mode. For high enough 

Bp the 1/1 magnetiC island saturates at finite width and remains in the 

plasma. Equilibrium effects induce strong couplings between the 

(m = 1:n = 1) and other components such as the (m = 2:n = 1) giving 

rise to a strong poloidal field at the plasma edge in the driven 

It: 

~ 

:. 
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components. Associating the growth of the 1/1 magnetic island with the 

observed m = 1 x-ray signal in the ISX-B plasma, and the poloidal 

magnetic fields at the plasma edge with ,the observed Mirnov loop 

signals, the experimental behavior as a function of beam power is the 

same. Detailed discussions and comparison of calculated and 

experimental results are given in Refs. [2] and (3]. 

In ISX-B it has been observed that increasing qa for fixed, B p 

leads to a return to "classic" sawtooth behavior: a decrease in the 

duration of precursor activity, and a decoupling and reduction of the 

m = 2 magnetic signal. This behavior is also observed in the 

calculations [Fig. 2a] and is due to the increase in shear as qa is 

raised. 

The effects of plasma cross-section shaping upon the (m = l;n = 1) 

evolution are presently being explored. Plasma elongation does not 

greatly modify the evolution [Fig. 3], but triangularity causes the 1/1 

magnetic island to saturate ~t a finite width for values of ~~p at 

which the circular and elliptical. cases undergo full reconnection 

(Fig. 3]. 

The interpretation of ISX-B experimental data requires a reliable 

parameterization of the eq~ilibrium. One equilibrium parameter which 

is not well known is qo' but ,the shear and consequently the type of MHD 

activity observed are quite sensitive to this parameter (Fig. 2b]. The 

RST code can be used to help determine qo by making runs with several 

test equilibria differing only in qo and then comparing the calculated 

MHD activity for each case to that observed experimentally. 

cm1PARISON WITH EXPERIMENT 

Detailed comparison with ex per imen tal x-ray and magnetic 

fluctuation data is carried out through the use of several diagnostic 

computer codes which analyze RST results [9]. Equilibria which match 

the actual experimental parameters are used in the RST calculations. 

Theoretical x-ray data is calculated by assuming that the emissivity is 

proportional to a power of the pressure p(l where (l = 2 is normally 

taken. Then, assuming either toroidal or poloidal rotation, an x-ray 

signal is calculated by evaluating line integrals across the emissivity 

profile along the actual x-ray chords. These 'signals are then compared 
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with the experimental data [Fig. 4]. With toroidal rotation the 

agreement between theory and experiment is remarkably good. showing 

chord by chord agreement on the structure, including interference 

effects. and relative amplitudes of the signals. With poloidal 

rotation the comparison is good inside the q = 1 surface, but outside 

q = 1 where the (m = l;n = 1) component is small, the results do not 

agree. This is consistent with the fact that ISX-B has a large 

toroidal rotation velocity due to the coinjection angle of the neutral 

beams. 

A detailed comparison of magnetic fluctuations with those in ISX-B 

has not been attempted since RST does not include the actual vessel 

geometry or loop posi tions. Theoretical poloidal magnetic fi eld 

fluctuations are calculated by evaluating B0/Ebl p=1 and assuming either 

toroidal or poloidal rotation of the field. Even so, the calculated 

and experimental fluctuation amplitudes agree well both in magnitude 

(~1% peak) and in angular dependence. being large toward the outside 

major radius of the torus and small toward the inside major radius 

[Fig. 5]. In the region of large amplitude toward the toroidal 

outside, several different equilibria of various a. q-profile. and 

shape all show magnetic fluctuation phase behavior in poloidal angle 

which looks like pure m = 2 [Fig. 5]. The presence of other prominent 

components, such as (m = 3;n = 1) and (m = 4;n = 1), is revealed by 

rapid phase changes toward the inside of the torus, where the 

fluctuation signal is small. This situation accentuates the presence 

of the (m = 2;n = 1) mode and makes the experimental observation of 

other modes difficult. 
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FIGURE CAPTIONS 

Fig. la. n = 1 linear growth rate (- THP-l) vs Eap for three 

flux-conserving sequences of equilibria. The solid curve is for 

qo = 0.9. qa = 2.3; the long dashed curve is for qo = 0.9. qa = 3.3; 

and the short dashed curve is for qo = 0.8. qa= 2.3. 

Fig. lb. n = 1 linear growth rate (- THp-l) vs €Sp for elliptica~ 

(e = 1.5) and circular flux-conserving sequences of equilibria. Both 

sequences have the same q-profile given by qo = 0.9. qa = 3.6. 

Fig. 2a. m = lin = 1 magnetic island width vs time for 8p = 0.38 

(qo = 0.9. qa = 2.3) and Sp = 0.34 (qo = 0.9. qa = 3.3) equilibria. 

Fig. 2b. m = l/n = 1 magnetic island width vs time for ap = 0.59 

(qo = 0.9. qa = 2.3) and Bp = 0.57 (qo = 0.8. qa ~ 2.3) equilibria~ 

Fig. 3. m = lin = 1 magnetic island width for circular 

(Eap = 0.17). elliptical (Elip = 0.20. e= 1.5), and D-shaped 

(EBp = 0.16, o = 0.5) plasmas. All cases have identical q-profile 

parameters qo = 0.9. qa = 3.6. 

Fig. 4. Experimental (left-hand side) ISX-B and theoretical 

(right-hand side) x-ray signals. The equilibrium simulates the actual 

experimental shot: qa = 4.15. Bp = 1.05. <13> = 1%, e = 1.3. & = 0.12. 

Fig .• 5. Phase and amplitude of calculated poloidal magnetic 

fluctuation signal at plasma edge as a function of poloidal angle 0 for 

circular plasmas having qo = 0.9. qa = 2.3 and qo = 0.9. qa = 3.6 and 

D-shaped plasma having qo = 0.9. qa = 3.6. 
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PROPERTIES OF THE IDEAL-MHO m=l MODE IN TOKAMAKS 

J.' J. Ramos and G. B. Crew 

Massachusetts Institute of Technology. Cambridge MA 02139. USA. 

Large aspect ratio asymptotic expansions about circular cylinder 
1 

solutions are used to investigate the ideal-MHO structure of m=l modes 

in current carrying axisymmetric toroidal plasmas. The linear eigenfunctions 

are assumed to be dominated by an m=l poloidal harmonic, which couples to 

small amplitude m=O and m=2 sidebands through the poloidal modulation of the 

equilibrium functions. The radially dependent Fourier coefficients exhibit 

discontinuities at the resonant surface r l , where n q(rl ) = 1. The behaviour 

of the m=l coefficient of the radial plasma displacement, • can be 

described in terms of the parameter 

A :: lim -IT 
H r+r

l 

(r-r ) 2 
__ 1 
r

1 

d 1;1 

d r 

It is shown that AH has the same value at both sides of the mode 

resonant surface. thus making it possible a symmetric matching through the 

singular layer where non-ideal effects should be included. By an appropriate 

choice of gauge, a perturbed magnetic potential can be defined in such a 

way that its parallel component is related to' the radial component of the 

perturbed magnetic field through 

B 
r r R 

a (R All) 
dB 

The discontinuity of the m=l Fourier coefficient of AI I is then shown to be 

r 1+O 

/::,~ d In A 1111 = __ ~ 
d In r ' H 

r -0 
1 

It 
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These relationships provide a straightforward generalization of the results 

in cylindrical geometry . 

The parameter AH is evaluated analytically in the limit rl~O. Numerically 

obtained values of AH are also presented for several choices of pressure and 

rotational transform profiles. 

1 M. N. Bussac, R. Pellat, D. Edery and J. L. Soule, Phys. Rev. Lett. 

1638 (1975) . 
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3-D Simulation of SpheromakFormation 

Tetsuya Sato. 

Institute for Fusion Theory 
Hiroshima University, Hiroshima 730, Japan 

Three-dimensional magnetohydrodynamic (MHD) code "MAGIC 3" 
is developed based on the two-step Lax-Wendroff scheme. In the 
first part, simulation results of the Princeton spheromac forma­
tion and the merging of two spheromaks obtained by using the 
two-dimensional MHD simulation code 1 are briefly reviewed. Then, 
the result of a preliminary run done by MAGIC 3 is presented. 

Two-Dimensional Spheromak Formation 

It is already.shown by simulations 2 ,3 that the Princeton 
formation scheme can soundly produce spheromaks. In this paper, 
a new aspect of spheromak formation is emphasized. The previous 
simulation 2 assumed that the shape of the spheromak plasma would 
be independent of the formation speed. The present simulation, 
however, has shown that the shape of the spheromak is largely 
dependent upon the formation speed. Figs.lN 3 show the spheromak 
shapes for three different formation speeds, namely, Tf !TA=68.6, 
21.7 and 4.35. As can be clearly seen, the size of the sphero­
mak becomes smaller and smaller as the formation speed increases. 

···.l 

TOROIDRL TOROIDRl· ". ,TORO IOAl 
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Merging of Two Spheromaks 

By using the same code the merging process of two spheromaks 
is performed. Two spheromaks are generated from two identical 
flux cores placed with a certain distance by the Princeton method 
and let them approach to each other to merge into one. 

Fig.4 shows an example of such runs. It is seen that two 
almost identical spheromaks are spontane~usly merged. The follow­
ing flux relation is obtained: 

q,p ~ q,pl ~= q,p2 

q,T ~ ¢Tl + q,T2 

where q, and q,T are the poloidal and toroidal fluxes, respectively, 
after mgrging and the subscripts "1" and "2" correspond to those 
before merging. 

Three-Dimensional Simulation 

Three-dimensional MHD simulation code based on the Lax-Wen­
droff method is developed. As the first application of this code, 
the formation of the Princeton Spheromak is simulated. 

A preliminary run with 3lx31xlO (r,z,6) grid points has shown 
that the spheromak tends to shift vertically, shifting instability, 
as shown in Fig.5a,6. These figures correspond to the toroidal 
field intensity contours (left) and the vertical (z) flow (right) 
at two cross sections with 90 degrees difference in the azimuthal 
direction. Fig. 6 shows another example where the formation speed 
is lower than the other case. Note that in this case shifting 
instability is weak. 

1. T.Sato and T.Hayashi, Phys. Fluids 22, 1189, 1979: T.Sato, 
JGR 84, 7177, 1979. --

2. S.C.Jardin and W.Park, Phys.Fluids 24, 679, 1981. 
3. H.C.Lui, C.K.Chu, and A.Aydemir, Phy~ Fluids ~, 673, 1981. 
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MULTIDIMENSIO~AL MHD COMPUTATIONS FOR THE FIELD-REVERSED THETA 
PINCH AND THE REVERSED-FIELD PINCH 

I. INTRODUCTION 

D. D. Schnack 
Los Alamos National Laboratory 

Los Alamos, New Mexico 87545 

The study of alternative approaches to the tokamak for the design of a 

magnetic fusion reactor is an area of active research in both the United 

States and Japan. Among the most promising of these concepts are the 

Field-Reversed Theta Pinch (FRTP) and the Reversed-Field Pinch (RFP). This 

paper briefly describes some recent large-scale numerical MHD simulations of 

these devices. 

The FRTP is one of a class of Field-Reversed Configurations (FRCs) that 

are characterized by the presence of a separatrix that extends to the major 

axis. Unlike the spheromak, the FRTP is highly prolate (elongations of 4 to 

1 or more are typical) and contains no toroidal field. A field null thus 

exists. Additionally, both the safety factor and the shear vanish 

everywhere. The validity of the MHD model in such devices may thus be 

questioned. However, such calculations are known to give a pessimistic view 

of stability, and certainly become more valid for larger devices where 

kinetic effects may become less important. Examples of these c~lculations 

and their relevance to particular experiments are given in Sec. II. 

Like the tokamak, the RFP is a toroidal pinch that contains both poloidal 

and toroidal fields. The tokamak attains stability against large-scale ideal 

MHD modes by satisfying the Kruskal-Shafranov condition. This requires the 

imposition of a strong toroidal magnetic field such that Bp/BT - E « 1, 

where E is the inverse aspect ratio. The resulting' safety factor profile 

q(r) is greater than unity and monotone increasing. The RFP, on the other 

hand, is characterized by fields such that Bp/BT - 1, and a profile 

q(r) « 1, which is monotone decreasing and changes sign in the outer regions 

of the plasma. The resulting shear grossly stabilizes the pinch. Thus, high 

values of ~ may be attainable. Also, since the toroidal current is not 

,. 
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limited by the Kruskal-Shafranov condition, significant ohmic heating may 

occur . 

It is now accepted that much of the characteristic behavior of tokamak 

plasmas can be described in terms of the 3-D nonlinear evolution of resistive 

MHD instabilities •. However, as yet the fundamental MHD processes that occur 

in the RFP remain unknown. Such processes are probably responsible for 

attainment and maintenance of field reversal. In particular, simple 

estimates of the resistive diffusion time in the ZT-40M device atLas Alamos 

indicate" loss of field reversal in a time short compared to the observed 

lifetime. This dynamo effect may result from the turbulent generation of 

mean magnetic field, or from large scale modes. Accurate simulations of 

these 3-D nonlinear processes are vital to understanding the basic phy~ics of 

the RFP. 

The advances in 3-D calculations for tokamaks depend crucially on 

expanding the primitive MHD equations 

aB n -=- = Vx(vxB - - VXB) at - - s -
(Ia) 

a(py) = _ V.[Pyy _ ~~ + } (P+B2)!] (Ib) 

ap at = - V.(py) (Ie) 

a (p ) pv 2 ""-"" _ = - pV·v - V-(-=-) + ~ (VX8)2 
at y-l - y-l S -

(Id) 

in the small parameter £ = Bp/BT' discussed earlier, to obtain the reduced 

set of equations 



3A 
Tt+!oV1A ~ VIA 

S 

3w V " • - + v 0 1W - B 0 "lJ at - -

av 
= BO 1Z 

3j 
BO az 

where ~ = "l1x;zA, y = 'V1x;zv, "ltv = -
field components in the RFP are 
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(2a) 

(2b) 

~, and vi A = - j. However, since the 

all of the same order, and since these 

devices may possess finite e, no universally small expansion parameter exists 

for this device. Thus, instead of solving the two scalar equations (2) as is 

the case for the tokamak, computations for the RFP require the solution of 

the eight primitive equations (1). 

Additionally, the computational speed of codes based on the tokamak 

reduced equations (2) is greatly enhanced by the fact that in this ordering, 

the plasma is incompressible. This eliminates the fast compressional wave 

from the calculation. This wave evolves on a time scale that is on the order 
; 

of the minor radius divided by the Alfven velocity. The remaining time scale 
, 

is defined by the shear Alfven wave that, because of the strong toroidal 

field, evolves on a time scale that is on the order of the major radius 
, 

divided by the Alfven velocity. This time scale may be more than an order of 
, 

magnitude longer than that of the compressional Alfven wave. In the RFP, on 

the other hand, even the (unjustified) assumption of incompressibility does 
, 

not eliminate the fast time scale, since now a shear Alfven wave traveling 

near the field reversal surface evolves on a time scale that is on the order 
, 

of the minor radius divided by the Alfven velocity, i.e., the same order as 

that of the compressional wave. 

To summarize the above remarks, calculations for the tokamak require the 

advancement of two equations that evolve on a slow time scale, while those 

for the RFP require the advancem~nt of eight equations that evolve on a fast 

time scale. Because such calculations are difficult and time consuming, most 

simulations of the RFP have been in two dimensions or have assumed helical 

symmetry. A recent example of such a calculation is discussed in Sec. III. 

There we also speculate on a possible dynamo mechanism involving the 
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interaction of a few. large scal,e resistive modes, and briefly describe a 3-D 

code that is presently under development • 

II. FIELD-REVERSED THETA PINCH 

The MHD stability of compact toroids was first investigated analytically 

by Rosenbluth and Bussac 1 ,who used a modified energy principle to determine 

marginal stability to all ideal modes and most 'tearing modes. They found 

stability against magnetically driyen modes for all toroidal mode numbers 

n > 1, but found an unstable n c 1 mode for prolate spheroidal plasmas. This 

mode, which is characterized by a rotation of the major axis inside the 

separatrix, is termed the tilting mode. Highly elongated configurations 

characteristic of FRTP plasmas were investigated by Barnes 2 who found 

instabilities for all n if the flux surfaces where elliptical. In this case 

the unstable n = I disp,lacements are more axial than rotational. 

Computationally, these predictions have been investigated in a 

numerically generated equilibrium that includes plasma on open field lines 

and closely resembles the FRX-B experiment at Los Alamos. 3,4 These studies 

have employed the linearized code RIPPLE VIS and the nonlinear ideal 3-D code 

MALICE. 6 Both solve the primitive MHD equations and are initialized with 

perturbations characterized by n = 1 and k = 1 for the toroidal and axial 

mode numbers. They both develop unstable tilting instabilities and the 

growth rates are in good agreement when the codes use comparable grids • 

• Using the MALICE code in the pure Lagrangian mode, the instability has 

been followed into the nonlinear regime. When the tilt has proceeded about 

20° a damping of growth and a corresponding increase in internal energy 

produced by compressive heating effects are observed. At this point the 

shortened grid spacings of the Lagrangian mesh produces unacceptably small 

time steps. Attempts to remedy this by increasing the amount of rezoning 

have lead to numerical diffusion of the magnetic field, which causes much of 

the reversed-field region to be lost. 
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The results of the nonlinear simulation are shown in Fig. 1 where 

contours of constant plasma density. both initially and at the end of the 

run. are shown. Note that the displacement is primarily ~xial. in agreement 

with the theory of Barnes. 2 

The growth rate wtH Z 0.5 as determined numerically corresponds to an 

e-folding time of -2 ~s. However, experimental results indicate that such 

configurations can persist in a stable state for times approaching 30 ~s, the 

discharge being lost due to a rotational n = 2 interchange instability. 

Recently Schwarzmeier,7 using the Vlasov-fluid kinetic model, has shown that 

parallel kinetic effects can stabilize the tilting mode. Additionally, he 

has shown that shaping the flux surfaces in a racetrack manner can 

significantly reduce the MHO growth rate. Both effects are probably 

important experimentally, perhaps accounting for the lack of observation of 

the tilting mode in FRTP devices. 

The n = 2 rotational instability has also been simulated with the MALICE 

code. The results are detailed elsewhere. 8 

III. REVERSED-FIELD PINCH 

For the reasons cited in Sec. I, studies of global MHO activity in the 

RFP are in approximately the same state as similar studies for tokamak 

plasmas about five years ago. Much of the activity currently underway is 

limited to the case of helical symmetry. The thrust of these studies is as 

follows. 

1. Classify Possible Modes. Indications are that the RFP does not simply 

behave as a modified tokamak, but rather exhibits MHD behavior uniquely 

its own. 

2. Can MHO Activity be Induced by Transport and How Does MHO Activity Affect 

Transport? Studies with transport codes have shown that initially stable 

profiles will naturally evolve to unstable states. The major question 

is: how does the nonlinear evolution of these destabilized modes modify 

the profiles. and can these effects be modeled in transport calculations? 

., 
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3. Is Self-healing of Profiles Possible? In tokamaks, sawtooth oscillations 

result when a profile that is destabilized by transport is stabilized by 

nonlinear MHD activity. 

occur in the RFP. 

There is evidence that analogous activity can 

4. Can Dynamo Action Result From Large Scale Modes? The usual theories 

relate dynamo action to small scale turbulence. In either case, fully 

3-D simulations ire necessary. 

An example 9 that addresses part or all of the above questions will now 

be given. 

A stabilized tokamak profile typically has q > 1 on axis. Transport 

processes peak the current on the axis thus lowering q and eventually 

introduce the q = 1 resonance into the plasma. The nonlinear evolution of 

the 'resulting m= l/n ::: 1 mode (which does not enter the Rutherford ,regime 

and saturate at a low level) flattens the current outward, raises q on axis, 

and removes the q ::: 1 resonance. This self-healed profile then evolves again 

due to transport process leading the familiar sawtooth oscillation. 

In'the RFP, on the other hand, since q « 1 many m = lIn » 1 resonances 

exist even in the stable state (they are shear stabilized, for example). 

Transport' processes again peak the current on the axis causing a decrease in 

q there and a loss of shear stabilization. This process has been observed in 

1-D transport studies, and the nonlinear evolution of the resulting 

m = l/n = 10 tearing mode has been followed with a 2-D helical resistive MHD 

code that solves the primitive equations. 10 It is found that the mode 

undergoes two ' successive reconnect ions resulting in a stabilized profile. 

Like the tokamak, the first reconnect ion removes the q ::: 1/10 rational 

surface from the plasma. However, since in this case q is monotone 

decreasing, this must decrease q on axis. Thus, instead of flattening the 

current, the first reconnect ion enhances the overpeaking. The plasma then 

undergoes a second reconnection that flattens the current, increases qaxis' 

and restores the original resonance to an axisymmetric profile that is stable 

to the original mode . 
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The sequence of double reconnect ion is shown in Fig. 2, where we plot 

the helical flux surfaces and flow patterns at various times during the 
, 

evolution of the mode. Time is measured in units of Alfven transit times. 

The first reconnection is completed by t = 37, and the second reconnect ion 

results in an axisymetric state. This convoluted, unlocalized, nonsymmetric 

tearing has been independently verified by another code. 11 

One can now envision the self-healed profile again evolving due to 

transport, resulting in relaxation oscillations reminiscent of the tokamak 

sawtooth behavior. Indeed, bursts of m = 1 .activity lasting for tens of 

microseconds separated by periods on the order of 100 microseconds have been 

observed in the density signals from ZT-40M. These time scales are 

consistent with the time scales of the MHD and transport calculations 

described above. 9 

In light of these results, one can now speculate as to a possible 

mechanism for the maintenance of field reversal due to large scale modes. 9 It 

is likely that more than one m = l/n »1 mode will be unstable 

simultaneously due to the close proximity of the rational surfaces in the 

RFP. (In the tokamak, the only m = 1 mode allowed corresponds to n = 1 since 

q ~ 1 everywhere,) It is also likely that these m= 1 modes will be preferred 

over other poloidal mode numbers because they do not enter the Rutherford 

regime. These modes will interact nonlinearly. For example, the 

m = l/n = 10 and m = l/n = 11 modes will interact as follows: 

Oth interaction 

1st interaction 

2nd interaction 

1/11 

0/1 

1/12 

3/32 

1/10 

2/21 

1/10 

1/10 

1/11 

3/31 

1/9 

1111 

from 0/1 

from 2/21 

It is likely that the 2/21 mode will be stabilized by FLR effects due to its 

large toroidal mode number. Thus, the only avenue to the nonlinear 

generation of m = 1 modes (they are "preferred") is by the presence of an 

active m = O/n = I mode that requires a reversal of the toroidal field for 
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resonance. We hypothesize· that the q = 0 rational surface may be necessary 

for the "preferred" spectrum and may be created and maintained by the 

nonlinear interaction of m = 1 modes. 

It is interesting to note that the observed m = 1 density oscillations 

mentioned previously are accompanied by m = 0 oscillations, and that 

m = O/n = I flux loop signals are characteristic of the latter stages of the 

ZT-40M discharge. 

To either refute or verify the above hypothesis requires an accurate 3-D 

resistive MHD code in realistic geometry. Such a code must solve the 

primitive equations, and must include the effects of compressibility since 

density fluctuations are observed to be large experimentally. To handle a 

large number of modes accurately and efficiently, spectral or pseudospectral 

techniques should be employed. This is crucial since one cannot rule out the 

importance of small scale turbulence. ~ith the advent of vector computers, 

and for ease of debugging, such a code should be explicit. Additionally, 

unconditionally stable expl~cit pseudospectral'numerical algorithms can be 

constructed. 12 Such a code is currently being written at Los Alamos. 
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A Spectral-Finite Difference Algorithm for Three Dimensional 
Incompressible MHO 

A. Aydemir and D.C. Barnes 
The Institute for Fusion Studies,The University'of Texas at Austin 

1- Introduction 
We have developed a code that solves the three dimensional 

incompressible magnetohydrodynamics equations in a cylindrical 
geometry. Our algorithm differs from those used in some of the 
existing 3D codes(l,2) in that no assumption is made about 
ordering of various quantities.thus, it is applicable' for 
arbitrary beta and aspect ratios. However,we have retained the 
incompressibility condition in order to eliminate the fast Alfven 
time scale. 

Variables are expanded in Fourier series in the azimuthal 
and axial coordinates, which reduces the three dimensional MHD 
equations to one dimensional equations in the radial coordinate 
for each of the Fourier harmonics. These resulting equations 
are integrated using a finite-difference scheme in the radial 
direction. 
II- The Equations 

We use the usual set of incompressible WiliD equations 
written in the following normalized form: 

'J U ;.t -= \). (- 'dY -4- ~ ~) - "\I?-It lU 

'd ~; _ \7xe:: ( 1-) 

" .... ' -
~ ~ _ u >('9 +- -L 'J" ( 3) . - s-
~= 'Ox:B l4) 

~.. :: ~ + t- 13.
2 , 'S") 

~ 
I ( E.l 

:: 

Q.~ or Cl 
( 7) 

'O,~ ::;: 0 0) 
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'rhe symbols have their usual meanings. The density is 
assumed to be constant (unity), which is consistent with Eq. 7 
and a uniform initial state. 
III- Numerical Scheme 

A simple leap-frog scheme is used to time-advance the 
variables: 

n-4\ 
~ .;: 

"., 
~ :; 

V\-\ 
U -+-
,,~\ 

'9 + 

~~t ~ Q .t-y~ 4-g~)t'I - \l if\'! t 
'2 bt \7)( t <.Y x'@)" - t ~~~' ] 

In order to ensure that the flow is divergence-free, 
we take the divergence of Eq. 9 and set 'V."J'I~i: 0 to obtain, 

( q) 

(\ C) ) 

(J1.t/'"' -:: --L -q.\.Jn-1 + \7: (-~~ ..\. ~~)~ (III 
r 2'\.e -

which is then inverted to obtain !Y\ ;hat goes into Eq. 9.(3) 
Thus, the velocity field ';:!"t' given by Eq. 9 satisfies the condition 
'O.~.,.v. = \') identically, even if '0 .~""~' :t: Q 

The curl operator in Eq. 10 sati~fies the finite-difference 
form of the vector identity \J. \l xA== a ,for any A, so that 

~ .. I n~1 . - ' -
'V.~ :; 'V.~ identically. Thus, if the initial magnetic 

field is divergence-free, then 
'1'1+1 

~.~ ~ 0 + ( accumulated truncation errors )0 

In out tests until now, the vel,oci ty and the magnetic 
fields have always satisfied the conditions 

\\ 'O.l! \\ ~ L. \\ l'O· 'l )mV\ \\ <. t 0- ~ 0 
'n\." 

\l o·~11 ~ -z: \\l'v.~)T'n~ \\ < \~I\) 
ft\.n 

IV- Stability Criteria 
It is difficult to derive necessary stability criteria for 

the full set of equations used in the code, but one can use 

!' 

~ 
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the following conditions obtained from simple model equations 
as guidelines. 

i) l bt (If.,~, H < I 
i\) -t '5~t .( ~I~ \ -t/.2~\ ~ 
wh ere k = ~ e 4- A.. ~ 

f" nil 

for stability 

M , maximum poloidal mode number 
S I magnetic Reynolds number 

2 . ~t M 'BeQ \ Near the axis, Eq. 1 implies ~ ~ 

b~ c( --k 
since -Beo .... r for r...., O. 

(lZ) 

(11) 

, or 

t 14-) 

To be able to resolve such fine scale structures as tearing 
layers, etc., one needs to have the mesh size br small enough 
so that Sbr2,v 0(1). Setting Sf>r2 = 1, Eq. 13 imlles 

~t.( i6M 2. ( I,)) 

which is more stringent than Eq. 14. If the resistive 
terms are treated imp1ioitly, then the time steps that are larger 
by a factor OffLM oan be used, However, in an implicit 
calculation it would be very difficult, if not impossible, 

..t' +-\ 1'1-' to ensure that ,(} . ." ':;. \}.'¥ ,thus, resulting in large errors in Y'.~. 

V- Checks on the Code and Some Preliminary Results 
a) Dispersion Relation Check • 

The frequency of induced shear-Alfven waves is checked 
by perturbing a uniform axial field equilibrium with a vJr;m:o,n=l) 
perturbation. For 13ro = 1, the period of ·the oscillations is found 
to be 6.28 :I: 0.01 ina cylinder of minor and major radii equal to 1, 
which agrees well with the expected result of 2rr. The oscillations 
were followed for eight periods, during which time the ratio of 
the change in total energy to the change in kinetic energy, 6E,.O'T I A'EkJrJ 

was less than 0.2 percent. 
b} m=l Ideal Internal Kink. 
Starting with the same equilibrium as in W. Park, et. al.,(4) 

we calculated linear growth rates for various aspect ratios. 
The values we obtained were in agreement with theirs to within 
a few percent. 

We also did a non-linear calculation with four harmonics,(Olo, 
1/1, 2/2, 3/3) for an aspect ratio of one (Fig. l). We do see a current 
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sheet developing at the singular surface, however, without the 
addition of "artificial field" as in Ref. 4, we are not able to 
follow the evolution of the instability all the way to saturation. 

c) m=2 Resistive Tearing Mode 
We did a series of calculations with the following 'square 

safety profile (5) 1 <i 11/4-
l \... (,("/r,,) 

If') '::::. 2-
<t 4 +(f"h../tJ& 

where the current channel width ro= 0.6, and the radius of the q=2 
surface rs ... = 0.7 (Minor radius is equal to one.). Fig. 2~ shows 
the contours of min = 2/1 helical flux obtained by integrating 
thefield~ fOr an aspect ratio of five. Fig. 2b shows the min =2/1 
harmonic of the radial field for the same case. 

Figs. 3 and 4 show Bs (r,m/n=2/l) for different aspect ratios. 
As expe:cted from low-~ MHD ordering(6), the axial field perturbation 
tends to zero with increasing aspect ratio for most of the plasma 
column.However, in the tearing layer around the q=2 surface, 
a strong perturbation remains, even with the . relatively high 
aspect ratiooftwenty (Figs. 4a,b). The runs with aspect ratios 
of five and twenty were made with 1024 radial mesh points, and as shown 
in the blow-up of the tearing layer in Fig. 4b, the oscillatory 
behavior is resolved with approximately 50 mesh points and does not 
seem to be numerical. The axial velocity displays a similar, 
behavior in the tearing layer. Fig. 5a shows the m=2 island from 
an incomplete non-linear run with 3 harmonics (0/0, 2/1, and 4/2) .. 
The axial current density altered by a current sheet developing 
at the q=2 singular surface is shown in Fig. 5b o 

,. 

.. ' 
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3-D TENSOR PRESSURE EQUILIBRIA FOR EBT* 

L. W. OWen 
Computer Sciences at 

Oak Ridge National Laboratory 
Oak Ridge, Tennessee 

C. L. Hedrick 
Fusion Energy Division 

Oak Ridge National Laboratory 
Oak Ridge, Tennessee 

ABSTRACT 

Techniques for calculating magnetohydrostatic equilibria with 

tensor pressure are reviewed. Algorithms for computing 3-D hot 

electron ring equilibria for the Elmo Bumpy Torus (EBT) with a 

separable model for the pressure tensor are discussed, as are the 

numerical methods used in the implementation of those algorithms in a 

computer code. Some typical resul ts of 3-D equilibrium calculations 

for EBT-I/S and an EBT reactor conceptual design illustrate the effects 

of the relativistic electron annuli on the magnetic field~ Two 

significant additions to the 3-D code are planne1 for the near-term anc 

discussed in this paper. This first concerns the addition of an 

isotropic pressure component to model the core plasma in EBT. The 

second is the inclusion of the flow and electric field terms in the 

momentum balance equation. A straightforward method of including mass 
+ + 

flow due to the ExB plasma rotation and a discussion of its possible 

importance for 3-D equilibria in EBT are presented. 

* Research sponsored by the 
Energy, under contract 
Corporation • 

Office of Fusion Energy, U.S. 
W-7405-eng-26 with the 

Department of 
Union Carbide 
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In this paper we discuss methods for computing three-dimensional 

finite-beta equilibria for the anisotropic electron ring plasma in the 

Elmo Bumpy Torus (EBT). Typical results of some 3-D tensor pressure 

equilibrium calculations for EBT-I/S and an EST reactor conceptual 

design illustrate the effects of the electron ring diamagnetic currents 

on the magnetic field. (Space limitations do not permit a discussion 

of all the topics mentioned in the abstract and covered in the oral 

presentation; however, a complete report' of this work is forthcoming.) 

Techniques for determining tensor pressure equilibria, presented 

in a review by Hedrick, et al. ,2 are briefly outlined for a ring 

pressure model which is a separable function of the magnetic field B 

and flux coordinates (a.S). The fundamental magnetostatic equilibrium 

equations are Maxwell's equations 

... ... 
IlxB :: lloJ 

(1) ... 
11 ·8 :: 0 , 

and a momentum balance equation 

... ... 
JxB :: 'if .p ( 2) 

... 
where J is the plasma current and P is the pressure tensor, given by 

P :: Pl.!..+ (PII - Pl)bb (3) 

... 
(v:f) can be resolved into components parallel and perpendicular to B, 

with ('if ·P)" :: 0 yielding the useful rel<ltion 

apil (p .. -:::0, 
as ( 4) 

and 

.. 
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+ + 
(V-!:)l = V1Pl + (Pu - Pl)K (5) 

Consider a coordinate system in which field lines are labeled by (a.e) 
+ + + + 

and B is written in the Clebsch representation B = Va x Ve. For 

Pu = pu(a.e,B) and Pl = Pl(a,a,B), (5) becomes 

+ + 
[Vx( aB) JxB 

apu + apil + 
= -- Va + -- ve 

aa ae 
(6) 

where we have defined the inverse of the permeability 

a 
_ 1 (Pu - Pl 
- lJ

o 
- B) (7) 

and used (1) and (4). The form of (6) suggests that we define a 
+ + 

current-like quantity K = Vx(oB); then 

+ + apu + apU + 
K x B = -- 'Va + -- Ve 

aa ae 

+ + 
Since V-K = 0, K can be described by a Clebsch representation. 

+ + + + + 
K = V~1 x 'V~2 = VX(~1V~2) = 'Vx(aB) 

+ + 
Hence Vx(aB - ~1V~2) = 0 has solutions of the form 

+ 
aB = 

+ + 

~1V~2 + V~3 

In order to determine ~1 and ~2' use (10) to form 

(8) 

(9 ) 

( 10) 
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+ + + + + + + + 
KxB = V$2(B,V'1) - V$1(B'V$2) ( 11) 

It is assumed in our 3-D code that 

~ 

PUCa.S.B) = PUCB)g( 

A 
( 12) \ 

P1Ca,B,B) = Pl(B)g(U) 

where U is a slowly varying function of (a,B). The distribution 

functions PII and Pi are given in Reference (2) and plotted as functions 

of B 1n Fig. 1. If we substitute (12) into (8), we find that 

+... A + 

KxB = Pu (B)'Vg 

where 

vg = g"(U){~ Va + au h aa as 

Comparing (11) and ('3) suggests the choice 412 = g( U) • 
+ + + + + A + + + ~' 

KxB = vg(S,V$,) = PIl(S)'Vg, provided (B''V~1) = puCB), or 

<P1(a,B"O = Jt dt" .­
oSPII(B) • 

C 13) 

( 14) 

Then 

( 15) 

+ 
The system of equations is complete if we substitute (10) into I]·S = 0 

to obtain a Poisson's equation for $3 

1]2$3 
+ + + 

= -V'($lvg) + S·Va ( 16) 

The pressure surfaces are determined in 3-D by requiring that the 
+ 

parallel component of J vanish at symmetry planes. In (15) let t=O and 

. .." 
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and t=tc correspond to a sector midplane and adjacent coil plane, 

respectively. Define " = .,(a~B,tc) and notice that the current 

+ + + + + + 
cruoJ = o(VxS) = V.,Xvg+ BxVo 

has the parallel component (at t=tc ) 

+ A + + + 
cruoJ II = oUob oJ = Vl1 x V g = 0 • ( 17) 

+ + 
Hence Vl, is parallel to Vg and contours of constant g (or U) must 

coincide with contours 'of constant l,. This result is the tensor 

pressure analog of the fact that for scalar pressure the i:Jobaric 

surfaces must coincide with surfaces of constant idt/S. 

In the calculations discussed below, the cilOice of ring pressure 

parameters is based on present understanding of ring formation, 

location, size, shape, etc. In EBT-I/S the annuli form at the position 

at which the second harmonic of the electron cyclotron frequency is 

resonant with the applied microwave frequency. The axial length of the 

rings is/thought to be approximately equal to their radius, and the 

radial thickness is a few thermal gyroradii. 

With reasonable pressure anisotropy it is found that (17) can be 

satisfied with pressure surfaces that are concentric circles in the 

midplane, centered roughly at the location of the peak of mod-B, e.g., 

approximately 3 cm inside the minor axis for EST-liS. Acomparison of 

contours of constant U and is shown in Fig. 2 for an annulus 

pressure profile having a radius of about 12 cm. The only significant 

differences in the contours are in regions in which the pressure is 

less than 10% of its peak value. This difference is to be expected 

from the behavior of the vacuum magnetic field and can be easily 

eliminated by spreading out the U contours on the outside (where 

R-RT > 0) so that they more closely resemble the contours of vacuum 

mod-B in the midplane. 
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Figure 3 shows the effects of finite-beta on mod-B in the midplane 

for two pressure profiles in EBT-I/S; 81 as a function of minor radius 

is also shown. Figure 3a probably represents the more realistic 

annulus, with the peak 81 = 27~ and the radial thickness of the annulus 

=2.25 cm. In Fig. 4a, mod-B contours and magnetic field lines in the 

equatorial plane are shown for the vacuum field and fo~ the B1 ~ 40~ 

equilibrium field displayed in Fig. 3b. In Fig. 4b, are shown 

isometric plots of mod-B in the equatorial plane corresponding to the 

curves in Fig. 3b. 

Figure 5 shows the results of two equilibrium calculations for an 

EBT reactor conceptual design with and without symmetrizing coils. 3 In 

each case the annulus radius is chosen to give the largest possible 

plasma volume (dotted region) subject to constraints imposed by the 

heating geometry and by the location of the first wall of the reactor 

chamber. 

REFERENCES 

1. L. W. Owen and G. L. Hedrick, "Tensor Pressure Equilibria and 
Particle Orbits in EBT." to be published as ORNLITM-7388. 

2. C. L. Hedrick, 
Techniques for 
ORNL/TM-4076 (1973). 

G. E. Guest, and 
Determining Tensor 

D. B. 
Pressure 

Nelson, "Some 
Equilibria," 

3. L. W. Owen and N. A. Uckan, "Optimization of EBT Reactor 
Magnetics," ORNL/TM-7729 (1981). 

• 



• 

" 

.. 

0.3 

O • .2.'~ 

C.I 

o 0.1 O.Z 0.3 

203 

~ 2 
P" (B)/SBe 

0.4 0.5 

B/Be 

0./0 

P.L(Bl/SB2 
e 

0.7 0.8 

Figure 1. PII(S) and P1CS) for the "constant-r" pressure model. 
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Figure 4. (a) MagnetiC field lines (dashed) and mod-B contours (solid) 
in the equatorial plane of EST-I/S, (b) Isometric plots of mod-B in the 
equatorial plane. The finite-beta results correspond to the 
equilibrium shown in Fig. 3b. 
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Figure 5. Results of 3-D equilibrium calculations for an EST reactor 
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Finite Element Method for 3D MHD Simulations 

Iehiro Kawakami 

Atomic Energy Research Institute 

College of Science and Technology, Nihon University 

Presented the US-Japan Workshop on "The 3D MHD Studies for Toroi­

dal Devices", Oct. 19-21, 1981, at Oak Ridge National Laboratory 

§l. Introduction 

For MHD simulations of plasmas confined in fusion devices, 

finite difference methods (FDM) have been used, and among them, 

the two step Lax-Wendroff method, the Crank-Nicholson method, the 

leap from method and doner cell are prevailingly used. Recently, 

the other types of methods along the line of FDM are available. 

They are FCT (Flux Corrected Transport), ICE (Implicit Continuous 

fluids-Eulerian), LINC (Lagrangian technique for incompressible 

fluid), GALE (Generalized Arbitrary Lagrangian and Eulerian) and 

FIC (Fluid In Cell). ICED ALE uses moving grids (Arbitrary 

Lagrangian and Eulerian) to improve accuracy. 

In this report, we propose another way of numerical method 

than FDM. We call this method as FEMALE (Finite Element Method 

for Arbitrary Lagrangian a.nd Eulerian elements), which may be 

regarded as a member of finite element method (FEM). In many 

cases, FDM can be regarded as a special case of FEM. ICED ALE 

is a special case of FEMALE where the shape function is constant 

in element (cell). FEMALE make$use of grids which move arbitra­

rily, as the" ICED ALE does. To achieve this, FE~~LE uses the 

shape function which moves with the grids, so the shape function 
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is time dependent. . This show FE~IALE is an exten tion of usual 

FEM where the shape function constant in time. 

§2. Formulation of FEMALE 

2. 1 Basic Equation - differential form 

As an example, the following set of differential equations. 

are employed, 

an + div(n~) = 0 , (2. 1) 

-I-

a v + div~ = 0 , (2. 2) 

au d' -+ 0 - + lV g = at ' 
(2. 3) 

aB + curl E = 0 . (2. 4) 

Here 
~ 
p (p + ~ B2)] + p~~ - -l BB 

).10 ).l·o 
(2. 5) 

1 pv
2 

+ 3 P + _1_ B2 
'! '! 2).1 o 

u = (2. 6) 

g = (p + u)~ + (ExB) - Kgrad T. 
).10 

(2. 7) 

The following relations complete the system of MHD equations, 

E -I- B 4'r-r +VX =TlJ (2. 8) 

-t 1 B (2. 9) J = - curl 
).10 

p = mn, T '" pin (2. 10) 

where n = number density, ~ = velocity, p = pressure, B = 

magnetfc fie1~, E = electric ~ield, and the other quantities 

" 

') 

'" 
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may be clear. Dependent variables are n, p;, u and I . 

These equations are to be expressed in specific coordinate 

system for each space component. For lD and 2D cases, the co-

ordinates system may be cartesian, cylindrical, toroidal or 

helical, depending plasma geometries. For 3D case, the coordi-

nates system can be cartesian for all plasma geometries. 

2.2 Shape Functions 

Let n be a space occupied by plasma. n is divided into 

finite elements, Re (e = 1, 2, ···E): 

E 
n = U Re 

e=l 

Re ('\ Rf = ¢ 

(2. 11) 

for e ~ f . (2. 12) 

E is total number of' elements. Let Ne and N be numbers of nodes 

(verteces) in Re, and number of nodes in n ,respectively. For 

simplex element, Ne :: 4 (tetrahedron) for 3D, Ne = 3 (triangle) 

for 2D, Ne = 2 (line) for lD . 

A set of N shape functions {~l, ~2, ••••• ~N} is introduced 

as follows: 

N. 
l: ~j.l C!) = 1 

-'l> 
t;, E n (2. 13) 

j.l=l 
(i) 

(ii) <pj.l is localized in the elements which include the node 

11, and 

(tv) :: (2. 14) 

where is the position of the node 11 . 

(iii) (~t + ;g ·grad)<pj.l :: 0 (2. IS) 

where ;g is the grid velocity . 
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We define a basic matrix in terms of shape function ~~: 

A = [a~\I] , (2. 16) 

E 
a~\1 = f dQ~~~\1 = L f dn~~~\1 

~2 e=l Re 

A is positive definite and symmetric. Note that A is a band 

matrix because ~~'s are localized. Even in the band, A is 

sparse. 

Associated matrix with'the basic matrix is defined as 

where 

A_I = [a~) 

N L a aP\l = o~\1 
p=l ~p 

(2. 18) 

(2. 19) 

so that the associated matrix is a inverse of the basic matrix 

A. In terms of A-I, we introduce a set of conjugate ~hape 

functions {. • •••••• } 
'f'1' 'f' 2 ' 'f'N 

as 

N 
~~ = L a ~p 

p=l ~p 

~~ is no more localized around the node ~ . 

. important role in evaluation of derivatives. 

2. 3 Basic bquations - discretized form 

For the continuity equation (2. 1), 

(2. 20) 

The ~~'s playa 

;t f dn~~n = f dQ(~t~ n + ~~ ~~) + fdn div(~~n~g). 
Q Q 

The last term comes from the fact that the boundary of the 

plasma moves with the velocity ~g. Substituting (2. 1) and 

(2. 15), we obtain 

'" 

l. 

• 
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;t f ~ dflqYn = - f ndfl</llldiV n(v - Vg) (2. 21) 

where ¢l1 is constant in a cell. Eq. (2. 2) is reduced to the 

basic equation of integral form of ICED ALE method. In a similar 

way, eqs. (2. 2 - (2. 4) yield the following equations: 

d dfl</lllpV
i 

3 d 
= - f dfl</l fl l: ~ (P.. - PV i Vgj ) , . lOs. 1J fl J = J 

(2. 22) 

d IT f fl dfl</lllu = 
-+ -+ 

div[g - uVgl (2. 23) 

dJ II J fl· -+ f II a d ;:;--t dfl</l B. = dflCP dl v (B. v ) - .. dflCP (~Ek .- ~ 
° fl 1 fl 1 g fl OSj a"'k 

). (2 • .24) 

Additional term may appear in eq. (2. 22) originating from 

coliolis force in the noncartesian coordinates system, which is 

ignored because we are concerned with 3D problems and then only 

the cartesian coordinates system is concerned. 

We expand the quantity f in Galerkin series, 

N 
f = l: f cpll 

j.l= 1 II 
(2. 25) 

where fll the value of f at the node ll. Then, eqs. (2. 21) 

- (2. 24) can be written as 

d llV _ i,\.Iv ( _ ) 
IT a nv - - Dl nv vi,v vgi,v ' (2. 26) 

:t allV(pvi)v = - Di,llV(Pij,v - (pvi)vVgj ,) , (2. 27) 

d ]JV = _ Dj, llV (g. - u v. ) at a Uv 1 J,v v gJ,v ' (2. 28) 

a \.IV 
IT a Bi,v 

= _ Dj,\.IVE + Dk,]JvE. + D~,]JvB. v , 
1 k,v 1· J,V 1 1,V gl,v 

(2. 29) 

where the summation convention is used for repeated indices. 

In eq. (2. 29), (i, j, k) is cyclic permutation of (x, y, z) • 



212 

Eqs. (2. 26) - (2. 29) are our basic equations correspond­

ing to eqs. (2. 1) - (2. 4). The coefficients, ~~v and Di'~v, 

are geometrical factors which do not depend on the physical 

quantities. They depend on the position of the nodes and time. 

We shall solve these equations under prescribed intial and 

boundary conditions. 

§3. Numerical Methods 

3. 1 Evaluation of Coefficients 

For general shape functions, ~ and D have to be obtained by 

numerical integration. Gauss's integration formula may be 

recommended because it is available with small number of eva1ua-

tion points. However, we can obtain these coefficients by 

direct and analytic method for the simplex elements. For 3D 

tetrahedron, 

~j:1V _ 6V 

} 
-Qlf ~ = v 

_ 6V. 
\.l rf v - 120 

(3. 1) 

Di, ~v _ 1 i 
1 - 'Z4 a\.l (3. 2) 

for each tetrahedron. Here V is the volume of the tetrahedron, 

6V = det rl Xl Yl Zl 

1 x2 Y2 Z2 
I (3. 3) 

1 xa Yg za 

1 Xq Ylj Z lj 

and a~'s are minus of the determinant of matrix obtained by 

replacing the i-th column of the matrix 

• 

'" 
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Xv Yv Zv 

xp yp Zp 

Xw Yw z w 

(3. 4) 

by unity, where ( ~ , v , p w ) is cyclic permutation of node 

number (1, 2, 3,4} of tetrahedron. 

3. 2 Evaluation of Derivatives 

Eqs. (2. 27) - (2. 29) include derivatives, 1, grad T, and 

div v, which have to be evaluated at the nodes. We investigate 

here how derivative can be evaluated at nodes. As simple 

example, we look into ID derivative of f, 

df 
d = <IX (3. 5) 

When we substitute Galerkin series (2. 25) for f into eq. (3. 5), 

d is reduced by one order. In stead of eq. (2. 25), we use the 

Galerkin expansion 

f = 
N 
I <I> f 

~=l ~ ~ 
t3. 0) 

in terms <I>~ introduced in eq. (2. 20). This improve the accuracy 

because f is interpolated in terms of the valuef~ at all nodes 

(note that is not localized). Unfortunately, interpolation 

(3. 6) requires large computing time, and is actually impossible. 

Equivalent approximation can be obtained by d expanded as 

N 
d = I d cpv 

v=l v 
(3. 7) 

where dv is derivative at the node v • Then eq. (3. S) is 

N N dcpv I d $v = I fv ax v 
v=l v=l 
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l.!V d = nX,l.!V f a v Iv (3. 8) 

For the linear shape function, and equal grid spacing ~x, 

} ~X(dl.!_l+ 4dl.! + dl.!+l) = ~ (fl.!+l - fl.!-l) • (3. 9) 

This is the equation for dl.!'s. The Taylor expansion shows the 

solution dl.! is accurate up to the order of magnitude (~X)4. 

When the grid spacings are not equal, error (difference of the 

left and the right hand sides of eq. (3. 9)) is 

e = 
1 2. 

- IZ c[(~x)2]d fl 
dx2. x=x 

l.! 

'1 I'44 c[(~x)l<] d
4
fl 

d
5
f\ dx

4 

x=x 
1 (l.!+l + 360 [~x )5 + (~Xl.!)5] 

_ l.! 

dx 5 x=x l.! 

+ ••••• 

where 

c[(~x)2.] = (~Xl.!+l)2. _ (~Xl.!)2 

C[(~X)4] = (~Xl.!+1)4 _ (~Xl.!)4 

~xl.! = xl.! + 1 
_ xl.! 

Note that when al.!V is lumped, eq,. (3. 9) is reduced to 

~xdl.! 
1 

= ! (fl.!+l - f~_l) 

and dl.! is centered difference. 

(3. 10) 

(3. 11) 

Then we evaluate derivatives by solution of equations of 

the form (3. 8) at each time step. 

3. 3 Method of solution of FEMALE equations 

Eqs. (2. 26) - (2. 29) have the form 

a at AU = ClUJ , (3. 12) 

.. 

.. 
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which is non-linear, simultaneous, ordinary equation for U. To 

avoid numerical instabilities, we assume fully implicit scheme: 

An+1UN+ 1 = AnUn + C(Un~l) t . (3. 13) 

At each iteration-step, this takes the form, 

AU = B • (3. 14) 

where B is assumed to be known. A is the basic matrix. 

·Let us introduce the lumped matrix element, 

N 
~~V ~ ( I a~P)8~v. (3. 15) 

p=l' 

which is diagonal. From a , define the diagonal matrix, 

D :: [)&~V] (3. 16) 

And then define 

- --1 --1 A :: DAD , (3. 17) 

and 
- - - 1 B :: D B (3. 18) 

Then eq. (3. 14) can be written as 

A U = B (3. 19) 

where U = D u. A is symmetric and positive definite. Eigen 

values of A are nearly unity. So eq. (3. 19) can be solved by 

conjugate gradient method. In this case, B is good initial 

guess for O. This method is a special case of ICCG (Incomplete 

Cholesky-Conjugate Gradient method), and is called LMCG (Lumped 

Matrix-Conjugate Gradient method). We have tested, and found 
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that LMCG is more efficient than ICCG for the basic matrix A, 

since A ;;; fro. 

3. 4 Further Improvements 

(i) For saving the computing time and storage, we took 0 = B 
-! - 1 ______ or U = D D B. We compared the 2D results with the results by 

the ICED ALE, and found qualitatively good agreement. 

(ii) Coefficients describ~d in section 3. 3 sometimes yield 

the computed results depending on the shape of element. We do 

not know the reason. However, our conjecture is that the shape 

of control volume depends on that of element, and we have found 

the control volume less dependent on the shape of element. 
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Setting Up Phase of Reversed Field Pinch 

* H. Matsuda, S. Ido and I. Kawakami 

Department of Physics 

College of Science and Technology 

and 

Atomic Energy Research Institute 

Nihon University, Tokyo, Japan 

Presented at the Workshop on "3D MHD 

Studies on Toroidal Devices", Oct~ 19-21; 

. 1981, Oak Ridge National Laboratory 

§ 1.' Introduction 

, . 

This report 'summarized the computational studies on 

reversed field pinch. Main effort in this report concentrates 

on the setting up phase of the reversed field pinch of TPE lR 

of Electrotechnical Laboratory, Tanashi, Tokyo, which is one of 

the programmed (aided) and fast reversal of toroidal field, 

time scale being the' order of Alfv'n time scale .. NonJlinear 

evolution of high n mode is also described. 

* Present Address, Institute for Laser Engineering, Osaka 

University, Osaka, Japan 
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§2. Models 

The model of computation is described by a set of non­

linear MHD equations. The plasma is a single fluid. The elec­

tric field, E , is given by simple Ohm's law, E + V x B =~r. 
The thermal conduction, q = - k grad T, and the energy loss term, 

L = - p(r/a)2/TL, where TL ~ 1 ~sec, are included. 

The numerical method is somehow modified ICED ALE, where 

the position, ~ , the velocity, V , and the magnetic field, i , 

are defined at the vertices of quadrilateral mesh, while the 

density, n , the temperature, T , the pressure, p , the electric 

field, E , and the current, r , are defiend at the center of the 

quadrilateral. The plasma is bounded by the cylindrical conduct­

ing shell. 

In 2D simulation, initially, the plasma has constant density 

and temperature, confined by the toroidal magnetic field, and at 

rest. The plasma at the wall is at rest throughout computation. 

The toroidal field at the wall begin to decrease at some instant 

(- 2 ~sec), and finally reversed. The poloidal field, which is 

initially vanishing, start increasing because of increasing of 

the toroidal plasma current, which reaches ,the maximum value at 

some instant ( - 4 llsec), and ,then crowbered. 

For the 3D simulation, we start computation from the state 

with the Bessel function model for the magnetic field, and with 

non-vanishing pressure, on which some perturbations of m = 1 and 

n > 0 modes are imposed. 

'" 
" 
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§3. The 2D simulation 

We investigate the setting up of the reversed field configu­

rations by the F-e diagram and the profiles of magnetic fields 

and of currents. 

For general references, we first consider the case'where 

the resisti vi ty,. n , is classical. Results are shown in Fig. I. 

The fields are ffat,around axis, so that the currents are peaked 

near the wall. These show the diffusion is poor in this case, 

suggesting,n must be anomalous. The F-e diagram is shown in 

Fig. 2. Simulation points go down along the Bessel function 

model line. After the reversal of field, the B. values stay near 

e~l. 2. 

The result of computation with the pure classical resistivity 

showed that the plasma profiles are notin agreement with the 

experimental ones, and the plasma must be more resistive. ' We 

examined the resistivity which is anomalous and isotropic. The 

profiles of the magnetic fields are also shown in Fig. 1. The 

diffusion of the magnetic fields are observed. However, the 

F-B diagram shows· the failure of setting up of equilibrium of 

reversed field configuration for this case. The e values grows 

indefinitely. 

These twp cases of computation suggest that the resistivity 

is anomalous at the setting up phase. However, the anomalous 

resistivity fails to. sustain reversed field configuration. We 

note that at the setting up phase, the current has a large 

perpendicular component to the magnetic field, while the current 

is almost parallel to the magnetic field (force free configura­

tion). We conjectured that the+n is not isotropic, and the nij 
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is classical and the n~is anomalous. The conjecture is con­

fiemed as shown Figs. 1-4. The plasma is almost force free and 

the a value remains at 1 sa s 2 for long time. 

We have assumed that the anomaly is of the Choduratype. 

We examined the other.type of anomaly, such as the Bohm anomaly, 

and found that the anomaly has little effect on the diffusion. 

We must note that we are investigating the fast MHD processes. 

The anomaly we have assumed is not used in the joule heat­

ing, but is included in the diffusion term of the magnetic field. 

When we included the anomaly in the joule heating, an anomalous 

heating of the plasma near the wall was found, and the resistiv­

ity became so small and the diffusion was also small. The 

resulting profiles are not in agreement with the force free 

configuration. Thus, we are thinking that the anomaly do not 

come from collisions. The anomalous diffusion may be some 2D 

projections of 3D MHD activity. 

§4. The 3D simulation 

In the 3D simulation, the periodic boundary condition along 

the axis is assumed. The pressure is initially assumed to be 

sinusoidal, p = p cos(~r/2a). Upon this quasi-equilibrium, 
o 

small perturbations of (m, n) mode are imposed. The resistivity 

is constant throughout computation and over whole plasma region. 

The parameters given in this way correspond to the magnetic 

Reynolds number, S = 5 x 10~ and the safety factor, q = 0.154 to 

- 0.042. 

The evolution of kinetic energy is shown in Fig. 5. The 

" 
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vorteces are formed corresponding to the em, n) values. For 

m = 1 and n $ 5, we could not observe the growth of kinetic 

energy, showing non-linear stability. For high n modes, n 6 10, 

the plasma is initially stable, showing the decrease of kinetic 

energy. However, it suddenly shows rapid growth of kinetic 

energy. For intermediate values of n , we have not yet analysed 

complicated behaviors of perturbations. 
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FIG. 5 NONLINEAR EVOLUTION OF KINETIC ENERGY 
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Abstract of presentation at> the US-Japan Theory Workshop on 
3D-MHD Studies to be held in Oak Ridge, Tennessee on October 
19-21-, 1981 • 

A 3DMHD ALGORITHM FOR SIMULATION* 

by 

Torki1 H. Jensen and Ming S. Chu 

General Atomic Company 

San Diego, California 

Computer simulation of plasma dynamics has become important since 

it has been realized that strict stability of simple MHD equilibria 

against instabilities in the resistive MHD model may not be required 

for fusion plasmas. Simple axisymmetric tokamak plasmas for example, 

which are unstable to tearing modes, have shown an ability to relax 

to nearby,. nonaxisymmetric equilibria which are more stable than the 

original axisymmetric plasmas. One role of computer simulation is 

therefore to search for such more stable equilibria; another is to 

assess if these more ·stab~econfigurations are stable enough to be 

of interest for fusion reactors. Since such configurations presently 

appear too complicated for analytical treatment, the numerical approach 

seems necessary. 

A fusion reactor plasma may, in the approximation of resistive 

MHD, exhibit dynamical behavior with timescales ranging from the 

Alfve'n time scale (-10-7 sec) to the resistive time scale 
3 (-10 sec). Classical transport phenomena, which here are assumed 

not included in the resistive MHD descr.iption, may give rise to 

dynamical phenomena on the time scale of the necessary energy confine­

ment time (-1 sec). Therefore, in the simple l'esistive MHD 

description, phenomena of interest have timesca1es from 10-7 to 1 sec • 
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In the common approach to the simulation problem the finite mass 

density of the plasma is taken into account. Such simulation codes 

have been able successfully to exhibit phenomena similar to those 

observed experimenta11y(l). Dynamical phenomena such as sawtooth 

oscillations and disruptions appear similar in experiments and in 

simulations, and almost stationary (but rotating) equilibria with 

complicated configurations found in experiments show striking similar­

ities to those found using simulation codes. This suggests that the 

MHD model is reasonably realistic. 

One limitation in the usefulness of existing simulation codes 

stems from the finite computer time available. Therefore, there is 

a need for a search for alternative approaches. We are sugsesting 

an approach in which inertial forces are neglecte4 entirely, i.e. 

the ratio between the resistive and the Alfvln time scale, S, is 

infinite instead of S _1010 for a fusion reactor. With this assump­

tion, the linear growth,of for example a tearing mode, cannot be 

simulated since the growth rate is infinite.. Very similar phenomena 
- :"'1 

may. however, be simulated with growth rates of a/A TR or 
2 -1 . 

(a/A) TR ,where a is a characteristic dimension of the plasma. A 

is the grid distance and :R the resistive time, TR=a2/n where n is 

the plasma resistivity. The slower growth rate may correspond to the 

case of a singular surface, the faster to that of a Singular line 

(hyperbolic axis). This approach, where inertial forces are neglected 

may be considered an extension to three dimensions of the two dimen­

sional code of Grad(2). 

The basic idea of the suggested approach is given elsewhere(3). 

The numerical advance of a state is done in two steps; one step may 

be termed an ideal ~lliD step, the other a resistive step. For the 

ideal ~lliD step, the ideal :!-fRD constraints are observed, i.e. the 

change of the vector potential is everywhere perpendicular to the 

magnetic field, the number of particles in a fluxtube is conserved, 

and the pn~!"sure [0110\0.'5 the adiabatic 1m,_ Within these constraints 
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one seeks the state of lowest energy; This state of lowest energy 

is an MHO equilibrium and it can be shown that the suggested a1go-
. (4)· 

rithm (which is similar to the one used in the Chodura code ) always 

converges exponentially toward a stable MHO equilibrium (in the ideal 

MHO sense). The resistive step consists of changing everywhere the 

component of the vector potential parallel to the magnetic field 

whereby the ideal MHO constraints are changed. This change is pro­

portional to the component of the current density in the direction 

of the magnetic field, to the plasma restivity and to the length of 

the time. step. The sta.te after this resistive step is not an MHO 

equilibrium, but the subsequent ideal l>lliD step will find a (the) 

nearby (stable) MHD equilibrium with the same constraints. 

One may expect (hope) that a simulation in this (S = 00) approxi­

mation will carry the plasma through similar configurations as those 

found from a simulation in which inertial forces are taken into 

account. The main difference may be that fast dynamics are not 

accounted for accurately in the S ~ simulation, since slow dynamics 

are independent of inertial forces. One may expect that a simulation 

code in which the effects of inertial forces are neglected may require 

only a relatively coarse grid and relatively little computer time • 

It appears difficult to test the validity of these expectations by 

other means than direct comparison of code results. 
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Tuesday, October 20, 1981 (Contd.) 
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