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ABSTRACT

This review consists of manuscripts of 25 papers submitted to the Radiation Shielding
Information Center Seminar-Workshop on “Theory and Application of Sensitivity and Uncertainty
Analvsis™ held at Oak Ridge, Tennessee, August 22-24, 1978. The papers are grouped in three .
sessions which were conducted at the Seminar. Additional papers which were submitted, but not
given orally. are also included in this report. The sessions were titled, “Sensitivity and Uncertainty
Analvsis for Fast and Thermal Reactors,” “Sensitivity and Uncertainty Analysis for Dosimetry and
Fusion Reactor Applications,” and *“Advances and Future Extensions for Sensitivity and
Uncertainty Analysis.”

A summary of the papers presented and the discussions and comments which were made is also
included to provide an indication of the state-of-the-art of sensitivity and uncertainty analysis.
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FOREWORD AND ACKNOWLEDGMENTS

This review deals with the second of two seminar-workshops held by the Radiation Shielding
Information Center in 1978. The seminar-workshop allows the dissemination in a few days of an
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The August 1978 seminar-workshop concentrated on the theory and application of sensitivity
and uncertainty analysis. The workshop featured ORNL’s. FORSS Sensitivity and Uncertainty
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Smith (University of Tennessee), J. Drischler, J. Marable, E. Oblow, F. Perey, R. W. Roussin, and
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We thank Barbara Beem, Jan Gentry, Nancy Mauney, Brenda Neeley, and Cathy Oldham for
typing materials for the Workshop. i
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grateful to Mildred Landay who was responsible for registration. We also thank Marie Anthony.
Ann Gustin, and Betty McGill for help in preparing the final documents used at the workshop.

R. W, Roussin
Radiation Shielding Information Center
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SUMMARY
RSIC SEMINAR/WORKSHOP
"THEORY AND APPLICATION OF SENSITIVITY AND UNCERTAINTY ANALYSIS"
Royal Scotsman Inn, Oak Ridge, Tennessee
August 22-24, 1978

C. R. Weisbin

The enclosed summary represents my view of the conference and is
intended to provide a "snapshot" of the substance, issues, and state-of-
the-art which evolves from such a meeting. No attempt was made to achieve
consensus by the participants regarding any of my observations or conclusions.

The meeting was made intentionally broad in scope, covering theory and
application of both sensitivity and uncertainty analyses for fast and ther-
mal reactors, dosimetry and fusion applications and generalizations and
extensions to new fields. Seventy-six scientists participated representing
mostly all of the major U.S. work in this field as well as work in the U.K.,
Italy, France, West Germany and Israel. The round table meeting format and
equal allotment of paper presentation time (15 minutes) and question time
(15 minutes) led to lively and stimulating discussions.

In Sections I-III below, I have attempted to very briefly comment on
the papers presented in the three formal sessions (organizations are listed
explicitly in the program--see Appendix II). Section IV summarizes some of
the discussions which were stimulated on a variety of topics and some of
my observations and conclusions. Finally, Section V presents briefly a
commentary on the workshop part of the meeting.

I. Highlights of Session I: Sensitivity and
Uncertainty Analysis for Fast and Thermal Reactors

The paper of Collins and Lineberry discussed the ANL experience with
cross section adjustment procedures for the analysis of various discrepan-
cies obtained in the prediction of a range of critical experiments as well
as differences in predictions of power distributions and control rod worths
between homogeneous and heterogeneous LMFBR designs. One unique feature
of this paper is the availability of quantified covariance matrices for
measured integral parameters including keff and reaction rate ratios. This
type of information is absolutely essential for credible adjustments! 1In
the future, the authors expect to include reactivity worth and spectrum
measurements. The following paper, by Marable and Weisbin, summarized the
ORNL status and future directions for reactor sensitivity analysis. The
paper elaborated on recently developed procedures for the inclusion of
methods uncertainties (as well as nuclear data and integral experiment
uncertainties) into the adjustment procedure. Significant future work is
required in the evaluation of the biases and uncertainties associated with
particular analysis approaches. A limited start in this direction is being
made by the Data Testing Subcommittee of CSEWG. Y. Yeivin presented the
next paper which warned against the pitfalls of "blind" application of
adjustment codes. The approach taken by the Yeivin group emphasized



rejection of dubious integral data found by successive adjustments using
different groupings of the available integral data. These three interest-
ing papers were followed by a coffee break.

P. McDaniel presented the next paper, a novel development and applica-
tion of sensitivity analysis to wnfold signals generated by small fission
detectors to determine fuel motion in a melting reactor-fuel-pin test
assembly. Forwardand adjoint three-dimensional angular flux densities cal-
culated with the MORSE Monte Carlo code were coupled to generate the response
kernels required for unfolding. J. M. Ryskamp presented the next paper, a
quantification of the sensitivity of fuel cycle cost to uncertainties in
detailed thermal cross sections. The sensitivities for GE (BWR-6) and B&W
(PWR) reactors are highest near the peak of the hardened Maxwellian flux.
Although simplified models are employed, significant conclusions have
evolved from studies of this type emphasizing the <mportance of considering
the entire fuel cycle (when performing sensitivity analysis) due to buildup
and depletion of various nuclides, throwaway or recycle of fissionable
material, and time dependent spectral changes. Jack Thompson next presented
a non-linear least squares fitting of experimental thermal neutron data.
This work provided an interesting example of an evaluation procedure which
ytelds directly best estimates of the nuclear data parameters and their
associated uncertainties. An example of the application of this procedure
to 240Py data was given. The last paper of the morning was presented by
T. J. Trapp on the subject of fission product decay power and uncertainties.
His paper demonstrated the propagation of uncertainties in fission product
yields and decay energies to uncertainties in decay power from 0-10,000
seconds. The analysis included appropriate constraints (e.g., summation
of yields) and treated fission product capture as a correction term.

II. Highlights of Session II: Sensitivity and
Uncertainty Analysis for Dosimetry
and Fusion Reactor Applications

The Tuesday afternoon session began with the paper of Mannhart regard-
ing the testing of ENDF/B data in the 252Cf neutron benchmark field.
Activation measurements for 197Au(n,v), !15In(n,n'), etc. are available and
this simplest of all fields presents a unique opportunity to verify the
data files. However, as common to many papers in this meeting, lack of
detailed covariance files makes it difficult to draw supported conclusions.
This paper also discussed arnalytic approximations for the calculation of
the senstitivity of group averaged cross sections to changes in microscopic
data, energy shifts, and figssion spectrum shape. The next paper by Guthrie,
et al, dealt with the application of sensitivity methodology to the LWR
pressure vessel damage function unfolding problem. There is an ongoing
effort to correlate neutron exposure data measured at a surveillance posi-
tion with the rate of embrittlement of the metal at the 1/4 thickness
position in the pressure vessel wall. A companion paper by Schmittroth
described new HEDL methodology being employed to treat this same problem.
Schmittroth's adjustment code FERRET is based upon a general log-normal
formulation to ensure positivity and to cope with asymmetric 1imits.
Schmittroth has also applied this tool to fission product cross section



evaluations for ENDF/B-5 and for the evaluation of fission product after-
heat. The next paper, presented by Broadhead, described a benchmark
analysis of ISNF reaction rate measurements including calculated flux
covariances as well as activation and cross section uncertainties.

Use of detailed calculations (171 groups) and proposed ENDF/B-5 235
fission spectra led to a consistent adjustment. A coffee break followed
with 1ively discussion pertaining to this entire field of dosimetry.

D. Ingersoll led off the fusion session describing a sensitivity
analysis of an integral test (measurement of leakage spectra) of Nb cross
sections. Specific re-evaluation requests were made for the inelastic
cross sections above 1 MeV and all data above 10 MeV deduced from compari-
son of calculation with measurement. This was followed by the Wisconsin
paper presented by Wu which briefly reviewed the theories of sensitivity
and uncertainty analysis and then applied them to a new conceptual tokamak
fusion reactor design NUWMAK. An interesting approach was taken in this
paper to determine the cost/benefit of performing different experiments
based upon the total reduction in response uncertainty as determined by
the a posteriori variance from the adjustment procedures. The final paper
of this session was given by Gerstl on the important subject of building
the methodology to analyze uncertainties due to secondary energy and
angular distributions, data ‘not typically included in many data uncertainty
analyses. Sensitivities to changes in the mean spectrum energy (or mean
scattering angle) and characterization of the associated uncertainties
were developed in this work which require a minimum of additional compu-
tation and permits rough estimates of spectral shape uncertainty to be
considered quantitatively.

Following this paper was a two hour discussion session, which along
with the "concluding panel" will be briefly described in Section IV. The
day was finally concluded with a much appreciated buffet.

ITI. Highlights of Session III: Advances and
Future Extensions for Sensitivity
and Uncertainty Analysis

E. Greenspan presented the lead-off paper in this session which
described investigations into higher order effects in sensitivity theory.
The first example is the common practice of adjusting only infinitely dilute
cross sections assuming that associated changes in f-factors are of second
order. The paper demonstrated that such fine structure effects can have a
significant impact on group constants, which becomes more important with
decreasing energy. This should potentially be of interest for analysis of
Doppler effect in fast reactors and all adjustment approaches for thermal
reactors. The second part of this paper described the theory and applica-
tion of second order sensitivity analysis with example being the non-linear
effect of changes in the 297 keV sodium minima. The paper concludes that
second order analysis provides satisfactory accuracy for cross section
uncertainty analysis for problems of this type. E. M. Oblow presented the



next paper which dealt with the formulation of a sensitivity theory for
coupled, non-linear equations such as those which arise in.the area of
thermal hydraulics. This methodology is potentially important, not only
for safety problems, but for the expansion of the entire "sensitivity
field" to more general problems and applications. It currently appears
feasible to use existing codes, with appropriate modification of source
terms and preservation of important intermediate quantities, to compute

the required adjoint functions. Yung-An Chao then presented his new
approach to the adjustment of group cross sections fitting integral mea-
surements. This approach attempts to determine mathematically whether
negligence errors in the input data sets should be suspected, and indeed
how bad they are. The data is then adjusted in such a manner as to account
for suspected negligence errors (decision theory is not used in the adjust-
ment step). The problem then turns to the physicist to find and correct
those sources of error after which the input data can be statistically
combined. The view offered that "adjustment makes sense only if the data
sets are not statistically consistent", a position that was heatedly
debated, was in my view an attempt by Chao to make clear that one can
always combine statistically consistent data (this process is not called
adjustment by Chao) but one has to adjust, fix, etc. data sets that are
determined to be inconsistent {this "fixing" process is what he calls
adjustment). Viewed in this 1light, the subject appears to me to be much
less controversial. The mathematical procedures adopted by Chao are used
to discover that a discrepancy really exists; 7t still remains with the
physicist to fix it! The major issue at present is what to do while waiting!
Another coffee break followed.

M. L. Williams presented the next paper discussing a general perturba-
tion theory for two of the common approximations used in burnup analysis.
It was shown that three adjoint equations (for the flux shape, the flux
normalization, and the nuclide density) are required to fully develop a
perturbation theory which accounts for the coupled variations in the
neutron and nuclide fields. The last paper, presented by F. G. Perey,
dealt with the basic definitions and determination of the input quantities
we all require in uncertainty analyses. Based on experience, he suggests
that the general term "errors" be avoided and the terms "estimated data
covariances", "known mistakes" and “unknown mistakes" be used appropriately
to avoid confusion in meaning. According to Perey, covariance information
is only valid if no mistakes, known or suspected, have been made in obtain-
ing them. Finally, logical inferences which can be made on the basis of
limited, incomplete or inconsistent information is closely related to
decision theory, an area that should receive more attention in the future.

Due to lack of time, to insufficient travel funds, etc., there were
several papers which were not formally presented in the meeting but which
appear in these proceedings. These include a paper by Chestnutt and
McCracken on "The Use of Error Files in Uncertainty Analysis and Data
Adjustment" wherein upper limit estimates of calculated quantities are shown
to be significantly reduced by the use of ENDF/B data covariance files and
recently published few group covariance matrices. Other papers include "The
Linearity Assumption in Adjustment Procedures" by Yeivin (a reminder that
systems are often non-linear and that this assumption should always be checked),
"Influence of Cross Section Structure on Unfolded Neutron Spectra" by Ertek, et



al. and "First and Higher Order Perturbation Techniques and Their Application
in Systems Analysis and Data Adjustments" by Gandini.

Two are also included whose content was covered during the presentation
at the seminar of closely related papers. These are "Fuel-Motion Unfolding
Based on Point Detector Responses" by McDaniel and Wright and "Sensitivity
of LWR Fuel Cycle Costs to Uncertainties in Detailed Thermal Cross Section"
by Ryskamp et al.

IV. Highlights of the Discussion Session
and "Concluding Panel" Session

In preparation for this conference, I prepared a Tist of questions
which along with the papers would serve to stimulate discussion. These
questions are listed in Appendix I. It is appropriate to remind the
reader at this point that it is always difficult to summarize free-wheeling
discussion. Hence, the view presented below is intended only to character-
ize a subjective interpretation of what actually took place.

Clearly the most discussion centered on the topic of cross section
adjustment, its usefulness and role, now and in the future. This question
really envelops those relating to the credibility of covariance files, the
quantification of methods uncertainties, the level at which adjustment is
to take place (point or multigroup) and the need to include higher order
effects. The data base required for credible adjustments is now actively
being formulated and tested. Probably the least advanced component is the
quantification of methods bias and uncertainties; such quantification re-
quires considerable work. "First round" data for integral experiment
uncertainties has been reported for many types of systems. ENDF/B-5 is
expected to contain a great deal of nuclear data covariance information
but since this also will be the first time that a significant body of
such data is accumulated, it is natural to expect "known mistakes", "unknown
mistakes", and a non-uniform quality of nuclear data covariance evaluations.
It should be clear that the adjustment process is intended as an aid to
differential and integral evaluators and analysts, not as a substitute for
them. The timing is such that the evaluation and data testing processes
for the next version of ENDF/B could be significantly improved using data
and methodology of this type.

A great variety of methods improvements and expansion of the scope of
perturbation theory was presented but much of the effort is still apparently
in the demonstration stage and hasn't really affected most designers or
evaluators yet. Sensitivity coefficients describing fuel cycle cost, pres-
sure vessel damage, fuel motion detector development, and thermal data
evaluation, etc., hold great promise for near term exploitation by the
application community but such use is likely to be made in the near future
only if an active effort is made to disseminate this technology to the
scientific community and to follow up questions which will inevitably develop.
Long standing discrepancies such as overprediction of 28¢/48f and central
worths need to be attacked using this new technology. Promising new areas
for continued development and testing include uncertainty analysis of
secondary distributions, depletion sensitivity, cost/benefit analysis of
future experiment requirements, quantification of methods bias and uncer-
tainties, expansion to non-linear coupled systems of equations, and
investigation of spectral fine structure effects.



Several other issues were substantive enough to produce considerable
discussion. "Modelling uncertainties" reflecting our current inability
to represent known measured data within restrictive computerized formats
(e.g., detailed angular distributions, resonance structure in the unresolved

range, etc.) must be accounted for and ultimately eliminated. We are not
yet able (at least in the U.S.) to select group structures in an automated
sense using sensitivity theory. Also, since fuel cycle cost (or other
"dollar" related parameters) are often time dependent, and sensitive to

the state of the economy, more physical parameters such as ore requirements
might be used as the figure-of-merit in future experiment planning.

V. Highlights of the Workshop on
the FORSS Sensitivity Analysis Code System

After some four years of development, the first version of the driver-
controlled FORSS sensitivity and uncertainty analysis code system was
packaged, distributed through RSIC, and presented to the user community
with oral presentations, documentation, sample problems and questions and
answers. The system is available on the IBM system and is being converted
to the CDC system on the Berkeley machine. The presentations are described
in the Program (Appendix II) and included overview and detailed discus$ions
on each module. Important capabilities exist to generate sensitivity
coefficients, project response changes based upon data changes, perform
data uncertainty analysis and cross section adjustment. In addition to
program utilization, existing libraries of cross sections, covariance
matrices, and sensitivity coefficients were summarized.



10.

7
Appendix 1

Stimulating Questions for the Sensitivity Seminar/Workshop

C. R. Weisbin

How credible are (and will be) uncertainty files; what is the precision
with which currently developed covariance files are defined? Will it be
possible to predict uncertainties with enough confidence to reduce design
margins?

Can methods uncertainties. ever really be quantified for a specific problem,
for classes of problems, etc.?

Is second order theory, with its associated computational complexity,
necessary and worthwhile?

What is the difference between the conventional designer approach C/E plus
bias, and the adjustment approach to uncertainty analysis?

Should adjustment proceed if at all, on the point (ENDF/B) level rather
than the multigroup level? Are adjustments already implicitly performed?

Is it necessary to approach cross section uncertainty analysis using
sophisticated tools (e.g. multidimensional, generalized adjoints, etc.)
or are simpler computational models (e.g. slowing down theory etc. one
dimension etc.) good enough? :

Can sensitivity theory be employed to meaningfully select multigroup
structures in an automated sense?

What constraints- (e.g. criticality) need to be employed in the determina-
tion of sensitivity coefficients for built, and to-be-built reactor

systems? Are there similar constraints required in the sensitivity analysis
of shield designs?

Should cost really be the objective function in integral experiment
planning, given its time dependent nature?

What is contamination and how dees one know when he's got it; can one
trust comguted generalized adjoints whose magnitudes are very small
(e.g. 10~7)?
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Appendix I1
RSIC SEMINAR-WORKSHOP
THEORY AND APPLICATION OF SENSITIVITY AND UNCERTAINTY ANALYSIS

ROYAL SCOTSMAN INN, OAK RIDGE, TENNESSEE
August 22—24, 1978

PROGRAM
OPENING—8:15 a.m.

SESSION I: Sensitivity and Uncertainty Analysis for Fast and
Thermal Reactors

Tuesday Morning, August 22, 1978

Chairman, E. Greenspan, Nuclear Research Center, Negev, Israel

8:30 a.m.
The Use of Cross-Section Sensitivities in the Analysis of Fast Reactor Integral Parameters,
P. J. Collins and M. J. Lineberry (Argonne National Laboratory, Idaho).

9:00 a.m.
Advances in Fast Reactor Sensitivity and Uncertainty Analysis, J. H. Marable and C. R.
Weisbin (Oak Ridge National Laboratory). '

9:30 a.m. ,
Controlled Cross-Section Adjustment by Integral Data, U. Salmi, J. J. Wagschal, A. Yaari,
and Y. Yeivin (Hebrew University, Israel).

10:00 a.m. Break

10:15 a.m.

Sensitivity Analysis Applied to the Calculation of Detector Response Kernels, W. H. Scott,
Jr. (Science Applications, Inc.), P. J. McDaniel, J. R. Renken, and S. A. Wright (Sandia
Laboratories).

10:45 a.m.
Sensitivity of Water Reactor Fuel Cycle Parameters and Costs to Nuclear Data, M. Becker,
D. R. Harris, B. Quan, and J. M. Ryskamp (Rensselaer Polytechnic Institute).

11:15 a.m. .
Nonlinear Model Fitting of Thermal Neutron Data and its Application in Resonance
Parameter Uncertainty Analysis, J. K. Thompson (Battelle Pacific Northwest Laboratories).

11:45 a.m.
Fission Product Decay Power and Uncertainties After Realistic Reactor Operating
Histories, T. J. Trapp and B. J. Spinrad (Oregon State University).

12:15 p.m. Lunch Break



SESSION II: Sensitivity and Uncertainty Analysis for Dosimetry and
Fusion Reactor Applications

Tuesday Afternoon

Chairman, F. Perey, Oak Ridge National Laboratory

1:15 p.m.
Testing of ENDF/B Cross-Section Data in the Californium-252 Neutron Benchmark Field,
Wolf Mannhart (Physikalish-Tech., Braunschweig, Germany).

1:45 p.m. .

Use of HEDL Codes in the Sensitivity and Uncertainty Analysis of the Pressure Vessel
Embrittlement Damage Function Problem, G. L. Guthrie, F. Schmittroth, R. L. Simons, E. P.
Lippincott (Battelle Northwest Laboratory), and C. Oster (Westinghouse Hanford).

2:15 p.m.
Varied Applications of a New Maximum-Likelihood Code with Complete Couvariance
Capability, Frank Schmittroth (Westinghouse Hanford).

2:45 p.m.
Sensitivity and Uncertainty Analysis Applied to the NBS-ISNF, B. Broadhead and J. H.
Marable (Oak Ridge National Laboratory).

3:15 p.m. Break

3:30 p.m. '
Sensitivity Analysis Applied to an Integral Test of Niobium Cross Sections, Dan Ingersoll
(Oak Ridge National Laboratory) and B. Wehring (University of Illinois, Urbana).

4:00 p.m.

The Application of Uncertainty Analysis in Conceptual Fusion Reactor Design, C. W.
Maynard (University of Wisconsin).
4:30 p.m.

Sensitivity and Uncertainty Analysis for Secondary Energy Distributions, S. A. W. Gerstl
(Los Alamos Scientific Laboratory).

5:00 p.m. v
DISCUSSION SESSION: Discussion of Sessions I and II: Limitations and Future
Directions

7:00 p.m.
RECEPTION and BANQUET:
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SESSION III: Advances and Future Extensions for Sensitivity and
Uncertainty Analysis

Wednesday Morning, August 23, 1978
Chairman, C. Weisbin, Oak Ridge National Laboratory

8:30 a.m.
High Order Effects in Cross Section Analysis Sensitivity. Ehud Greenspan. Y. Karni. and
D. Gilai (Nuclear Research Center, Negev).

9:00 a.m.

Sensitivity Theory for Reactor Thermal Hydraulics Problems, E. M. Oblow (Oak Ridge
National Laboratory).
9:30 a.m.

A New Approach to the Adjustment of Group Cross-Sections Fitting Integral Experiments.
(Y. Chao (Carnegie-Mellon University).

10:00 a.m. Break
10:15 a.m.

Sensitivity Theory for Depletion Analysis, M. L. Williams, J. R. White. J. H. Marable. and
E. M. Oblow (Oak Ridge National Laboratory).

10:45 a.m.
Expectations for ENDF/B-V Uncertainty Files: Couemge St)engtha ana’ Limitations. F.
G. Perey and R. W. Peelle (Oak Ridge National Laboratory).

11:15 a.m.
SESSION IV: Concluding Panel

1:00 p.m. Lunch Break

WORKSHOP on FORSS
Wednesday Afternoon
2:00 p.m. :
FORSS: An Overview of FORSS Sensitivity and Uncertainty Methodology. C. R. Weisbin.

2:30 p.m.

QOverview of the FORSS System: An Introduction of the Modules and Their Intuactzon dJ.
L. Lucius.
3:00 p.m. Break

3:15 p.m.
FORSS Cross-Section Requirements and Preparation: MINX-SPHINX: AMPX: AXMIX. W.
E. Ford, 111

4:00 p.m.
Error Files, Covariance Matrices, the COVERX File, J. D. Smith and F. G. Perey.

4:30 p.m.
FORSS-ANISN, E. M. Oblow.

5:00 p.m. Adjournment



11

WORKSHOP on FORSS
Thursday Morning, August 24, 1978

8:30 a.m,
JULIET: Calculation of Generalized Sources, Responses, Normalization Parameters, and
Sensitivity Coefficients, J. L. Lucius.

9:00 a.m.
The SENPRO File and the SENPRO Service Module, J. L. Lucius.

9:25 a.m.
SENTINEL: Analysis of the Effect of Cross-Section Changes, R. Q. Wright.

9:45 a.m.
COVERT and CAVALIER: Uncertainties Due Exclusively to Nuclear Data Uncertainties,
J. H. Marable.

10:05 a.m. Break

10:20 a.m.,
SENPRO and COVERX Files Available from RSIC, R. W. Roussin.

10:40 a.m,
Improved FIDO, J. H. Marable.

10:55 a.m.
UNCOVER: Uncertainties With Integral Experiments Taken Into Account, J. H. Marable.

11:25 a.m. .
COVERS: Data Preparation for UNCOVER, J. L. Lucius.

11:40 a.m.
NTCRKR: The Inverse Problem, J. H. Marable.

12:00 Lunch Break

1:30 p.m.
Discussion of the Use of FORSS and Demonstration With Sample Problems, All

5:00 p.m, Adjournment
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THE USE OF CROSS SECTION SENSITIVITIES IN THE ANALYSIS
OF FAST REACTOR INTEGRAL PARAMETERS

P.J. Collins and M.J, Lineberry
Argonne National Laboratory
Idaho Falls, Idaho TU.S.A.

ABSTRACT

A cross section adjustment system has been developed at
Argonne National Laboratory to study the various discrepan-
cies obtained in the prediction of a range of reactor param-
eters. Cross section sensitivities are calculated with a
generalized perturbation theory code. Discrepancies with
experiment are minimized by a least squares adjustment of
multigroup cross sections. Correlation data between cross
sections and between integral measurements is included where
available. The sensitivity information permits the correla-
tion, of C/E results for a variety of parameters and assem—
blies having different material compositions and spectra.
The integral data at present includes kogg and reaction rate
ratios for four ZPR "benchmark'" assemblies and seven zero-
leakage test zones built in the UK. Reactivity worths for
several materials and the use of spectrum measurements are
being studied. In addition, sensitivity analysis has been
employed for the study of differences in prediction of power
distributions and control rod worths between homogeneous
and heterogeneous LMFBR designs.

1, INTRODUCTION

The use of cross section sensitivities at ANL-West in the analysis
of fast reactor integral experiments at present falls into two main
areas. The first involves the results from relatively simple benchmark
critical experiments and studies discrepancies in calculated eigenvalues
and central core measurements of reaction rate ratios, reactivity worths
and spectra. The second area concerns the analysis of assemblies more
typical of power reactor designs such as cores with two enrichment
zones and heterogeneous designs. The two sets of analyses are, of
course, closely related through the common cross-section base in the
calculations. However, while the benchmark cores are easily calculated
using simple models and corrections for amalytical approximations are
(hopefully) well known and easily applied, the analysis of the more
prototypical cores requires, in many cases, more care in evaluating
methods corrections. Work in the latter area is at an early stage.
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The benchmark studies use a least squares method of adjusting
multigroup cross sections to minimize the residual discrepancies between
calculation and experiment for a range of integral parameters. This
work has several aims: by relating a wide range of integral parameters
through their sensitivities to the cross section base we are able to
study for example, (i) the relation between discrepancies for different
integral parameters in a given assembly, (ii) the relation between a
given parameter measured in different assemblies with different compo-
sition and spectra, and (iii) the possible identification of unreliable
experimental results. Finally, as an aid in cross section data testing,
it is useful to find if reasonable adjustments to the cross sections
can account for the discrepancies in calculation.

The sensitivities for power reactor parameters have been studied
only recently. Several of the calculated properties of the heterogen-
eous LMFBR cores built on ZPPR proved more sensitive to nuclear data
then did their homogeneous core counterparts. However, these cores
also proved to be more sensitive to the analytical approximations and a
considerable number of corrections were applied before even preliminary
conclusions regarding data sensitivities could be drawn. The present
studies have mostly been confined to one-group sensitivities but it is
possible that some of the '"spatial parameters' may be usefully included
in the multigroup data adjustment code.

.2, THE LEAST SQUARES ADJUSTMENT CODE

The multigroup data adjustment code follows closely the method
described by Mitani and Kuroi(1) except for the addition of correla-
tions between integral parameters. The quantity minimized is

T T -
Q = [Vl Vz:, p L 0 L4
! (1)
0 -1l v
02 2

where V; is the vector of weighted residual discrepancies between cal-
culated and experimental values of the integral parameters, V, is the
vector of weighted residual discrepancies between adjusted and original
values of the multigroup cross sections, pj is the correlation matrix
of integral measurements uncertainties, and p, is the multigroup cross
section correlation matrix. The adjusted values of the integral param-
eters are given by

n

1 ]
= + a,, g, - 0, : 2
Ci Ci ij (J J) (2)
j=i

1
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where C,, ajjs o!, and o; are the initial calculated value of the in-
tegral parameter, the sensitivity coefficient and the adjusted and

multigroup cross sections, respectively.

The code is written for a general group structure and includes a
group collapse option, by summation of sensitivities over subgroups.
The sensitivities are calculated using the generalized perturbation
option of VARI-ID, a one-dimensional diffusion code based on the vari-
ational method of Stacey 2). The code is currently being extended to
two and three spatial dimensions.

Correlations between cross sections have been obtained through ORNL
processing of ENDF/B covariance files. Presently the multigroup covari-
ance library derived by Weisbin for the ZPR-6/7 spectrum is used, and
includes correlations for 235U, 238U, 239Pu, 2L*OPu, and 2*1Py cross
sections(3).

3. INTEGRAL DATA AND UNCERTAINTIES

The integral data being used (Table 1) comes from four benchmark
assemblies, ZPR-3/48, ZPR-6/6A, ZPR-6/7, and ZPR-9/31 and seven zero-
leakage test zones of the ZEBRA-8 series(®) The integral parameters
are k or k_, reaction rate ratios and central reactivity worths.
Typical uncertainties in the data are 2 to 3% for reaction rate ratios
(5% in the earlier measurements in ZPR-3/48), 0.37% for the ZEBRA k_
values and a few percent for small sample worths. Experimental uncer-
tainties in critical masses are negligible but uncertainties of a few

TABLE 1. 1Integral Parameters Used in the Adjustment Code

Assemblies Parameters Number

1. ZPR "Benchmarks'"

ZPR-3/48 (Pu) Kofs G
ZPR~-6/6A (U) Reaction rate ratios 13
ZPR-6/7 (Pu) Central reactivity worths® 19
ZPR-9/31 (Pu) Spectrum ratios? ‘ 3
2. Zebra 8 Zero-Leakage
Zones
Zebra 8A (Pu) k_ 7
8B "
gc " ) Reaction rate ratios 20
"
gg " Relative reactivity worths? 0
12
gg ) Spectrum ratios? 20

a .
These data are available but only some items are presently
included.
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tenths of a percent are estimated for approximations in the calculated
effects of heterogeneity, streaming, etc. Sensitivity coefficients for
the benchmark assemblies were generated by Bohn(5) and McKnight(G).

The correlation matrix being used for reaction rates in the bench-
mark assemblies is shown in Table 2. These data are currently being re-
fined but it is believed that the correlations shown are realistic and
will change only in detail. Correlation data for ZEBRA 8 have been re-
ported by the experimenters and include correlated errors of 1 to 1.5%
between reaction rate ratios and a small correlation of tenths of a
percent between k_ and the reaction rates due to the zero-leakage
technique. Sensitivity data for the neutron spectrum in ZPR-9/31 have
been generated for proton-recoil data. While the uncertainties in the
experimental group fluxes are of the order of 5 to 107, uncertainties
in flux ratios for adjacent groups can be reasonably small so that the
derivation of these correlations is vital in order to make effective
use of the data(”).

TABLE 2. Correlation Matrix for ZPR Reaction Rate Ratios?

ZPR-3/48
28¢/25¢ 1 0.53 0.32 0.00 0.28 0.00 0.01 0.00 0.00 0.00
28f/25¢ 1 0.00 0.19 0.00 0.18 0.00 0.00 0.00 0.00
ZPR-6/6A
28c/25¢ 1 0.29 0.31 0.00 -0.38 0.08 0.00 -0.18
28fy25¢ 1 0.00 0.48 -0.25 0.00 0.42 -0.30
ZPR-6/7
28o/H49f 1 0.24 0.40 0.17 0.11 0.13
28g/49¢ ‘ 1 0.33 0.04 0.71 0.23
25¢/49¢ 1 0.04 0.22 0.55
ZPR-9/31
280 /49f 1 0.22 0.26
28f/‘49f 1 0.44
25f/'—+9f 1

4column labelling is the same as for rows.

Calculations for the integral assemblies were made within the
Argonne Reactor Computation (ARC) system. Cross section processing and
cell heterogeneity treatment was generally done with the MC2-II and
SDX codes using an intermediate library in 150 to 200 groups which was
collapsed to 28 groups for the final reactor calculations. It is very
important to ensure that the calculations of integral parameters be as
elaborate as necessary to minimize errors due to modelling. This is
illustrated in Table 3 for two difficult cases, ZEBRA 8A and 8C. Both
of these test zones are very heterogeneous; 8A had a relatively soft
spectrum and 8C contained steel as the only diluent. The initial cal-
culations with the SDX code gave relatively low values of k_ in 8C and
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TABLE 3. Comparison of VIM and SDX Calculations

ENDF/B-IV  Adjusted

Parameter Calculation C/E C/E
Zebra 8A k_ MC?/SDX 0.998 1.003
VIM 0.969 0.990
Zebra 8A 28c/49f MC2/SDX 0.997 0.961
VIM 1.041 0.998
Zebra 8C k_ MC2/SDX 0.957 0.995
VIM 0.968 0.996
Zebra 8C 28c/49f MC?2/SDX 1.029 0.992 -
VIM 1.031 0.995
Adjustments to MC2/SDX -1% to -40%

steel capture VIM -1% to -20%

of 28¢/49f (238U(n,y)/239Pu(n,f)) in 8A. Because of the heterogeneity,
further calculations were made with the VIM Monte Carlo code which gave
significant increases in these parameters. The adjustment code was able
to fit the k for 8C since no other parameter in the system was very
sensitive to steel data. However large reductions in steel capture of
up to 407 were required with the SDX calculations and these were approx-
imately halved when the VIM calculations were used. The code was unable
to give a good fit to the 28¢/"%f ratio in 8A when the SDX calculations
were used because of the constraints imposed by many other parameters
with a high sensitivity to 238y capture. The MC2/SDX path has been ex-
tensively tested again?t VIM for the ZPR-6/7 unit cell and very good
agreement was obtained 8) Recent developments include the RABANL
option for improved resonance shielding capability and an improved treat-
ment of steel resonance data. These have not yet been used for the
ZEBRA 8A and 8C cases.

4. RESULTS FROM THE DATA ADJUSTMENT STUDIES

A detailed comparison of the integral parameters calculated with
ENDF/B-IV data and the parameters after data adjustment was given in
Reference 9. Since those calculations were made, the carbide bench-
mark assembly, ZPR-9/31 has been added to the system. A summary of the
results for k and reaction rates is given in Table 4. In this summary
the results from the ZEBRA 8 zones have been averaged and compared
with those from the ZPR assemblies. For the adjustments only k and
reaction rates were included. The principal adjustments to the multi-
group data are also given in Reference 9.

The adjustments result in increases in k values of 1 to 2%. The
280 /49f ratios decrease by 3 to 5% but the values for ZPPR cores remain
higher than those for ZEBRA. Thus there is an indication of a
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TABLE 4. Integral Parameters Before and After Data Adjustment

ENDF/B-1V Adjusted

Parameter Assemb ly C/E C/E

kKoff °T Ky Mean Zebra 8  0.979 + 0.010%  0.997 * 0.0072
ZPR-3/48 0.991 1.002
ZPR-6/6A 0.987 1.000
7PR-6/7 0.984 1.000
ZPR-9/31 0.988 1.000

28, /49¢ Mean Zebra 8 1.030 * 0.010 0.995 *+ 0.004
ZPR-3/48 0.926 0.899
7PR-6/7 1.084 1.037
ZPR-9/31 1.066 1.000

28¢/49¢ Mean Zebra 8 0.979 * 0.020 0.985 + 0.018
ZPR-3/48 0.990 1.021
7ZPR-6/7 0.968 0.996
ZPR-9/31 0.960 0.991

25¢/49¢ Mean Zebra 8 . 0.992 * 0.021 0.994 + 0.022
7ZPR-6/7 1.033 1.032
ZPR-9/31 0.958 0.959

284/25¢ Zebra 8H 1.038 1.008
ZPR-6/6A 1.028 0.989

28f/25¢ Zebra 8H 1.022 1.015
ZPR-6/6A 0.962 0.993

aRMS deviation from the mean.

systematic difference in the two measurement techniques. Values of C/E
for this ratio are generally in the range 1.06 to 1.10 for a large number
of measurements in ZPPR(10), The low value for ZPR-3/48 is an exception
but the experimental uncertainty is about 5%. The 238y capture cross
sections are reduced by 3 to 7% by the adjustment(g) and well within

the estimated standard deviations. As noted earlier large reductions

in steel capture of up to 20% are required to fit the k for ZEBRA 8C
but this is the only parameter included which has a high sensitivity

to steel data. Values of the 2°f/"°f ratio are only marginally im-
proved by the adjustment but these were originally within one to two
standard deviations of experiment. The recent measurement for ZPR-9/31
gives the lowest C/E value for this ratio.

Central reactivity worths were not included in the data adjust-
ment calculations described above. These are potentially valuable in
data studies because large C/E discrepancies are generally obtained.
Table 5 shows the effect of adding central worths to the set of param-
eters used in Table 4. Because of the uncertainty of about 5% in the
Seff values and reactivity scale, the effects of using worths relative
to the 23%9Pu worth as well as absolute worths are included separately.
Although the 108 worth was included the boron data itself was not
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adjusted. With relative worths in the fitting, values for 108 and
sodium are readily fit to the value of 1.16 for 23%9py in ZPR-6/7, with
only small changes in the fit for the other parameters. With the ab-
solute worths included,the C/E for 239py obtained is 1.08 while those
for 0B and sodium are close to unity. The mean C/E for the 238y
capture ratio is decreased by 1% in this case. The value of 1.08 is
consistent with results from ad}usted data sets which have B eff values
some 5-77% higher than ENDF/B 11} and which yield C/E values close to
unity for central worths. It is also consistent with comparisons of
calculated and experimental Be values in ZPR cores which have C/E in
the range 0.90 to 0.95 but with about 5% uncertainty in the measurement.
The principal data changes required to fit the central worth results
were for 239pu capture; changes of up to 307 were made and these were
large compared with the estimated uncertainties of 10 to 20%. Changes
of up to 10% were produced for 2540py capture and of 1 to 5% in steel
and 238y capture but these were small compared with the uncertainties.
Changes of up to 10% occured for scattering dafa in steel, sodium, and
oxygen in order to fit the sodium worth, but the other parameters in
the fit have only small sensitivity to these data.

TABLE 5. Studies of Central Worth C/E's

Worths in Fit
Relative Absolute

Parameter ENDF/B-IV None Worths Worths
ZPR-6/7 Worth(239Pu) 1.19 1.16 1.16 1.08
ZPR-6/7 Worth (10B) 1.12 1.09 1.16 1.03
ZPR-6/7 Worth(Na) 1.43 1.34 1.17 1.02
ZPR-6/7 Kof 0.984 1.000 1.000 0.999
Mean Zebra-8 k_ 0.979 0.997 0.998 0.997
Mean Zebra-8 28¢/49f 1.030 0.995 1.001 0.985

5. SENSITIVITY STUDIES FOR POWER REACTOR MOCK-UP CORES

One of the principal results of the recent studies of a heterogen-
eous core in ZPPR was to show significant errors in calculated radial
power distributions. Reaction rates at outer core positions were cal-
culated several percent higher than near the core center. Correspon-
dingly, radial biases in C/E values were found for other spatially de-
pendent parameters. This behavior was not found in previous studies
of two-zone homogeneous cores of similar size.

ZPPR-7A was  a benchmark in the heterogeneous core series which
contained a central blanket zone and three internal blanket rings but
no central rod positions. Errors in calculated 235y fission distri-
butions are illustrated in Table 6. The C/E ratio in the outer core
region was 4.6% higher than near the center. The relative (statistical)
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TABLE 6. Errors in the Radial 23%U(n,f) Distributions in ZPPR-7A

First Core Ring Outer Core Ring Difference

Reference C/E with 1.004 1.050 +4.6%
a
Xy transport Sy,-P;

Correction factors: .

Streaming 1.008 0.997 -1.1%
(Sg-P1)/(54-P1) 1.002 0.997 -0.5%
(58—P3)/(38—P1) 0.999 1.002 +0.3%
Mesh size (Sg-Pjy) 1.000 1.000 0.0
Buckling Approximation 1.002 0.999 -0.3%
Space-dependent 1.003 0.999 ~0.4%
group collapse
Total Correction 1.014 0.994 -2.0%
Corrected C/E ° 1.018 1.044 +2.6%

a . , .
Scattering was treated with a Py expansion, corrected for transport
effects.

accuracy of the experiments was about 0.77. Similar results were found
for other non-threshold reactions. More detail of the results is given
in Reference 10. A detailed investigation of approximations in the
calculation method was made. Corrections were derived for streaming
effects, higher order angular quadrature, anisotropic scattering, mesh
size, zone and group dependent buckling approximations and spatially-
dependent group collapse. The relative corrections totaled 2% and re-
duced the original discrepancy to 2.6%.

In order to understand the residual discrepancy a number of data
sensitivity studies were made. In these the multigroup data was changed
by the same percentage over all energies using a cylindrical model of
the reactor. The same variations were made for a model of a conventional
core, ZPPR-2. As shown in Table 7 a significantly greater sensitivity
was found in the heterogeneous core for several cross sections, princi-
pally 238y capture and inelastic scattering and transport cross sections.
A five percent reduction in 238y capture, consistent with the benchmark
studies (Section 4), gave an improvement of 17 in the power shape of 7A
relative to ZPPR-2. These same data alterations were found to give
similar changes in keff for both cores, consistent with the critical
mass predictions.

A similar sensitivity was found for control rod predictions in the
heterogeneous core. In ZPPR-7B; the reference calculations gave a C/E
for outer ring control rod worths 117 higher than for the inner ring.
Relatively large methods corrections were found which reduced this
discrepancy to 5%Z. As for the power distributions, it was found that
this difference was halved by a reduction in 238U capture of 52(10)



TABLE 7. Effect of Cross Section
Alterations on Power Density Shape

Effect on Power Density Tilt?, %

Cross Section Alteration, 7% ZPPR-7A ZPPR-2
238y(n,y) -5 +1.6 +0.5
238y (n, f) +5 40.2 40.1
238y(n,n") -10 4+0.8 "0
23%pyu(n,y) +10 -0.1 -0.2
239%py(n,£) +1 0 "0
Fe(n,vy) -10 +0.1 +0.1
T -5 +2.2 +0.4
tr (core only)
z -5 +0.9 -
tr

dpatio of C/E near the core center to that near the core edge.

Data sensitivity studies for power distributions and control rod
worths are being extended for ZPPR-2, ZPPR-9 (a 700 MWe size assembly),
and a 13?0 yWe core similar to that used in recent international com-
parisons 11 It is important to determine how far the comparisons of
calculation and experiment in ZPPR-9 will go in predicting the accuracy
of calculations in the larger core. Some results for the inner core
power shape, with cross section sensitivities in one group, are shown
in Table 8. For this parameter, the sensitivities increase signifi-
cantly on going to the large core size. Sensitivities for ZPPR-9 are
about 60 to 70% of those for the 1300 MWe core for the most important
cross section items. Using the one group cross section changes, shown
in reference 11, together with these sensitivities, we can account for
a large part of the power shape differences between ENDF/B-IV and the
adjusted data sets.

6. SUMMARY

The data adjustment method is valuable for studying the signifi-
cance of calculational discrepancies for a wide range of integral param-
eters. The present results for several benchmark parameters show good
consistency between eigenvalue and 28 /49¢ comparisons. A possible
bias between UK and US measurements of this ratio is indicated and a
few measurements of other reaction rate ratios fall somewhat outside
the expected range with the currently evaluated errors. Further study
of the central reactivity worth results and inclusion of more indepen-
dently measured parameters is desirable. Preliminary studies of sensi-
tivities for spatial parameters in power reactor type cores have been
useful in showing that calculational discrepancies observed are con-
sistent with uncertainties in the multigroup data. The extension of
this work into the data adjustment code may be possible, but special
care is required in making corrections in the calculation model.
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TABLE 8. Sensitivities for the Inner Core Power Shape

Sensitivity for Center/Edge Ratio
of 239Pu(n,f) in the Inner Core
Cross-Section ZPPR-2 ZPPR-9 1300 MWe Core

238y ¢ -0.084 -0.254 -0.365

£ +0.010 +0.032 +0.036

v +0.014 4+0.054 +0.061

(n,n") -0.001 -0.047 -0.065

239%py ¢ -0.015 -0.021 -0.022

f +0.001  +0.001 +0.020

v -0.009 -0.050 -0.050

240py ¢ -0.002 ~ -0.002 -0.004

£ -0.003 -0.009 -0.024

241 c - _— -0.001

£ +0.001  +0.003 +0.026

242py ¢ - - -0.001

f - - -0.003

Fe c ~ -0.006 -0.011 -0.020

Cr ¢ -0.003 -0.005 -0.010

Ni ¢ -0.001 -0.002 -0.007

Radial diffusion +0.135 +0.414 +0.721

coefficient
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ADVANCES IN FAST REACTOR SENSITIVITY AND UNCERTAINTY ANALYSIS*

J. H. Marable and C. R. Weisbin
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

ABSTRACT

A review of present methods and existing computer codes at ORNL as
well as elsewhere indicates an enormous capability not only to calculate
sensitivity coefficients but also to apply them to a variety of purposes.
Extensive files of sensitivity coefficients have been created and gathered
for fast benchmark experiments and for two-dimensional models of fast
power reactors of several designs, including k-reset effects when appro-
priate. These sensitivity files have been combined with covariance files
which quantify the uncertainty in the differential nuclear data to predict
the uncertainty in calculated performance parameters. Recent applications
of these files have been made to adjust a large amount of both integral
and differential data by incorporating benchmark experiment values and
their covariances. By means of adjustments of this type, it is hoped that
the differential data base as well as the integral data base can be
improved. '

However, there are still many limitations to our present capabilities.
One of these limitations has been our inability to include in a complete and
systematic way the effect of methods uncertainties on the determination of
adjusted data, which depends in general not only on experimental measurements,
but also on estimates of covariances associated with the measurements and the
methods. Also, the uncertainty in adjusted data contains contributions from
uncertainties in covariance estimates which contributions we have heretofore
neglected. A new and comprehensive approach to include effects of methods
uncertainties is presented here, and all sources which contribute to the
uncertainty of the adjusted data are considered. This new approach is .
demonstrated using rough estimates for the methods uncertainties as applied
to a simplified representation of the ZPR-6/7 fast benchmark. The results
indicate that it may be essential to include methods uncertainties if inte-
gral experiments are to be used for the creation of adjusted nuclear data
Jibraries. A careful evaluation of methods bias and uncertainties must still

be performed.

1.0. INTRODUCTION AND BACKGROUND

The primary goal of sensitivity and uncertainty analysis is to answer
reactor physics questions of importance to design.! Such analysis is

*Research sponsored by the Division of Reactor Research and Technology,
U. S. Department of Energy, under contract W-7405-eng-26 with the
Union Carbide Corporation.
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especially applicable to (1) measuring the significance of individual
contributions to calculated performance parameters, (2) pinpointing
sources of significant uncertainty in performance parameters, (3) quan-
tifying the impact of uncertainties in data bases and of changes in data
bases, (4) reducing the sources of uncertainty by (a) giving guidance to
planning integral and differential experiments, (b) giving guidance to
methods development and (c) giving guidance to evaluators for adjusting
data bases and methods so as to be most consistent with all the available
information, and (5) providing tools for the optimization of design per-
formance parameters of economic importance.

The present ability of the ORNL FORSS sensitivity and uncertainty
analysis system to accomplish the foregoing is indicated by the present
status information in Table 1. These accomplishments over the past
several years are substantial achievements, not only with respect to the
quantity and quality of the work but also with regard to the impact of
this work. For example, sensitivity and uncertainty analysis has played
an important role in evaluating the effect of going from ENDF/B-IV to a
proposed preliminary version of ENDF/B-V.2

Table 1. Present Status of ORNL Sensitivity and Uncertainty Analysis.

o One-dimensional driver-controlled version of FORSS? {released through RSIC) calculates sensitivities" of keff’
reaction-rate ratios, and worths. )

Calculate sensitivities of two-dimensional models using DOT-IVS and VENTURE.®
¢ Calculate sensitivities of design reactors with k reset to unity using enrichment.’

8 Compare sensitivities quantitatively by magnitude and by energy-dependent shape over and above that imposed by
group structure.8

§8 Calculate effect on performance parameters due to a change in data base (e.g., ENDF/B-IV proposed ENDF/B-V)."
®- Calculate uncertainties in performance paraméterﬁ due to uncertainties in nuclear data.!

§ Adjust 1grge arrays of integral and differential data to make them consistent with prescribed calculational
methods .

§ Determine the least expensive differential-data measurement program which will meet prescribed uncertainties
of calculated performance parameters.!

8 Calculate sensitivities of elementary time-dependent systems.!0

An elementary example of the type of information available from a
.sensitivity analysis is presented in Table 2. These data are from a
study® in which the sensitivities of three LMFBRs at equilibrium cycle
were compared; a plutonium-fueled breeder, a 20% denatured 233U-Th
breeder, and a 233U fueled breeder. Table 2 gives energy-integrated
relative sensitivities of k to the fission cross sections of various
nuclides. From this table we see, for example, that a relative error
(or change) in the 2%1Pu fission cross section is 50% more significant
to the multiplication factor of the conventional plutonium-fueled LMFBR
than an equal relative error (or change) in the 238U fission cross
section. On the other hand, we may note that a relative error (or change)
in the 239Py fission cross section is as significant to the multiplication
factor of -the 20% denatured-fueled LMFBR as an equal relative error (or
change) in the 238U fission cross section is to the multiplication factor
of the conventional fast breeder design.
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Table 2. Total Sensitivities of k to Fission for the three LMFBR Designs
Indicate Similarities for the Principal Fuel Nuclides.

K(Pu)® k(20%)® k(U-233)°
Th-232 .007 .015
u-233 .507 .583
U-235 .009 .002
U-238 .083 .046
Pu-239 .453 .084
Pu-240 .038 .001
Pu-241 .120 .000
Pu-242 .008 .000

9A conventional Pu-fueled LMFBR.
bp 20% denatured LMFER.
€A 233)-Th LMFBR; data from R. D. McKnight and R. B. Turski of ANL.!!

An example of the results of applying uncertainty analysis to the
multiplication factor and the breeding ratio (fertile capture to fissile
absoretion ratio at mid-equilibrium cycle) of a conventional 1200 MWe
LMFBR7>° 1is shown in Table 3. In this table the nuclear-data-induced
uncertainties associated with calculations of these performance parameters
are compared with the uncertainties which would result from using a nuclear
data set adjusted to fit the six benchmark integral experiments shown.

The effect of maintaining k equal to unity (k-reset) by enrichment is also
shown. These results in Table 3 show that adjustment of differential
nuclear data so as to be consistent with integral experiments can help
bring uncertainties of calculated performance parameters within acceptable
Timits.

Table 3. Standard Deviations of Performance Parameters in Percent.

28C 28f 28f Logf
Assembly k B.R. T3¢ T8 75f 75¢
ZPR-6/7 2.27 7.20  3.41
(adjusted)®  0.40 1.5 1.34
ZPR-3/56B 1.72 . 3.99  3.77
(adjusted)®  0.36 - 1.49  1.43

LCCEWG mode1? 2.09  6.37(2.74)°
(adjusted)®*  0.39 1.63(1.41)°

The adjusted standard deviations are based on a 1/2% error in
experimental values-of k and a 2% error in reaction rate ratios
for the ZPR-6/7 and ZPR-3/56B benchmarks.

PThis LMFBR model is described in Ref. 12.
®Quantities in parentheses are k-reset.

In spite of these accomplishments, however, there still remains much
to be done in order to achieve the goals set forth. There are still many
limitations to present capabilities, and many needed data are incomplete
or missing. Some of the important limitations are summarized in Table 4.
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Table 4. Present Limitations.

® Sensitivities are for group-averaged self-shielded cross sections, not with respect to ENDF/B data directly.

® Covariance files are incomplete, especially regarding integral experiments, resonance parameters, and secondary
distributions.

® Uncertainty of calculational methods has not been included in a complete and systematic way.

® Integral experiments have not been included in the inverse problem and cost functions for data measurements have
not been entirely realistic.

® pepletion and fuel management have not been treated in a time-dependent fashion for sensitivity analysis.

® Sensitivity analysis has not been applied to design problems, such as core design optimization, in the framework
of a complete overall cost-benefit program.

One of the important Timitations mentioned in Table 4 is our present
inability to include methods uncertainties in a practical and realistic
way. This limitation is made manifest through (1) lack of methods uncer-
tainty data and (2) lack of a technique of using such data in our present
uncertainty analyses.

The remainder of this paper addresses this latter problem, namely:
How can one include methods uncertainty data (assuming this is available)
in uncertainty analyses? In particular, we ask what roles methods uncer-
tainties play with regard to the total uncertainties in calculated perfor-
mance parameters and also with regard to the adjustment of data? Finally,
we demonstrate this new technique of including methods uncertainties by
using simplified data for ZPR-6/7.

2.0. A GEOMETRIC APPROACH

It is convenient as well as enlightening to consider the process of
data adjustment from a geometrical viewpoint. For this purpose we form
a multidimensional space of certain selected relevant physical observables,
which are the integral measurements and the evaluated differential measure-
ments (cross sections, etc.). For our present purposes, we do not include
design specifications as variables in this space. Figure 1 is a plot of
two dimensions of such a space. The horizontal axis represents a nuclear
datum which results from an evaluation of differential measurements and
the vertical axis corresponds to an integral measurement.

In this space the point x represents the results of all the experi-
mental measurements, integral 58Pwell as differential. Its coordinates
are the best values (using weighted means and other evaluation techniques)
of the experiments.
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Figure 1. The experimental point xexp is usually compared

against the caiculational point Xes but x; is the “closest" point
consistent with the method M.

2.1. A Natural Metric

Uncertainties are associated with this experimental point Xexp* In
its most general form these uncertainties are represented by a d1s%r1bu-
tion. It will suit our present purposes to represent the uncertainties
by a covariance matrix B. This covariance B is a symmetric matrix and
has an inverse. The symmetry property is not an assumption, but is
inherent in the definition of covariance (superscript T indicates the

transpose) T
axexp > - (1)

The geometric significance of the covariance matrix can be seen by
plotting the quadratic surface

B = <6Xexp

T -1

(x - Xexp) B (x-x._..) = 1 . (2)
This surface forms an ellipsoid about the experimental point xexp as
shown in Fig. 1. The directions of the principal axes of the e]?ipsoid
correspond to uncorrelated linear combinations of measurements, and the
half-lengths of the principal axes of the ellipsoid are simply the
standard deviations for these uncorrelated combinations. These principal
axes form a complete orthogonal basis for the space, and the unit of dis-
tance along each principal axis can be chosen to be one standard devia-
tion. Thus the matrix B~! forms a natural metric with which distance is
measured in terms of standard deviations.

exp
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2.2. The Calculational Method

We assume that we have a calculational method by which we can calculate
each of the integral quantities from the basic differential nuclear data.
Thus we have for each of N0 integral experiments

(XC)i = fi(xd)’ i =1, NO . (3)
where (x.)j is the calculated value of the i'th integral experiment, N, is the
number of integral experiments, and the functions f; represent the calcula-
tional method. These functions depend on design data associated with the
individual integral experiments as well as the differential exper1ment
variables xq.

For each i Eq. (3) represents a hypersurface. The intersection of
the N, hypersurfaces forms a hyperspace M which we call the calculational
man1fo]d because it geometrically represents the calculational method as
applied to the totality of integral experiments. We assume here that this
generally curved hyperspace M is linear in the vicinity of the experimental
point Xexps S shown by the straight line in the two dimensions of Fig. 1.

2.3. Two Conventional Approaches to Adjustment

As one would expect, it turns out that the experimental point Xe
almost never Tlies in the calculational manifold M. In fact, the calcu?a—
tional manifold M frequently does not even overlap the 1-o e111pso1d,
around Xexp- A Procrustean response to this situation is made according
to whether one is an experimenter or an analyst. It is as if there were
two Procrustean beds, the first on which heads are lined up at one end and
feet chopped off at the other end, and the second in which feet are lined
up and then heads are chopped off at the other end. In either case one
achieves his goal: the resulting bodies match the beds. Some observers
like to point out that there is a difference between chopping off heads
and chopping off feet — still others are more squeamish and try to avoid
the whole bloody business. But we will not be squeamish here, and, hope-
fully, we will not be gquilty of the alternative Procrustean response of
stretch1ng the body of data beyond the natural Timits imposed by associated
covariances.

Let us conjecture the viewpoint of an integral experimenter. He
assumes the integral components of x4 p to be truth. His view of the
method is focussed on the single point"x. (Fig. 1), which is determined
by the measured differential experiment values and by the values of the
integral quantities as calculated from the differential data. This point
is especially convenient since only the integral experiment components
differ from the experimental point. He therefore moves this point Xc to
a point x.' determined so as to obtain as good agreement as poss1b1e with
the integral experiment values and at the same time maintain a few con-
straints. These constraints are that biases or relat1ve biases associated
with corresponding similar integral experiments (e.g., £f in two differ-
ent assemblies) should be equal, or at least nearly equa? In this Tight
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the experimenter considers his experiments as measurements of the bias (or
C/E) and also assigns uncertainties to these biases using standard
methods.!3»>1% By these techniques he is frequently able to arrive at an
adjusted calculated point x.' whose 1-o uncertainty overlaps part of the
1-0 of the integral experiment.

The analyst finds it difficult to assign physical meaning to a bias

factor which satisfies no known equation of the theory. On the other hand,

he is guided by Boltzmann's princiﬁgb that nothing is more practical than
a good theory and by the belief that his calculational method represents
“truth." He therefore projects onto M the exper1menta1 point Xgyps 1.€.,
he finds that point X1 on the manifold M which is closest to the experi-
mental point x using the metric B™1, and then he assigns an uncertainty
indicated by tﬁe projection of the quadratic B onto the hyperspace M, as
shown in Fig. 1

2.4. Adjusting the Data to the Method

Let us look more closely into the process described in the foregoing
paragraph. For this it is convenient to introduce the concept of a pro-
jection operator. Let P, denote the operator which projects an arbitrary
vector onto the perpendiéu]ar to the manifold M and P|| projects parallel
to the manifold M.

Then we have the following properties

LRI T PP O | ()
Pl B-1 = glp . (6)

Equations (4) and (5) are general properties concerning the completeness
and orthogona11ty of the complementary projection operators P and P||,

% relates an arb1trary projection operator P and its transpose

Pl to the metric B~ We must yet relate our prOJect1on operator to the
calculational man1fo]d M. Because this manifold M is linear, it can be

represented by a matrix #such that

Fx = sy (7a)
where 45 is a vector of suitable biases or d1sp1acements along the direc-

tions corresponding to the integral experiments and x is any point lying
in the calculational manifold. An alternative to Eq. (7a) is

& (x-x,) = 0 (7b)

for any two poihts x and x, which lie in the hyperspace M.

La
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The elements of & are essentially sensitivity coefficients. More
explicitly, & may be expressed by

& = [-1, s] (8)

where -1 is the negative unit matrix with order equal to the number of
integral experiments and S is a matrix whose row vectors give the sensi-
tivities of the calculated integral experiments with respect to the differ-
ential data. We are using here absolute and not relative sensitivities.

We also have the condition
since P|| projects onto the hyperspace M.

From the requirements of Egs. (4), (5), (6), and (9) it follows (as
shown in Appendix A) by algebraic processes that

Pl = B 6-1 & (10)
where

6 = S . (1)

It follows that the point x; is determined by the following equation

X1 = Xeyp * Pl_(xo'xexp) (12)

where x, is any point lying on the calculational manifold M. Usually it

is convenient to choose the point x5 as the calculated point x.. Equation
(12) is the basis for many adjustment schemes.

2.5. The Uncertainty Associated with the Adjusted Data

The uncertainty in the adjusted point x; is usually given by the
covariance B; found by projecting the experimental covariance B onto the
calculational manifold M. Geometrically this is represented by the
orthogonal projection of the 1-o ellipsoid, as shown in Fig. 1.
Algebraically this adjusted covariance B; is given by

T

= B~ Pl_B (13)

where the final expression with reduced matrix multiplication results
from applying Eqs. (4) through (6).

Although Eq. (13) is the expression usually given for the uncertainty
in the adjusted point x;, in order to arrive at the total uncertainty in
xy one should include all contributions. A1l contributions are found by
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considering the following expressions, valid to first order, and which
comes from Eq. (12), as shown in Appendix B,

§ x; = P|| S Xaxp
+ Pl_d xo
+ P|[ B B~! Pl_(xo'xexp)
+ B A (xo—xexp) , (14)
where : ,

The geometric interpretation of Eq. (14) is exactly as one would
expect. If one keeps the calculational method (represented geometrically
by the manifold M and algebraically by é?’and Xo) fixed, then any change
such as dxexp or 8B can only result in a change 8x; which lies in the
manifold M.” On the other hand, a change in x, (i.e., in the bias) results
in a change &x; perpendicular to the manifold M. And a change 8% in the
sensitivities, which determine the slopes of M, causes a change §x; which
has components perpendicular and parallel to M. However, if the calcula-
tional point x, (assumed to remain fixed while & variesj is chosen to be
X,, then a change &% results in a 8x; lying entirely in M.

From this first order expression we find the corresponding covariance
T _ T T
{8xy 8% > = P|I <6xexp axexp> P|!
T T
+ PJ_<<Sx0 8x,, >PJ_

)T T T

—1 _ -
+ P|| {SB B Pl‘xo xexpi(xg Xexp Pl
o'xexp)(xo'xexp) A™>B
T T
+ [PH <<Sxexp 6x,, > EL ] + transpose

B™1 8B P,I
+ B {Aa(x

+ [Pll {sB B! Pl‘x -x__ ) oxF > PIIT] + transpose

o “exp’ ~Texp
+ [PlI (8B B! Pi}xo-xexp) 6x6T> Eli] + transpose
+ [B<(A(xo-xexp) dxgxp> P||T] + transpose (16)
+ [B (A(xo-xexp) 6x0T> ?LT] + transpose
+ [B (A(xo-xexp)(xo-xexp)T PlT B-1 B> PllT] + transpose.

We note that the usual expression given for the covariance of x,
[Eq. (13)] is actually only the first term of the sixteen terms on the
right of Eq. (16) and thus has many missing contributions. In the
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following we shall consider only the first four terms. The remaining six
pairs of terms we expect on first guess to be small. They will be examined
more closely in a later study.

Assume the method is fixed. They Eq. (12) gives the expression for
the so-called "best" point x;, and the uncertainty in x, is given by the
covariance of Eq. (16). Since the method is fixed, there should be no
contribution from uncertainties in & and xg, but there are still the con-
tributions from 8B, due to the imprecision with which covariance matrices
are currently estimated.

If the relative uncertainties in B are perfectly correlated so that
8B = B 8u where &u is a scalar, then it is easy to see geometrically as
well as algebraically that there is zero contribution from the uncertainty
in B. However, if the uncertainties are not perfectly correlated, then
there will be a contribution. For example, assume that we can partition

B into
B, 0
B = L (17)
0 B,

where By is the integral experiment covariance and B, is the differential
experiment covariance, and further assume that

816U1 0
8B = (18)
0 826U2

so that the uncertainties in the integral experiment covariances are
strongly correlated and the uncertainties in the differential experiments
are strongly correlated. Then we can write

(7220« (Ba ) (22)
8 = B\—2— /)" \o-8,/\ 72—/ - (19)

The assumption of Eq. (18) might represent a situation in which the
covariances of the integral measurements were calculated by one evaluator
using his methods and the covariances of the differential measurements
were calculated by another evaluator using different methods. Such

~uncorrelated uncertainties in the integral and differential covariances
give rise to an uncertainty in the direction of projecting onto M as
shown in Fig. 2.

The third term of Eq. (16) may be expressed

B,G 15B,5TG"! o1 )
G Bl G—IBIG 1582)
(20)

The subscript I refers to the truncated vectors containing only integral
components. '

{(8up-6u) % < >(xc-xexp)1(xc-xexp)}(G'ISBzS

B,STG"1B,672
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Figure 2. Dispersion in the covariance of the experimental
measurements gives rise to a dispersion in the projection of the
experimental point onto the method manifold M. :

The first factor <(6u1-6uZ)2> vanishes if &u; = 8y, = Sy as discussed
previously. If Su; and Sy, are uncorrelated, i.e., if the uncertainty of
the integral experiment covariance is uncorrelated with the uncertainty in
the differential experiment covariance, then :

{Sup Spp> = 0 (21)
and
V2 2 2
<(5U1 = 5112) > = <5U1 >+ <5le > . (22)
Now it has been estimated that the uncertainties in the differential
and integral experiment covariances used for the adjustment in Ref. 9 are

of the order of 50%.!2 Accordingly, each term on the right of Eq. (22)
would be 0.25, with a corresponding value of 0.5 for the sum.

We may express our final results for the third term of Eq. (16) by

2 2 G-B,
(<8uy >+ <bup >)< T> X (G-B; SBy) (23)
where
X = AAT (24)
and ’

A= GTIBLGT (xox ) - - (25)

exp
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These results are valid under the assumptions given in Egs. (18) and

(21), namely that the uncertainties of the integral experiment covariances
are correlated with correlation coefficient of unity and that the uncer-
tainties of the differential experiment covariances are similarly corre-
Jated, but that the integral and differential measurements are uncorrelated.
Note that there is no attempt here to prove the validity of the above
assumptions, only to evaluate the consequences of such assumptions in the
absence of more concrete information.

2.6. Adjustment of Both Data and Method

It should be noted that Eq. (16) gives the uncertainty in x; which is
defined by Eq. (12). We have not yet considered the question of whether
this x; really defines the "best" point consistent with all the data. It
can be considered to be the best point only if the calculational method as
given by M represents absolute truth. This, however, is generally not the
case.

The calculational method will in general have uncertainties associated
with it, as shown by the shaded portion surrounding M in Fig. 3. These
uncertainties can be represented by uncertainties in the parameters which
define the calculational manifold M. Under our previous assumptions this
is a linear manifold and is represented by sensitivities 5? and by a bias
s [Eq. (7a)], or by a representative point x,.

Integral Measurement

X .
Differential Measurement diff
Figure 3. The optimum point x is found by adjusting the

method from M to M' and the data point from xexp to x.

When we look for the "best" point x consistent with all the data,
we should be free to vary our method parameters as well as our integral
and differential values. Thus we should 1ike to find a method M' with
parameters x, S, and 4 which minimizes the "distance"
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T
X = Xaxp X = Xaxp

_ -1 -
‘—? ‘-—?0 Bext ‘? ‘?0 (26)
4 -5, s -4

where B,y + 1s an extended covariance matrix including the methods uncer-
tainties 7n & and 4 as well as the data uncertainties in x. The column
vector 57 consists of the elements of the rectangular matrix 572 A
similar relation holds between , and Fo- This minimization is subject
to the constraint -

Fx = 5 . (27)

We can in Tike manner relate the initial method parameters % and 5q to
either the calculational point x. or the initial projected point x;

‘gg e % (28)

% X1 = /50 . (29)

The above problem of minimization subject to a quadratic restraint
is a nonlinear optimization problem. In the following we will simplify
the problem in order to readily find solutions to be able to illustrate
and assess the impact of these results.

We first assume that there are no correlations between experimental
and methods uncertainties or between methods sensitivities and methods
biases as represented by & and 5. Our extended covariance then has the
partitioned form

exp 0 0
Bext N 0 Bsens (30)
0 0 Bbiaé

Note that B Xp is the integral and differential experiment covariance
matrix deno%ed in previous sections simply by B.

Combining Eqs. (26) through (30) we find that we wish to minimize
the following

(x-x_. )7 B2l (x-x.. ) + (x-x1)" %T Brias Fx-x1)

P B P D)+ PR 5o PR
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For our illustration we further assume that the sensitivities
are so well determined that the last three terms can be neglected. In
other words we are assuming

S - 9; . (32)

Tt follows that the first two terms of Expression (31) are to be
minimized by suitable choice of x. In Appendix C it is shown that the
solution is given by

X = X + Q(

X =X
exp 0 “exp

) (33)

where Q (not generally a projection operator) is given by
- T =1 - -1 -1
Q = By, & 6 D1 -0-0) (0 +8; 8,07 1F - (34)

Bi is a matrix defined in Appendix C and X is a scalar defined by

2
X.
e p— T (35)
Xexp * Xib
where
2 _ T -1
Xexp (Xc_xexp)I G (Xc'xexp)I (36)
and
S = (X xeo)] [Buaoo + BT (x ox, ) (37)
Xib "¢ “exp’l “"bias i c "exp’l

The resulting value for the minimum of the first two terms of Expression
(31) is

2 2
X3hX
2 _ 2 _ ~ib%exp
X = XX = (38)
exp Xib*Xexp

Dividing this x* by the number of integral experiments N, gives the chi-
square per degree of freedom, which is often used to eva?uate the good-
ness of fit.

The uncertainty associated with the adjusted point x may be calcu-
lated in the same manner as the uncertainty in x; was calculated above
in Section 2.5. Thus the equivalent of Eq. (16) would be calculated by
first calculating the equivalent of Eq. (14). However, the complexities
of the formulae are too great to allow their inclusion here, and they
will be given in another paper.
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3.0. ADJUSTMENT APPLIED TO ZPR-6/7

An example of the application of the above-developed adjustment
technique is supplied by a simplified picture of the ZPR-6/7 fast reactor
benchmark. In particular, we have chosen two performance parameters, the
multiplication factor k and the 238U-capture to 23°%Pu-fission ratio 28¢c/"°f.
Three pertinent effective one-group nuclear data parameters have been
chosen, the fission cross section of 23%Pu, the capture cross section of
238 and the effective yield per fission V. The data chosen are based on
Reference 1, with C/E's of .99 and 1.08 for k and 28¢c/%9f, respectively.
Estimated uncorrelated experimental standard deviations are given in
column 3 of Table 5. Based on Reference 4, sens1t1v1ty coefficients for
k were chosen to be 0.6, -0.25, and 1.0 for of R oc » and vV, respectively.
Corresponding sensitivity coefficients chosen for Zsc/*°f were -1.0, 0.9,
and 0.0 respectively. Folding these sensitivities with the standard
deviations of column 3 led to the calculated standard deviations shown in
column 4.

Table 5. A Simplified Picture of ko and 28¢/u9f
in ZPR-6/7 Appears Consistent.

Assumedb
E/C-1 Exp. St.% Cal. St. Dev. Methods
Variable (%) Dev. (%) from Data(%) St. Dev(%)
k 1.01 0.2 2.4 1.0
28 49f -7.41 2.0 6.5 1.0
ug _ -
O¢ 0 3.0
28 - -
¢ 0 6.0
Y 0 0.3 - ‘ -

These are assumed to be uncorrelated.

bThese are assumed to be correlated with a correlation
coefficient of -0.5.

If one observes the standard deviations of the experiment and the
standard deviations of the calculations, then the experiment-calculation
difference appears to be marginally consistent. Because of the importance
of these performance parameters and because these comparisons are sometimes
viewed as being discrepant in view of their magnitudes, it is instructive
to consider the effect of adjustments with and without the inclusion of
methods uncertainties. Three adjustments are shown in Table 6. The first
adjustment results from the biases which a designer might apply to the -
calculated results in order to reach agreement with the measured integral
experiments. The second adjustment assumes the method is fixed and
corresponds to the point x; in Fig. 3. The third adjustment shown in
Table 6 corresponds to the point x in Fig. 3 and results from assuming an
uncertainty in the method. This methods uncertainty is characterized by
estimated standard deviations of 1% in both k and the ratio 28c/“°f as
shown in Table 5, and by an estimated correlation coefficient of -0.5.

The chi-square per degree of freedom was 1.37 for adjustment without
methods uncertainties and became 1.10 for adjustment with methods uncer-
tainties included.
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Table 6. Effects of Hethods Uncertainties in this Application to ZPR-6/7
Can be Significant for Adjustment of Differential Data.

Adjustments to Calculated Values in Percent?

Design Bias Adjustment Without Adjustment With
Variable Only Methods Uncertaintiesb Methods Uncertainties
k 1.01(0.20) 1.05(0.20) (0.20) 1.04
2B /uof -7.4 (2.0} -5.36{1.5) (1.7) -5.85
of”9 0 (3.0) -1.06(1.5) (1.6) -0.12
028 0 (6.0) -7.14(3.1) (3.5) -6.57
v 0 (0.3) -0.09(0.3) (0.3) -0.06

“Values in parentheses are standard deviations of the adjusted values.
bSecond set of standard deviations include a 50% relative standard
deviation in the covariance matrix.

The results as shown in Table 6 are interpreted as follows. Con-
sidered independently, both integral experiment discrepancies tend to
decrease 0. and to increase of. However, the ratio of the c/f discrep-
ancy to the k discrepancy is 8 whereas the ratio of sensitivities is 4
and 2 for o2® and of’, respectively. Hence correcting c/f greatly over-
corrects k. A change in the yield v within its estimated uncertainties
is not able to take care of this. Thus the adjustment without inclusion
of methods uncertainties decreases c/f by decreasing ¢%® and then com-
pensates for k by also decreasing o£®. When methods uncertainties are
included, the overcorrected k is alleviated by the methods uncertainties,
and the requirement that o?g compensate for it is greatly reduced,
although the adjustment on o}°® is still very slightly negative. Thus,
inclusion of methods uncertainties, even with a marginally consistent set
of data, can lead to adjustments significantly different from those
obtained neglecting methods uncertainties.

4.0. CONCLUSIONS

The present capability of the ORNL FORSS sensitivity and uncertainty
analysis has been reviewed in light of its primary goal of answering
reactor physics questions of importance to design. This capability
includes the creation and handling of large data files including multi-
dimensional sensitivities as well as covariance matrices. Problem solving
includes the inverse problem and data adjustment of large arrays, and
effects of k-reset by enrichment can be taken into account.

However, there are still many Timitations. The treatment of time-
dependent responses and systems is limited, covariance files need to be
expanded, and our uncertainty analyses including adjustment procedures
need to include the effects of methods uncertainties. In general, our
framework and that of the designer must be brought into closer interaction.

In this paper we have eliminated one of our present limitations by
addressing the problem of including quantified methods uncertainties in
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our adjustment procedure. It is hoped that the inclusion of methods
uncertainties will lend more credibility to the results of the adjust-
ment procedures. This adjustment procedure is based on a minimization
principle, the expression to be minimized being given by Eq. (26). The
resulting formula for the adjustment which includes the effects of
methods uncertainties is given by Eq. (33) as derived in Appendix C.
We have also indicated how to calculate uncertainties associated with
adjusted data, and we have, in particular, given explicit formulae
[Eq. (16)] for such uncertainties when adjustments do not include the
effects of methods uncertainties. Equation (16) contains many terms
which previously were neglected. :

These new techniques have been applied to a simplified representa-
tion of the fast reactor benchmark ZPR-6/7 using rough estimates for
methods uncertainties. The inclusion of methods uncertainties in the
adjustment procedure leads to moderate corrections to adjustment changes
of calculated integral values. However, the inclusion of methods uncer-
tainties leads to a reduction in the adjustment change of o$°, a differ-
ential parameter, by a factor of ten (from a decrease of 1.1% without
methods uncertainties to a decrease of 0.1% with). This indicates that
the inclusion of methods uncertainties may be essential for the general
application of integral experiments to the determination of nuclear data.
We have yet to perform a careful evaluation of methods uncertainties and
of methods biases.
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APPENDIX A

We want to find the form of the projection operator Pl_which projects
perpendicular to the calculational manifold M. We assume - the conditions
expressed by Eqs. (4), (5), (6), and (9). First we eliminate P|| from
these equations to find the following conditions '

Pl Pl = Pl (A1)
_ T
PJ_B = BPJ_ | (A2)
and
g - | (A3)
where
Fx = 0 (A4)

if and only if the vector x lies in the calculational manifolid M.
Define the square matrix
6 = P . (A5)
Since B is symmetric and positive definite, and the rows of % are
linearly independent, the matrix G is symmetric and positive definite and
hence has an inverse.
From (A3) and (A5)
gr = F
G 61

PBP P (A6)

I}

This last result may be written

gr -8F 1) =0 . (A7)

Hence because of (A4) the operator P| - B ézﬁ G-l brings any vector
into the calculational manifold. But from (A1), (A2), and (A3)

P| - B P P = P (P - B P 61 F) (A8)

and hence the operator Pl_- B é}ﬁ Gl¥ brings every vector into the
subspace orthogonal to the calculational manifold. But only the null
vector lies in both the calculational manifold and the Subspace orthogonal
to it. Hence
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(Pl -BF ¢ F)x = 0 (A9)
for each and every x and therefore
PL-BSPT LY = 0 (A10)
or ,
Pl = B 6l . | (A11)
APPENDIX B

We calculate the increment dx; by considering all the increments in
the quantities determing x, as given in Eq. (12). Thus, by making the
appropriate substitutions into the terms of Eq. (12) we have

+ 8 = + 80X
X1 X1 Xexp exp

+ (B+68) (Fra) ! (6+56) T (PH6F) (XgH0Xg X gyp-0%ey)  (BT)

We observe that to first order the following is valid

' -6ts66! |
67l - ¢ (e B + IS + FsF et . (82)

After subtracting off the zero order terms in Eq. (B1) — these are the
same as in Eq. (12) — the remaining first order terms give

5x, = (1 - B.EVTG'IS/’)axeXp
+ BQTG'lyaxo |
+ (1 - BQTGTy)GByTG'ly(XO - Xgy

(G + 66)"

)
P
+ (B - BSVTG‘l,?B)ayTG‘ly(xo - Xaxp)
+ 8P 6 s P - B?Te'lgﬂ)(xo < Xewp) - (83)

The application of Eqs. (4) and (10) a10ng with the well known
formula for taking the transpose of a product then allows Eq. (B3)
to be written

) Xl = Pl | ) XeXp
+ P, 8§ x
1 0
+P,, § BB P (x -x_)
|| 1o Texp

+ B[PHT sF P P e g P13y = Xeyp): (84)
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APPENDIX C

We want to minimize the expression

T ,-1 T -1
(x-Xeyp) | Bayp(XXegp) *+ (xx1)T LBl o Fxx)) . (€1)
We first break the displacement x- Xax into two perpendicular components
so that Xp
X = Xexp‘l'AH +A_,— (CZ)

where A|| 1ies in the calculational manifold Mo’ i.e.,

A = 0 . €3
A ] (C3)
The requirement that A, be perpendicular to A;, is expressed by

1 |

T -1

AH Bexp L o . (C4)

We further break Al_into two perpendicular components

Al_ = A(xl-xexp) + £ (C5)

where X is-a scalar to be determined and £ is a vector perpendicular to

the displacement X1=Xexp 35S well as to the calculational manifold, i.e.,

(%1-x ). =0 . (Cé6)

In terms of these components the Expression (C1) to be minimized
becomes the following Co

T -1

2,2 3)2 42
A|| Bexp A|| * A %exp (1-2)* Xfias
T -1
g Bexp te é;; Bbias é?% 2
T T
+2(1-2) (xexp"xl) Fo B b1as 577 2 (€7

where Xéxp and Xgias are defined



N
]
—
x
—
]

(X -Xgyp)

_ T T -1
- (xo'xexp) S 6 Lgpo(xo'xexp)

Xexp

G (x PR (c8)

-X
c “exp

T T -1
2 - e -
Xbias (x, Aexp) 57% Bbias 57Z(X1 xexp)

_ T T -1
- (xo'xexp) 57% Bpias L(”e)(xo'xexp)

)BT (x ) . (C9)

= (x I “bias

- -X
¢ Xexp c “exp

In order to find the component vectors A|l and £ and the scalar X
which minimize Expression (C7) it is convenient to use the projection
operators such that ' |

Al' = P|| y (C10)

g = Pg z . (C11)

Here PI projects onto the calculational manifold MO and P, projects

g
exp’ Pl| is s1mp]yr1-Pl

where Pl_is defined by Eq. (10). We will see how to construct Pg'

The vectors y and z introduced above have complete freedom to range

perpendicular to MO and to the displacement x;-x

throughout the entire space. Hence we can take derivatives with respect
to their components without restrictions or constraints. Taking deriva-
tives of (C7) with respect to components of y gives

This result is fairly obvious by inspection since B;; is a positive

P
quadratic form. Taking derivatives of Expression (C7) with respect to

components of z gives

-1 T T -1 T T _
BEXP & PE 67% Byias 57% £+ (]_A)Pg 57% Bpias éyz(xexp-xl) = 0 .
(C13)

We can readily solve for g}gg by pre-multiplying each term of Eq. (C13)
by é;gBexp‘ The result is
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For = (1-2) ()77 H F, (x1-xg, ) | (C14)

where the operator H is defined by
H = 572 BexpPET 57%T BB%as o (C15)
Substituting the result (C12) back into the second term of Eq. (C11) gives
£ = (1-) Bgyp PET L () L (x1-xgy) - (C16)

In order to actually carry through these operations an explicit
expression for the projection operator P is required. In order to find
P, we first construct a matrix T with N, (the number of integral experi-
ménts) columns and No-l rows and of ranE No-1 such that

T Fplxai-xgyy) = 0 - (€17)

Actually, we know that in Eq. (C17) x; can be replaced by x. or any other
point x, which Ties in the calculational manifold M,. We know also that
such a matrix T can always be constructed and in many different ways; i.e.,
it is not unique. The particular choice of T is here irrelevant. With K4
defined by Eq. (8), a convenient choice for T is the following

(Xc)i+1 3=
My = =) j=i+ (c18)
0 otherwise  for i=1, No-l; j=1, No'

The operator Té?% applied to any vector lying in the subspace formed
by the calculational manifold and the added dimension (Xl‘xexp) gives a
vanishing result. Hence we can form the projection operator = P, from
T&Zb just as we formed Pl_from ,9% (Appendix A). The result is

_ T 1T n1-1
PE = Bexp é?g T G T é]% (C19)
where the (No-l)x(No-l) matrix G’ is defined by
6 = TGT (C20)
The operator H may now be written explicitly
_ -1
H = Bi Bbias (C21)
where
B, = 6T 67176 (c22)
and the expression for £ reduces to
_ T -1 -1
£ o= (1-2) Bexp 57% G [1 - (1+H) 7] é?%(xo-xexp) (C23)
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Note G’ appears only once through its inverse in the operator H.

We have yet to find the scalar A. Setting the derivative of
Expression (C7) with respect to A equal to zero gives

2 _ (1. 2 =
A Xexp = (174) X5y 0 (C24)
where x4, is found by substituting (C23) back into (C7).
ib
2 = _ T T -1 R
Xib (x1 Xexp) Fo |:Bbias * Bi] 57%(X1 Xexp) ) (C25)

The value of A for a minimum is

2
= Xib
- 7 2
Xexp * Xib
and the minimum value of the Expression (C1)

NETRD o
2 o= Ayl = —Rrexp (C26)

exp Xip * Xexp

The final expression for the point x which minimizes (C1) summarizes
many of the above results

X = xexp + Q(xo—xexp) | (C27)
where Q is given by

Q= By, P el - (-0 )P (c28)
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CONTROLLED CROSS-SECTION ADJUSTMENT BY INTEGRAL DATA

U. Salmi, J.J. Wagschal, Atara Ya'ari and Y. Yeivin
Racah Institute of Physics, The Hebrew University
Jerusalem, Israel

ABSTRACT

The ENDF/B-1IV cross sections of U-235, U-238, Pu-239
and Pu-240 are adjusted by the "benchmark'" measured reac-
tivities, leakage spectra, and central fission ratios and
various activations of GODIVA and JEZFBEL. It is sliown
that by careful calculation of these integral quantities,
rejection of a few inconsistent data, optimization of the
relative weight of the differential data with respect to
the integral data, and relaxation of the constraints on
the inelastic scattering cross sections, an adjusted cross-
section set, within the assumed uncertainties of the given
set, is obtainea, which nicely reproduces most of the ex-
perimental data. The cross-section adjustments are such
that the linearity assumption, on which the adjustment
procedure is based, still holds.

INTRODUCTION

Ever since the least-squares adjustment of cross sections by in-
tegral data was first proposed, in 1964, it has been unsparingly criti-
cized. Criticism has somewhat subsided as more and more researchers
invelved in neutronic calculations, including former critics, have joined
the ranks of the avowed practitioners.

A main argument against adjustment procedures is their specious
"black box'" character. An adjustment code is fed a given cross-
section library (including its uncertainty-correlation data), and a
set of experimental integral data (with their corresponding sensitiv-
ity profiles) by which the library is to be adjusted. The uncritical
application of a typical code may indeed result in rather arbitrary
or even unreasonably "wild" adjustments, spread over seemingly
irrelevant cross sections. Furthermore, some of the recalculated
integral quantities may still lie outside the error margins of their
measured values. Whenever this happens, the fault most probably lies
in poor and/or inconsistent input data. As in any other analysis,
problematic input data will always result in questionable output.

The approach of '"controlled" adjustment that we propose refers
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to free parameters which are implicit in any adjustment procedure, and

to possible rejection of dubious integral data. The validity of the
linearity assumption, on which most adjustment algorithms are based, should
also be verified in any particular application.

The determination of the values of the free parameters, data sel-
ection and vindication of linearity necessitate careful consideration
based on feedback from repeated applications of the adjustment code.

Most problematic of all input data are commonly the uncertainties
in the given cross-sections. Information on these uncertainties is vague,
ambiguous and admittedly subjective., It is given in the form of relative
errors B of particular cross sections over wide energy ranges. But the
uncertainty in any group cross section, for instance, should be propor-
tional to the inverse square root of the group width AE. Thus, apparent-
ly, Ao = Bo(AE,/AE)?, where AE, is a dimensional constant to which there
is no way to attribute a physical meaning, nor therefore to assign a num-
erical value. It thus remains a free parameter, the measure of the sta-
tistical importance of the set of integral data relative to that of the
given cross-section library.

To determine AE,, one should examine the progressive modification
of the given cross-section library, and the improving reproduction of
the set of integral data, as AE, increases. An optimal value is one for
which all recalculated values of the integral quantities already fall
within the error margins of their respective measured values, and the
corresponding cross-section adjustments still remain within their assigned
uncertainties.

If no such optimal value of AE, can be found, then obviously either
the integral data set is inconsistent with the given 11brary, or these
data are inconsistent with each other.

Baulty data can then be detected by progressively adjusting the
given library by one, two, three, etc. integral data. Whenever a bad
datum is added to the partial set by which the cross sections are adjusted,
the modifications will show an unusual increase, and the integral data
reproduction will deteriorate.

These ideas, as well as a test for the validity of the linerarity
assumption, are applied to GODIVA and JEZEBEL, assemblies for which
quite a few integral measurements (reactivity, spectral indices, leakage)
are available.



51

PROCEDURE

Experimental Input Data

The basic integral data were all taken from the CSEWG Benchmark
Specification3:1: Their values actually used in our calculations are
given here in tabular form. Table 1 specifies the radii, densities and
atomic compositions of the two bare homogeneous spherical critical assem-
blies, and Table 2 lists 18 available experimental integral data relating
to GODIVA and 16 relating to JEZEBEL. The quoted errors of the leakage
spectra were evaluated from Tables I and II in the article by Stewart 2
The energy groups defining these spectra are given in Table 3. The
measured leakage current of GODIVA, as given in Ref. 1, was cut off at
83.2 keV, and that of JEZEBEL at 302.0 keV.

Table 1. Specifications of GODIVA and JEZEBEL

GODIVA JEZEBEL
o (gm/cm3) 18.74 15.61
R (cm) 8.741 6.385
Composition U-234 1.025 Pu-239 91.951
(at. %) U-235 93.770 Pu-240 4.346
U-238 5.205 Pu-241 0.290
Ga 3.413

Calculated Input Data

The calculated values of the 34 integral quantities listed in
Table 2 were all obtained in a 30 group-Sg-transport corrected P
approximation, and then corrected sc as tc practically conform to an
Se - P.. approximation. These corrections, hcwever, were really sig-
nificant only for the twce reactivities. Table 3 gives the C-gioup
structure for the measured leakage spectra, and the numbers of fine
groups into which each of the 9 groups was d1v1ded to produce our 30~
group structure.

All microscopic nuclear data were taken from the ENDF/B-IV library,
except for gallium, the source of which was the UKNDL library. The fissign
spectrum was the weighing function in generating the 30-group constants,
and these were weighed by the actual average flux spectrum in the appro-
priate assembly for collap51ng each isotope's set of 30-group constants
into the 9-group set.
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Table 2. -Experimental Integral Data

GODIVA JEZEBEL
Integral datum value error value error
k effective multiplication 1.000 0.003 1.000 0.003
L1 relative leakage spectrum 2.00 1.00 3.10 1.50
L2 7.10 1.00 11.70 1.75
L3 13.60 1.20 17.70 1.72
L4 16.80 1.26 20.00*
L5 18.00* 16.50 1.16
L6 ‘ 18.80 0.75 13.60 0.80
L7 _ 11.50 0.40 9.70 0.47
L8 8.00 0.32
f,.f
Np o] /0235 0.990 0.050
233 1.630 0.100 1.610 0.100
© 238 0.156 0.005 0.205 0.008
239 . 1.420 0.020 1.490 0.030
f
Th of/oj 0.234  0.005
234 , 5.000 0.200
c/.f
238¢c o /c238 0.47 0.02
Au activations 0.1230 0.0030 0.1012 0.0025
Cu 0.0144 0.0006 0.0122 0.0006
Mn 0.0033 0.0002 0.0029 0.0002
Nb 0.0371 0.0030 0.0276 0.0030
v 0.0028 0.0002

* normalization value.
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The calculated integral quantities, or rather their deviations from
the corresponding experimental values divided by the latter's errors, are
given in Table 4, under the headings ''given set™. In other words if Ij

are our experimental integral data, Aii their errors, and I;(8) the

corresponding values calculated

Table 3. The 9-group structure and with the given cross-section set,
its breakup into 30 groups. then the '"given set'" columns in
Table 4 list the values of
group upper upper number . = Ay 7 .
number  energy lethargy of fine €1 [Il(g) Ii]/AIl' (1)
(keV) groups

In what follows we shall refer
to such ratios as normalized dev-

1 15000.0 3 iations, or simply as deviations.

2 6065 .3 0.5 2 These dev;at10n§ are convenient,
since they furnish a natural mea-

3 3678.8 1.0 4 sure for the quality of reproduc-

4 2231.3 1.5 4 tion of the measured %ntegral data
by a given cross-section set,

5 1353.4 2.0 4 5

6 820.2 2.5 3 Qr(8) = ce/N, (2)

7 497.9 3.0 3 where ¢ is the column (and ¢ the
row) of the c;'s, and N the di-

8 502.0 5.5 3 mension of the vector ¢ (i.e., the

9* 183.2 4.0 4 number of integral data).

Now, the '"given set' columns
in Table 4 obviously demonstrate
that the ENDF/B-IV library is far
from satisfactorily reproducing neither our GODIVA nor our JEZEBEL sets
of experimental integral data. As a matter of fact, while for a reason-
able reproduction of any set of experimental integral data we evidently
expect that Qr = 1, or less, we actually find that

* lower energy of group 9 is 1 keV.

Qr (GODIVA) = 11.5, QI(JEZEBEL) = 5.5.

Although these two numbers undoubtably indicate that the given uranium
cross sections are worse than those of plutonium, even the reproduction
of the JEZEBEL data is, on the whole, rather poor. The need for adjust-
ment is obvious.

In the calculation of the integral quantities, all partial cross
sections and every detail of the spectra and angular distributions of
secondary neutrons were considered. On the other hand, in our adjust-
ments we only consider sensitivities with respect to the fission, capture
( (n,y) + (n,p) + ...), inelastic ( (n,n') + (n,2n) + (n,3n) ), and
elastic scattering cross sections, and with respect to v, of U-235, U-238,
Pu-239 and Pu-240. And the sensitivity profiles are evaluated in the
9-group structure of Table 3.
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Table 4. Normalized Deviations from the Experimental Values of
Calculated, Separately-Adjusted, and Final Values of the Integral
Quantities.
GODIVA JEZEBEL
datum given set adjusted final given set adjusted final
k 2.600 - 0,111 0.324 0.267 0.398 0,122
L1 0.210 0.356 -0.015 0.047 -0.008 0.320
L2 0.630 1.025 0.284 -0.914 -1.000 -0.865
Lé .0.992 1.442 0.210 -0.267 -0.333 -0.157
L4 1.397 1.731 0.226
L5 2.078 1.179 0.506
L6 -5.040 1.654 -0.218 1.287 0.491 0.207
L7 -3.525 -0.640 -0.054 -0.751 -0.866 - -0.349
L8 -7.219 -1.827 -0.194
Np --1.000 | -0.719 -0.310
233 2.550 2.872 * -1.100 -1.107 -0.682
238 2.600 2.029 0.767 -1.250 -0.643 0.278
239 -1.750 -0.610 0.307 -3.000 -2.217 -1.319
Th 2.000 2.215 1.913
234 -2.300 -1.888 -1.335
238¢ -1.200 -0.140 0.942
Au -4.200 -3.509 -2.279 0.520 -0.453 -0.130
Cu -5.833 -5.655 * -3.000 -3.321 *
Mn 5.335 5.565 * 6.150 5.484 *
Nb -0.087 0.186 0.683 2.100 1.795 1.880
v -4.100 -4.343 *

* rejected

The Adjustment Prescription

In order to formulate the adjustment prescription, we still need the
These are commonly available in
the form of relative uncertainties, B = AS/6, and we have employed their
values as given in Table IV of the review by Pazy et al.3 However, for
B535 we had found a more recent evaluation by Bhat?, and have therefore

so-called cross-section uncertainties.
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revised that table as follows:
7%(E < 700), 3%(700 < E < 6000), 10%(E > 6000 keV).

Now, let ¢; be the (unknown) adjusted cross sections, and let AE.
be the energy-group width relating to aj- We then define the (normal=
ized) individual adjustments,

Xj = (Oj - aj)J’AEj/Bjaj. (3)

This, again, is a convenient definition, since a natural global measure
for the extent of a particular adjustment is

- 6(E) - 6(E) 12
o= s 10 ®

And similarly to the '"calculated" deviations cj, defined in Eq. (1), we
also define the "adjusted" deviations, :

vi = [1500) - 131/81;. | (5)
Then the sensitivity matrix is defined as
Ajy = dyi/oxj = (B385/A13/AE})a14/004 (6)
In this notation the linearity assumption takes the form
y = AX + ¢, (7)
and the adjustment prescription reduces to minimizing the form
Q = xx + AEyyy, (8)

where AE, is the dimensional parameter mentioned in the introduction,
subject to the condition of Eq. (7).

The straightforward solution of this conditional minimum problem,
i.e. our explicit adjustment prescription, is

y = (I + AEOAA)‘lc, X = -AEoAy. (9)
A detailed derivation of these formulas can be found in Ref. 3.

AE, and its usefulness are further extensively discussed and illustrated
in our Atlanta paper.
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~ ADJUSTMENT

Preliminary Data Check

Considering the given-set deviations in Table 4 again, we notice
that some of the calculated activations deviate significantly more than
most other calculated quantities, both in GODIVA and JEZEBEL. However,
in order to determine whether the suspicious experimental activations
were indeed '"bad'" data, we first of all adjusted the given cross sections
of the two uranium isotopes by the GODIVA data, and, independently, those
of the two plutonium isotopes by the JEZEBEL data. The results of these
two adjustments are also listed in Table 4, under the headings "adjusted'.
The deviations are now indeed smaller, but we still find that

Qr(GODIVA) = 6.1,  Qq(JEZEBEL) = 4.6.

It is obvious, however, that the major contributions to these Qp's
are again those of the activations. Actually, the adjusted deviations
of the Cu, Mn, and V activations are just as big as the corresponding
given set deviations. Weé have therefore decided to eliminate these five
integral data at this point. We note that without the Cu and Mn contri-
butions Q;(G) reduces to 2.9, and without these and the V contribution
Qr(J) becomes 1.1.

In these preliminary adjustments the value of AE, was 200 keV. This
seemingly arbitrary value we know from our experience to be quite
reasonable. In any case, our data selection should not be too sensitive
to the value of AE,.

Overall Data Check

With the rejection of the five dubious experimental activations, we
were all set to check the consistency of the remaining 29 integral data,
with each other, and with the given cross sections. This was done by
means of a simultaneous adjustment of the four isotopes' cross sections
by all 29 data. Although the compositions of GODIVA and JEZEBEL have
no common isotopes, the two assemblies are coupled through the central-
fission-ratio data.

For the 29 integral data we have Qy(8) = 5.9, which the adjustment
reduces to Q; = 1.9. This is still not quite satisfactory by our cri-
terion, and could of course be further reduced by increasing AE, (which
was still 200 keV). However, before forcing Q1 further down, we should
have considered the extent of the cross-section adjustment.

Let us then consider the “adjustment measure", Eq. (4). We have
to determine a numerical value, up to which this measure will character-
ize an acceptable adjustment. Suppose that for all partial cross sections
of all adjusted isotopes (o - 8)/86 = 1 everywhere. Then, since we con-

. . . . £ - X
sider five partial cross sections (c*,cc,cln,cel and V) and four isotopes,



57

.and our energy range is 0 - 15 MeV, we would expect
XX = 5 x 4 x 15000 = 300 000.

On the other hand we do know that our integral quantities are rather in-
sensitive to the U-238 and Pu-240 cross sections, that they are not
equally sensitive to all partial cross sections of the other two isotopes,
and that the sensitivities vary widely with energy. Our estimation, based
so far on limited experience, is therefore that whenever xx reaches about
% of the '"nominal' value derived above, some of the adjusted cross sec-
tions already deviate from their given values by more than B&. Thus our
criterion for a reasonable adjustment is

Qg = xx/3000 s 1. (10)

Returning to the adjustment under consideration, its ''quality"
turns out to be Qp = 1.5. There is therefore no point in increasing
AE,, which would only further increase Qg. Nevertheless, increasing
AEo to 1000 keV results in Qg = 4.9 and Qp is still over 1. Even for
AE, = 4000 keV, paying the heavy penalty of Q; = 10.9, one integral da-
tum, 233(G) has an adjusted deviation of 3.0, in spite of Q = 0.79!
In any case, the present adjustment indicates that our input cross-sec-
tion and remaining integral data are still inconsistent. Even rejecting
233(G) reduces Qr to only 1.6 (with AE, = 200).

Relaxation of Cross-Section Uncertainties

Studying the individual adjustments we have found that most of the
adjustments that exceed 1 relate to inelastic scattering cross
sections. This is not surprising, since many of our integral quantities
are quite sensitive to the neutron energy spectrum, and inelastic-scatter-
ing is the principle slowing-down mechanism in the fast assemblies. And
since the difficulty in measuring these cross sections is common know-
ledge, we felt that their estimated uncertainties might indeed be over-
optimistic. We therefore now modified our '"standard" inelastic cross-
section uncertainties to 100%.

The adjustment of our given cross-section set with the modified un-
certainty data by the 28 integral data yielded the more than reason-
able result of

Q = 0.72, Q= 0.78.

In this adjustment we again used AE_ = 200. So at this point we
have studied the dependence of Q and Q; on AE . At AE, =0, Qj = Q1 (8)
and Qg = 0. As AE, is increased Q decreases and Q; increases:monc-
tonously. At AE, = 80 Qy crosses the unity downward, and at AE, = 320
Qg crosses. unity upward.. Thus a reasonable adjustment .obtains for .all
values 80 < AE, % 320, and AE4 = 200 turfrs 'vut~to be right at the mid~
point of this~interval.
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We now addressed the problem of data redundancy. In other words,
we wanted to see whether adjustment by a partial set of our integral data
would suffice to obtain adjusted cross sections which would reasonably
reproduce all the data.

This analysis consists. of progressively adjusting the given cross-
section set by one, two, three,..., integral data. The order in which
the "active'" data are added, one at a time, is such that at each step
the added datum is the one for which Qj (which always measures the re-
production of all data) is minimal. Thus starting from Qi (8) = 5.8,

L8 (G) reduces Qp to 4.0, L8(G) + 234(G) to 3.2, and so on. Adjustment
by the nine '"most important' data already yields Q = 1.0, and by 12
data Qp = 0.87. The corresponding values of Q; are 0.10, 0.20, 0.69
and 0.73. These results seem to justify our approach.

Finally, we have checked the validity of the linearity assumption.
Let A3 = I;{0) - I;(6), then linearity holds if each Ajf with I;(0)
evaluated by linear extrapolation, equals A;", with I;(c) actually re-
calculated with the adjusted cross sections. It turned out that this
practically was the case for 22 integral quantities. For the six cf/cgas,
however, A' was = 2A". Still, for each ratio both adjusted values are
closer to the experimental value, T, than I(&). That linearity would
not rigorously hold for these fission ratios should not come as a sur-
Prise, since the cf235 adjustments were significant, and the ratios are
inversely proportional to an expression linear in the cf235’s, and thus
are strongly non-linear in these <ross sections. In any case, the adjusted
cross-section set does yield a much better reproduction of the experimen-
tal integral data, and thus again justifies the adjustment prescription.

CONCLUSIONS

The purpose of the excercise in adjustment presented here was to
illustrate that the pitfalls of '"blind" application of adjustment codes
may be avoided by intelligent, continuous intervention in the procedure.
The main conclusions seem to be that checking the entire input, and
particularly the cross-section uncertainty information and the exper-
imental integral data, for consistency is essential for achieving reason-
able and meaningful results. Care should also be given to the adequacy
of the approximation used in calculating the integral quantities and
their sensitivity profiles. Finally the validity of the linearity assump-
tion should always be examined by actually recalculating all integral
quantities. ~

Besides rejecting integral data which refuse to fall in line, an-
other important conclusion seems to be that uncertainties should be re-
considered liberally. Whatever their sources, they are always subjec-
tive guesses, and should never be allowed to spoil the adjustment game.
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ABSTRACT

A possible method for measuring fuel motion in a melt-
ing reactor-fuel-pin test assembly is the unfolding of the
signals generated by small fission-couple detectors placed
in and around the test assembly. 1In order to perform this
unfolding, the detector-response kernels for fuel movement
within the test assembly must be accurately determined.
This can be accomplished using the techniques of sensiti-
vity analysis.

Forward and adjoint solutions to the neutron trans-
port equations can be calculated with the MORSE 3D code.
Then linear perturbation theory can be used to derive the
response kernels as integrals of the test fuel cross sec-
tions weighted with the forward and ad301nt solutions over
the appropriate volumes.

Calculations have been performed to verify the accu-
racy of the technique. Detector responses based on the
sensitivity analysis were compared with direct calcula-
tions for perturbed fuel geometries. Excellent agreement
has been obtained.
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INTRODUCTION

The ability to monitor fuel redistribution in fast-reac-
tor safety experiments is important in determining the safety
of fast breeder reactors. Although fuel distributions within
a reactor cannot be measured directly, measurements of neutron
or gamma-ray flux changes can be made to infer the fuel dis-
tribution. In this paper, sensitivity analysis will be used
to determine the relationship between the flux and the fuel
distribution.

The usual configuration of a safety test reactor is
annular in shape with a cylindrical test assembly at the
center. The test assembly may contain single pins, bundles,
or even subassemblies which are irradiated by the driver re-
actor to simulate hypothetical core-disruptive accidents.

If the driver reactor has one or more viewing slots, flux
changes in the central test assembly. can be measured with
imaging devices_such as a hodoscope,1 a coded-aperture
imaging system,2 or a pinhole camera. Until recently

the hodoscope has been the only system available to monitor
fuel motion, and it is used almost exclusively in the TREAT
experiments. The hodoscope is an array of collimators
focused through a slot in the driver reactor at the test
assembly. Redistribution of fuel is detected as changes

in the intensity of fission neutrons observed through the
collimators.

The detection of fuel motion within test sections of
reactors which have no slots, such as SLSF, EBR-II, or
SCARABEE, requires the use of in-core fuel motion detec-
tion systems. In this system, many small neutron or gamma-
ray detectors are placed throughout the test section.

Fuel motion is detected as molten fuel moves relative to
the detectors. 1In addition to requiring no slot, this
technique should be especially useful for large bundle
tests since self-shielding effects are not likely to de-

grade the resolution as severely as in external viewing
systems.

With the support of the US Nuclear Requlatory Commis-
sion, an experimental program is being conducted at Sandia
Laboratories to invest%gate the feasibility of in-core
fuel motion detection. This program has two major devel-
opment efforts. The first effort requires the design,
construction, and testing of detectors. These detectors
must be sensitive to fuel motion, withstand the extreme
conditions of the test assembly environment, and be small
enough to reside between individual fuel pins. The
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second effort requires the development of analytical methods
which can determine the fuel motion from the detector sig-
nals. This objective is accomplished in two parts. The
first part develops an analytical relationship between the
detector signal and fuel motion. The second part does just
the reverse. It develops methods which unfold the detector
responses to determine the fuel distribution. This paper
addresses the first part of the proble@ only. A companion
paper describes the unfolding problem.

An experimental verification of the detector and analy-
sis system will be provided by a series of static tests on
7-, 19-, and 37-pin bundles placed in the center of the Sandia
Pulsed Reactor III (SPR III). SPR III is a fast—Ezlsed re-
actor which can deliver a neutron fluence of 6x10 nvt at
the center of the irradiation cavity with a pulse width of
60 ns. The core consists of 16 to 18 plates of fully en-
riched U-10 wt % Mo and employs external reflectors for con-
trol. The cylindrical test cavity has a diameter of 17.78
cm and a height of 31.9 cm. Figure 1 shows the 37-pin test
assembly which will be placed in the SPR III. The lower
10.16 cm of the fuel pins are fixed while the upper 15.24
cm are individually attached to pullrods which can move
the fuel to many static configurations. The entire fuel
bundle is surrounded by a polyethylene and cadmium liner
to tailor the internal spectrum to resemble a more realis-
tic safety-test gxperiment. Fast-neutron-sensitive fission-
couple detectors’ and gamma-sensitive, self-powered detec-
tors® will be used to monitor the fuel distribution. Ap-
proximately 30 of these detectors will be mounted on grid
spacers inside the test assembly. Figure 2 shows three
fission-couple detectors mounted on a grid spacer. 1In the
SPR III tests, the reactor will be pulsed with the pins
in several static positions. From analysis of the detec-
tor signals, we hope to unfold these same fuel configura-
tions.

KERNEL DEVELOPMENT

To unfold a mass configuration from a change in
response at several detectors, kernels are required that
relate the change in each detector response to all possi-
ble small mass changes. Direct calculation of all of these
responses would require a prohibitively large number of
computer calculations. Therefore we have implemented a
form of sensitivity analysis to determine the change in
detector responses due to small fuel movements within the
reactor test assembly. The RHOPER code has been written
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to couple forward and adjoint three-dimensional angular flux
densities calculated with the MORSE Monte Carlo code and to
generate the response kernels required for unfolding. The
actual form of the sensitivity relation used is developed
below, and the actual equations used in RHOPER and MORSE fol-
low.

The response at a detector in a perturbed geometry
is given by

e
R = [ dFdadE ¢ (FR,E) S{F,E) ()
where S¥(r,E) is the detector response function. The per-
turbed ?lux ¢(r,ﬂ,E) could be obtained as the solution of the
forward transport equation in the perturbed geometry,

[ 27+ 27 ,E)] 6 (F,E) =

Y N { SR N S ‘ 2
qu dESFENY. 7 E> 0,E) (2)
where ¢>1s the angulgr flux density in the perturbed geometry

source, and E. and $° are the total and differential scatter-
ing cross sections 1n the perturbed geometry, respectively.

Neglecting for the moment the spatial and energy
dependence of the angular flux densities and the cross sec-
tions, the corresoondlng adjoint equatlon for the unperturbed
geometry is

SROMEEE E b R (3)

where the subscrlpt 0 will indicate the unperturbed state. A
relation that involves forward and adjoint angular flux den-
sities can be derived with the following operation,

.fd? da[¢5(Q)-eq. 2—pQ)-(eq.3)] (4)

where V is a finite volume that contains the detector and all
of the possible positions where fuel can be located. Now
assuming that the forward angular flux density on the bound-
ing surface can be measured in the perturbed geometry and
performing the indicated integration over the volume under
consideration, we obtain the following equation for the detec-
tor response

R = [ ddADT Q) g+

Jarep(r)dn Q(ﬁ)[.z;oaﬁn Jadly @0) o) (5)
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where A is the bounding surface.

The substitutions
T F T oS 5 8
LY 6pr LRl 6p (6)

have been made to display the density verturbation as a sepa-
rate quantity. Note also that this can be considered a frac-
tional density change.

The first term in Eq. 5 is the unperturbed detector
response, R., and the second term is exactly the desired res-
ponse kerne? times a fuel density change. This equation 1is
the basis of the RHOPER code.

Before looking at the actual quantities calculated
in MORSE and provided to RHOPER, it is worth noting that some
very significant simplifications are possible. Typical ex-
perimental sections are generally placed in the center of a
driving reactor. Thus over most of the test section the neu-
tron angular flux density is relatively isotropic. If both
the forward and adjoint angular flux densities are expanded
in a series of spherical harmonics, the kernel integrals
above can be reduced to an infinite sum of integrals of simi-
lar terms in these expansions. However, if the spherical
harmonic expansion is rapidly convergent for the forward
flux, then the kernel expansion will also be rapidly conver-
gent. Thus only the first few terms need be evaluated in
both the forward and adjoint expansions. Also, since the
forward angular flux density is azimuthally symmetric no
azimuthally dependent terms need be calculated at all.

Noting these simplifications and performing the
spherical-harmonic expansions, retaining terms only up to
order one (currents), Eq. 5 can be written,

R = Ryt 0 [0 R+ 3 dola+ 3]

+¢°¢i Vz;‘j_ .Z;:)+ 32;'0( ‘JOJZ+ ‘Jr‘rr‘ﬁﬁp (7)

Here the generalized scattering cross section has been broken
up into vLf (fission) and the Legendre expansion for the
actual scattering cross section. The flux density and axial
and radial currents are defined by the following integrals,

¢ =_[¢>(ﬁ)dﬁ , (8)
am

Jo = | o) e d | (9)
rfq,r” r
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J.= ] $Q) Qe dq
a '£‘n’ z (10)

where Er and e are the unit vectors in the radial and axial
directions.

Equation 7 applies for the case of one energy group and

one spatial volume bin. Including the effects of multiple
energy groups and multiple fuel volume bins, EgQ. 7 becomes,

R = R+——vaZ[

[AK ™ 4 3 (8 Y +J"J“")]

di~ai
tHi). X+§m%
+3J0|Z o oi; Y
+3Jrz Lomgdr ] (11)
where . is the f15510n neutron yield for the :th group.

] ]
The unperturbed response R, can be written as

Ro=Zfd A 46 5T A H19) (12)
1

where n is the inward directed unit normal to the bounding
surface.

Assuming the forward angular flux density to be isotro-
pic and neglecting the contributions from the top and bottom
surfaces of the bounding volume, the unperturbed response

Ro can be calculated as

ZA ZS (¢ + 2 ) (13)
where
K_ [ == Ko
S; ‘f Q7 ¢ dn (14)
2 ‘
Then the response-kernel equation for the change in

detector response, for the th detector, as a function
changes in fuel density can be written very simply as
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KR
AR = ;K 6" (15)

ARY= R R% (16)

and the kernels KX are given by VK/ATTtimes the terms in
braces in Eq. 1l1l.

COMPUTATIONAL RESULTS

A calculated 16-group kernel is plotted in Fig. 3.
The response function gives the effect of the change in
detector signal due to density changes in volume bins along
the axial dimension of a neighboriag pin. Note that the
shape of the kernel is roughly 1/r“, as would be expected
from intuitive considerations.

The validity of this analysis can be verified quite
easily. Two forward transport calculations can be run,
one with the unperturbed fuel geometry and one with some
realistic perturbation of that geometry. Then the response
R, can be calculated from the forward unperturbed calcula-
tion and from the sensitivity-theory analysis presented
above. The change in the response due to the perturbation
can be calculated by subtracting the detector responses
calculated for the unperturbed geometry from those calcula-
ted for the perturbed geometry. This change in response
can also be calculated based on the sensitivity analysis
presented above. The comparison of the two R.'s and the
two perturbation signals can then provide a validation of
the theory.

As a test case that is representative of one of the
first experiments to be run, a 7-pin bundle was studied
in the l-group approximation. A schematic of the fuel-
pin geometry for both the unperturbed and perturbed cases
is presented in Fig. 4. The upper two-thirds of the pins
were moved approximately 8 cm upward to generate the per-
turbation. Note also the location of the detectors used
to monitor this fuel movement.

The results of the two MORSE forward calculations and
the two RHOPER calculations are presented in Fig. 5.

The agreement of the sensitivity theory results with
the actual perturbation results appears to be quite good.
The perturbation technique is obviously a more stable method
of calculating small changes in a fairly large background
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characteristic of this typve of problem. This background
will present some difficulties for the inverse problem,
or unfolding, but they will be discussed in a second paper.

FUTURE WORK

Although we are relatively satisfied with the theo-
retical and computational development to date, the code
system we are using is being expanded to include larger
energy—-group structures and more significant anistropies.
The recent purchase of a set of gamma-ray self-powered
detectors has prompted investigations into applying these
techniques to coupled neutron-gamma problems. Actual ex-
perimental data will be available around the first part of
FY 79. These will allow more detailed validation of the
methods developed here.
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ABSTRACT

Fuel cycle parameters including end-of-cycle reactivity, end-of-
batch nuclide concentrations, and fuel cycle costs are sensitive to
certain nuclear data. Sensitivity analyses for cross sections, fis-
sion yields, decay constants and other nuclear data indicate directions
for worthwhile improvements in data and methods, and yield information
important for selection of proper design margins. Considerable suc-
cess has been achieved in understanding the relationships among various
data uncertainties and watér reactor fuel cycle costs. These relation-
ships have been shown to be dependent on fuel cycle option and reactor
type. Sensitivities depend in an intrinsic way on propagating and com-
pensating effects that take place during the fuel cycle. Fuel cycle
parameters and costs are found to be significantly dependent on par-
ticular thermal and resonance cross sections and flux disadvantage
factors, on fission yields of neutrons and energy, and on certain other
data. The .results bring out the importance for power reactor sensi-
tivity analysis of dealing with the full fuel cycle.

INTRODUCTION

Rensselaer has been engaged in the study of the relationship of
uncertainties in nuclear data to implications for nuclear fuel cycle
parameters, particularly fuel cycle costs.l-10 It has been found
that these relationships differ with the specific fuel cycle consider-
ed--closed cycle vs. throwaway, BWR vs. PWR, thorium cycles vs. con-
ventional cycles. Results of the sensitivity analysis indicate direc-
tions for worthwhile improvement in data and methods. Benefits from
improvements in data and methods are related to reduction of margins
that are provided by designers to ensure meeting reactor and fuel ob-
jectives.

Improvements in nuclear data and methods can benefit reactor
economy in several major categories of nuclear power cost: the initial
capital investment cost, the operating cost, and the fuel cycle cost.
For example, improvements in nuclear data may permit a reduction in
the margin of U-235 enrichment that is provided in the unexposed re-
actor fuel to ensure that the core achieves the required cycle length
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at the required power. The reduced fuel enrichment results in decreas-
ed fuel cycle cost. As another example, greater confidence in nuclear
data may lead to a reduction in the number of control rodsll and,
hence, to decreased initial capital investment cost. Sensitivity an-
alyses of core reactivities and batch nuclide concentrations through
time can be used in verifying proper design margins.

Improvements in nuclear data and methods can be costly also.
Accelerators and nuclear data measurement groups require long term
support. Individual nuclear data measurements are funded, and the
measured data are compiled, evaluated, and processed into forms re-
quired for calculation. The evaluated and processed nuclear data sets
are tested against integral measurements and perhaps modified. Im-
provements in associated computational methods are also provided re-
search support. If the costs of improving nuclear data and methods to
the required degree cannot be borne by their contributions to the ad-
vance of basic science, then these costs must be justified by corres-
ponding economic benefits. Improvements in nuclear data and methods
thus may be contingent on demonstrations that their economic implica-
tions justify their costs.

REACTOR SENSITIVITY ANALYSIS SYSTEM

The sensitivity analysis system relates fuel cycle parameters and
costs to uncertainties in nuclear data and methods by two sequences
of operations broken at the few-group level. 1In Path A, basic cross
sections are processed to multigroup cross sections and collapsed to
few-group cross sections.3>5 1In Path B, few-group microscopic cross
sections, radioactive decay data, and fission yields are used in de-
pletion of a fuel batch at power levels determined by core analysis,
then reactor parameters and inventories are computed, and fuel cycle
costs are determined.Z2>% The sensitivity of fuel cycle parameters
and costs to nuclear data uncertainties at the few-group level are
determined first by Path B analysis. Path A analyses are then car-
ried out for cases shown to be important.

The sensitivity analysis system determines changes in core reac-
tivity and important changes in nuclide concentrations resulting dir-
ectly from the original change in nuclear data and indirectly from
changes in neutron flux distribution in energy and space. These
changes are determined through a linked series of data processing,
reactor cell, core, and cost codes either by perturbation theory
methodsl;3 or by the direct method. In the direct method the code
sequence is run first for a base case. Then each nuclear datum is
changed, and the code sequence is run through to determine changes in
physics parameters and in cost. The direct method would be prohibi-
tively expensive if industry codes were used for the survey. It be-
comes feasible, however, when inexpensive special-purpose codes are
used. Such fast special-purpose codes have been developed and are
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applied through the RPI interactive investigator-computer-graphics
system.1l2 The perturbation method is much cheaper than the direct
method when used in the calculation of Path A thermal region sensitivi-
ty coefficients.1l0

Path B

A sequence of batch fuel depletion, core analysis, and fuel cost
codes (FASTCELL, FASTCORE, and COSTR) determines the changes in fuel
cycle parameters and costs for changes in few-group microscopic cross
sections, in fission yields, and in decay data by the direct method.
The Path B code system exposes a fuel batch for the base case and fuel
batch costs C are determined for the base case. Then a few-group
microscopic cross section or fission yield or decay parameter (x) is
changed by (8x), the fuel batch is reexposed, and the end-of-life
cycle core reactivity and other parameters are found to differ from
those of the base case. Sensitivities to core parameters and nuclide
concentrations are determined at this point. To preserve the required
energy production with the same cycle length, the enrichment of fresh
fuel is changed until the end-of-cycle core reactivity returns to that
of the base case. For mixed oxide recycle the proportion of oxides in
fresh fuel may be altered as well as enrichment. Fuel cycle costs are
then determined for this doubly-perturbed exposure. Sensitivity coef-
ficients

. X éC (1)
Sx T & .

for different fuel cycle options are then computed from the changes &C

from the base case.

FASTCELL is a code module designed to carry out rapid survey cal-
culations of few-energy-group neutron fluxes, nuclide concentrations,
and other quantities characterizing cell depletion in light water re-
actors. The code is patterned after LEOPARD13 and LASER14 but avoids
expensive parts of these codes that are judged not to be of greatest
importance. In particular, detailed space and energy calculations are
avoided. Exposure-dependent few-group microscopic cross sections are
determined by a base LEOPARD or LASER run and stored at major time
steps during exposure, FASTCELL accurately follows 40 nuclide concen-
trations by forward differencing for minor time steps between the major
time steps. The EPRI-CPM15 fission product chains are used. The fis-
sion product few-group cross sections are those found in EPRI-CINDER. 16
Fission yields, decay constants and branching ratios were obtained from
ENDF/B-1v17, Few-group fluxes scaled by demand power are recomputed
at each minor time step so power demand, few-group microscopic data,
few-group fluxes and nuclear concentrations are always consistent.

The accuracy and cost of the calculation are controlled through the
frequency of minor time steps between the major time steps. FASTCELL
costs about one dollar for a full batch exposure in contrast with over
a hundred dollars for LEOPARD or LASER.
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FASTCORE is a code module that computes core reactivity using the
batch multiplication factors generated by FASTCELL and input power
fractions between nodes. The power demand imposed on a fuel batch is
determined by the power demand on the core, by the distribution of
power density in the core, and by cycle loading patterns for the fuel
elements making up the batch. The fuel loading patterns do not change
for small cross section changes. The distribution of power density in
the core is determined by operator control and by thermal-hydraulic
factors as well as by depletion. The Haling strategy, whereby design
and control contribute to maintaining a nearly constant power shape,
is often followed for BWR's and we find that PWR operation approximates
this strategy. Using the cycle loading patterns and constant core pow-
er shape determined from analysis of industry experience, FASTCORE
computes the core infinite multiplication factor with exposure.

COSTR is a code module that determines fuel cycle costs from fuel
batch inventories before and after exposure. Fuel cycle costs are
grouped into conventional cost components for which present worth val-
ues are determined referred to the mid-point of the fuel in-core resi-
dence time. Front end cost components include the costs of mining and
milling ore, of conversion, of enrichment, and of fuel fabrication.
Tails enrichment has either an assigned value or the optimum value in
terms of feed and enrichment costs. Plutonium or U-233 values in
fresh fuel are determined consistent with uranium cost, enrichment
cost, and fuel handling penalties. Back end costs include storage,
transportation, and disposal for the throwaway case as well as the re-
processing cost and the values of materials in spent fuel for recycle
cases. Payments for materials and services, including progress pay-
ments, are on an assigned schedule relative to the fuel in-core resi-
dence time. COSTR computes the fuel cycle cost for both the throwaway
and recycle options.

Path A

The sensitivities of few-group data to basic nuclear data are de-
termined by detailed calculations (referred to as Path A). At the
few-group dividing level, the uncertainties arising from data process-
ing are indistinguishable from uncertainties in the basic nuclear data,
and data processing effects are included in Path A analyses. The data
processing uncertainties investigated here are not numerical in nature
(these we judge should be under control) but physical, particularly in
the detailed distributions of neutron flux in energy and space that are
used to average cross sections. The LWR sensitivity analyses to be
described in the next sections bring out the importance of thermal and
resonance group cross sections. Thus most Path A analysis has been
directed to these phenomena, although a fast slowing-down code combin-
ing the features of GAM18 and MUFTlé with adjoint capability has been
prepared.

Detailed thermal region sensitivites are determined by the per-
turbation method. Thermal region calculations are described in detail
in our other paper presented at this workshop.lO The thermal group
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code module FASTT combines features of the LEOPARD-SOFOCATE and LASER-
THERMOS methods and adds an adjoint capability. A striking feature of
our Path A thermal analyses has been the (usually) overwhelming impor-
tance of the Maxwellian energy region.

The resonance code module FASTR solves the slowing down equa-
tions numerically across a resonance using region-to-region collision
probabilities and using resonance cross sections from the RPI multi-
level code module MLEVL. Resonance group sensitivites are determined
from FASTR by the direct method.> Resonance group sensitivities are
found to result primarily from uncertainties in the resonance parame-
ters and in Dancoff factors, with lesser contributions from multilevel
effects and Doppler broadening treatments.

SENSITIVITY ANALYSES FOR CURRENT LIGHT WATER REACTORS

Sensitivity analyses have been carried out for large boiling and
pressurized water reactors using slightly enriched U0, fuel prepared
from ore.# The back end of the fuel cycle is considered as two alter-
natives, one with spent fuel reprocessing including fissile uranium
and plutonium credits, and the other the throwaway case with storage
and disposal costs. The representative BWR characteristics are based
on data for the Montague plants.20 The BWR fuel batch is exposed for
four equilibrium cycles over four years using a scatter loading pattern.
The representative PWR characteristics are based on data for the Green
County plants.2l For the first PWR cycle the batch is exposed on the
core periphery and for the second and third cycles is checkerboard
loaded in the core interior.

The important Path B fuel cycle cost sensitivity coefficients for
1985 are shown in Table 1 for both boiling and pressurized water re-
actors and for both back end alternatives. The thermal cross sections
of Pu-239, U-235, and hydrogen are the most important. Epithermal
cross sections of U-238 and U-235 also have large sensitivities. The
U-238 fast fission cross section is the only cross section in the fast
energy region that is important. Pu-240, Pu-242, structural materials,
and fission products all have much smaller sensitivities to fuel cycle
costs. Sensitivity coefficients for the BWR are generally less in
absolute value than for the PWR. Detailed examination indicates that
the lower BWR sensitivities occur because of lower initial enrichment
and lower discharge exposure. Sensitivities for the closed cycle are
lower than for the throwaway case. This occurs -largely because changes
in fissile credits after exposure tend to defray in part the changes
in initial enrichment required to compensate for nuclear data changes.

The sensitivity coefficients displayed in Table 1 demonstrate the
importance of considering fuel.exposure in contrast to examining sen-
sitivities at a point in time or in a mockup. For example, sensitivi-
ties to U-238 capture data are less than might have been expected be-
cause of the buildup of fissile plutonium in the throwaway case and,
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Table 1. Fuel Cycle Cost Sensitivity to Few-Group Data for 1985

BUR PR

Recycle Throwaway Recycle  Throwaway

239

Pu(Thermal,Fission) ~.522 -.688 -.560 -.753
2395 (Thermal, Capture) .439 .578 .478 .619
2334 (Thermal, Fission) -.387 -.578 -.384 ~.568
233y (Thermal, Capture) .210 .232 .208 .232

H(Thermal,Capture) .125 .169 .095 .135
238U(Epithermal,Capture) .020 .216 .043 .344
238U(Fast,Fission) -.108 -.127 -.119 -.141
241p, (Thermal,Fission)  -.094 -.123 ~.099 -.130
235U(Epithermal,Capture) .089 . 094 .123 .129
235U(Epithermal,Fission) -.060 -.091 -.081 -.134
241Pu(Thermal,Capture) .068 . 080 .073 .089
238U(Thermal,Capture) .033 .151 .037 L147

Zr (Epithermal,Capture) .026 .033 .020 .027
135Xe(Thermal,Capture) .017 .024 .020 .029
236U(Epithermal,Capture) .016 .020 .022 .029

additionally its credit in the recycle case. The sensitivity to Pu-240
data turns out to be small because of the high worth of the Pu-241
produced from neutron capture in Pu-240. We have shown earlier? that
these fuel cycle sensitivities can be aggravated by applying a bias
like k-reset which is determined from critical experiments.

Fuel cycle cost sensitivities to fission neutron yields v for 1985
are shown in Table 2. These are the largest sensitivities of our

entire study. The neutron yield per fission for Cf-252 is the most
important because all v values are normalized to the Cf-252 value.
Although the sensitivities for Pu-241 and U-238 are smaller than those
for U-235 and Pu-~239, they are still large when compared with the
sensitivities displayed in Table 1. The fuel cycle cost sensitivities
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Table 2. Fuel Cycle Cost Sensitivity to Fission Neutron Yield
(v) for 1985

BWR PWR
Recycle Throwaway Recycle Throwaway
252Cf -3.174 -3.952 -3.371 -4.326
235U -1.408 -1.764 -1.462 -1.889
23%, ~1.353 ~1.696 -1.466  -1.895
241Pu -0.272 -0.342 -0.297 -0.386
238

U -0.143 -0.181 ~-0.158 -0.205

to energy yield per fission K are shown in Table 3. Sensitivities for
U-235 and Pu-239 are quite large, while those for Pu-241 and U-238

are one order of magnitude smaller. Fuel cycle cost sensitivities to
cumulative fission product yields are relatively small., When it is
considered that a single fuel batch for a single reactor has a cost of
some tens of millions of dollars, it can been seen that these sensi-
tivity coefficients indicate large potential benefits from data im-
provement. '

Table 3. Fuel Cycle Cost Sensitivity to Energy per Fission
(k) for 1985

BWR PWR
Recycle Throwaway . Recycle Throwaway
235, ~0.504 -0.503 -0.509 -0.492
239, ~0.226 ~0.214 ~0.241 ~0.220
241Pu -0.031 -0.028 -0.036 -0.032
238

U -0.029 -0.028 ' -0.035 -0.034
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Earlier it was noted that Path A analyses for these reactors bring
out the importance of individual resonance parameters and Dancoff
factors in the resonance rangeS and of the Maxwellian range for ther-
mal-group cross sections.3>10 The latter point is illustrated in Fig-
ure 1 by the case of the important Pu-239 fission cross section which
is more than five times as large as its 0.3 eV resonance than at the
Maxwellian peak; yet its detailed sensitivity is about 50% larger at
the Maxwellian peak than at the resonance. This result is for a PWR
at middle-of-exposure. At beginning-of-exposure the detailed resonance-
to Maxwellian sensitivity is somewhat larger, and at end-of-exposure
it is somewhat smaller.

PLUTONIUM RECYCLE SENSITIVITIES

The sensitivity code system has been modified extensively to ana-
lyze fuel cycles utilizing mixied oxide (MO2) fuel or thorium fuel in
fresh fuel loadings. Separate reference depletion calculations using
LEOPARD account for different degrees of self-shielding vs. exposure.
Sensitivities have been evaluated for plutonium recycle, i.e., cyles
in which plutonium is loaded into the reactor as mixed oxide fuel.
The cost of plutonium in the MO, was calculated from the consistent
worth principle.'22 The core inventory for the BWR in this study con-
sisted of 20% MO, fuel. The fuel enrichment of U0, was chosen to be
2.6% (a/o). The fissile content of the plutonium was set at 65%
(a/o), about what is expected from recycle fuel of light water react-
ors. This MO, fuel thus consisted of natural uranium and plutonium
in such a ratio that the overall fissile fraction is 2.8%.

The sensitivity of beginning-of-batch reactivity and end-of-
cycle reactivity to thermal-group cross sections is illustrated in
Table 4. 1In this case 20% of the core consisted of MO2 and 80% U02.
By comparison with conventional cycles, sensitivity to U-235 is reduced
because it is no longer the only fuel present at the beginning-of-
batch. Sensitivity to plutonium data is enhanced, particularly for
Pu-241. The sensitivities to fuel cycle costs were also computed.
Sensitivities to fuel cycle costs have a similar order of importance
as the sensitivities to end-of-cycle infinite multiplication factor.
This occurs because overall economics are influenced strongly by end-
of-cycle conditions. Fuel cycle cost sensitivities for fertile ma-
terials are small, including both U-238 and Pu-240. Fuel cycle cost
sensitivities can differ considerably depending on whether end-of-
cycle criticality is maintained by enrichment of the uranium oxide
fuel (the reference assumption) or by plutonium content in the mixed
oxide fuel.
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Table 4. Sensitivity of Beginning-of-Batch k. and End-of-Cycle k to
Thermal Group Cross-Sections

Equilibrium Denatured Mixed Oxide
Thorium Thorium 20% Recycle
Tg:::zl | 98k po “_‘Sk'Eoc ‘fdkg()_g 98kgoe  99Kpog "_GkEoc
Section kpogdo Kpoc®®  Kpop®d  kpoc®  kpop®Y  kgoct
H (n,Y) -.028 -.030 -.029 -.024 -.037 -.034
23204 (n,y) -.153  -.065 -.131  -.052 - —
2335, (n,y)  .000  -.002 000  -.001 — —
233 (n,y) -.014 -.031 -.015 -.023 - —
233y (n,£) .087 .113 .086 .080 - -
2345 (n,y)  -.008  -.004  -.008  -.004 ~ —
233y (n,y)  -.055  -.045  -.055 -.035  -.063 -.043
233y (n,£) .173 .106 .165 .088 161 .113
2384 (n,y) A 0 ~0  -.009 -.001 -.080 ~-.03
23%.4 (n,y) - N O — 044 =075 -.145
239y (n,£) - n 0 - .053 .103 .179
2405 (n,v) - N0 —  -.00l -.019 -.002
241py (n,y) - N0 —  -.006 -.013 -.035
2 - NO - .009 025  .048

THORIUM CYCLE SENSITIVITIES

Considerable interest has developed in the utilization of thorium
in LWR fuel cycles, from the perspectives of utilization of thorium
resources and of proliferation resistance. Fuel cycle cost sensitivi-
ties have been evaluated® for a basic thorium cycle23 and for a de-
natured cycle related to the basic cycle. Thorium fuel cycle costs
are less sensitive to U-235 data than are conventional fuel cycle
costs, since U-235 constitutes only a portion of the fuel loaded in
the thorium cycle. The sensitivities to fertile material data (thorium)
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are smaller than sensitivities for fissile data because conversion to
fissile material compensates for reactivity effects from the fertile
material itself.

One interesting result in the denatured cycle is the influence
of plutonium. Because of the reduced self-shielding of U-238 resonance
capture, the epithermal capture cross section in U-238 in the denatured
thorium cycle is substantially higher than in a conventional cycle,
and fissile plutonium production still constitutes a significant fac-
tor. With one-eighth the amount of U-238, ‘the denatured cycle leads
to one~third the amount of plutonium of a conventional cycle. 'There
is considerable sensitivity in the denatured cycle to the data for
Pu-239. 1Indeed, Pu-239 sensitivities are comparable to those of U-233
and U-235. Thus, the presence of a modest amount of U-238 and the re-
sulting buildup of plutonium have a significant influence on the eco-
nomics of LWR fuel cycles using thorium.

The sensitivity of beginning-of-batch reactivity and end-of-cycle
reactivity to thermal-group cross sections is illustrated in Table 4
for both thorium and denatured thorium cycles. Thorium and the fissile
nuclides have the largest sensitivities. The sensitivities to end-of-
cycle reactivity are sometimes larger than sensitivities to beginning-
of-batch reactivity because some nuclides are building up. Thus, it
is not a good idea to consider only sensitivities for beginning-of-
batch conditions--such as for a clean critical assembly. End-of-cycle
conditions are much more important from an economic standpoint.

SUMMARY

An interactive system has been developed at RPI to analyze the
sensitivity of water reactor fuel cycle parameters and costs to un-
certainties in nuclear data. Analyses of pressurized and boiling
water reactors with recycle and throwaway options show substantial
sensitivities of fuel cycle parameters and costs, particularly to
thermal and resonance data for fissile nuclides. Neutron and energy
yields per fission have very large sensitivities. The fact that
sensitivities for fertile materials are much smaller than for fissile
materials is a reflection of compensating effects. Increased absorp-
tion in fertile material (a reactivity penalty) leads to increased
production of fissile material (a reactivity and economic gain). The
results bring out the importance for power reactor sensitivity analy-
sis of dealing with the full fuel cycle, as opposed to integral
parameters at startup or in a critical assembly. Sensitivities to
U-235 data for the thorium and mixed oxide fuel cycles are lower than
in a conventional cycle, consistent with the reduction of U-235 in
fuel loading. Overall economics are influenced strongly by end-of-
cycle conditions. These methods and results should prove useful in
setting priorities for experimental and analytical efforts aimed at
the reduction of uncertainties in basic nuclear data.
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NONLINEAR MODEL FITTING OF THERMAL NEUTRON DATA
AND ITS APPLICATION IN RESONANCE PARAMETER UNCERTAINTY ANALYSIS

J. K. Thompson
Battelle, Pacific Northwest Laboratories
Richland, Washington, U.S.A.

ABSTRACT

Nonlinear least-squares fitting techniques have been applied to
experimental neutron data in the thermal region. Using theoretical
forms derived from neutron-nucleus interaction theory formulated in
terms of a common set of parameters, simultaneous fitting of all re-
levant data types may be accomplished, A formalism is established to
harmonize data from divergent sources with a single stochastic model
to satisfy the implicit assumptions of least-squares analysis. Follow-
ing final parameter determination, rigorous statistical analysis of the
residuals of the fit and the correlated parametric uncertainty fall
out of nonlinear maximum-likelihood statistical theory. From the best-
estimate parameters and their correlated uncertainty, one obtains not
only best estimates of nuclear data but valid estimates of the uncer-
tainty of the data. An example of the application of the formalism
to 240py data through the leV resonance is given.

INTRODUCTION

For almost two decades scientists have been attempting to develop
an internally consistent set of thermal neutron data for the fissile
and fertile isotopes because of their fundamental importance in the
neutronic analysis of thermal fission power reactors. However, these
persistent efforts have yielded only modest results, primarily due to
inherent 11m1?a$ions of the metho?o]ogica]_approach. Leonard, et al,
have proposed\!) and demonstrated 2) an alternative approach for deter-
mining best-estimate thermal neutron data which is designed to avoid
some of the previous limitations.

One of the key elements of this approach is an extremely powerful
estimator of nonlinear parameters, a continually evolving computer code
whose most recent generation is known as Resonance Parameter Fitting
Code (RPFC). With this tool differential cross sections and ratios are
simultaneously fitted to theoretical forms derived from neutron-
nucleus interaction theory by iterative adjustment of the underlying
physical parameters of the theoretical forms. A converged fit yields
estimates of both the physical parameters of the theory and their
correlated uncertainty matrix (the inverse of the covariance matrix).
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With this information, the theoretical forms can be used within the
energy range of the fit to predict not only the cross sections and
ratios but valid measures of their uncertainty as well. Such informa-
tion can be used in conjunction with the tools of sensitivity analysis
to focus the attention of evaluators and experimenters on those
nuclear data which most require it.

The focus of attention here will be the methodology employed in
RPFC, and the underlying philosophy and motivation which have led to
its current manifestation, The methodology has four distinct aspects:
. Modeling the data
. Estimating the parameters of the model
Estimating the correlated parametric uncertainty
. Using the model for prediction of quantities of interest
A brief discussion of each of these elements demonstrates the essence of
the methodology and provides the framework for critical appraisal of the
philosophy and motivation of the methodology.
MODELING THE DATA

Experimental Theory

RPFC is essentially a nonlinear weighted-least-squares fitting
code. As such its range of validity is restricted by the two implicit
assumptions on the statistical nature of the data inherent to all
least-squares analysis, viz:

. The data are not subject to significant systematic bias (§_= 1)
A11 data are samples from a common population (¢? is a constant)

One further caveat concerning least-squares analysis is that a single
flyer (datum "distant" from theory) can induce non-trivial local per-
turbations of the theory. If the data to be fitted do not meet the
assumptions or exhibit flyers, the model used to describe the data must
be formulated in such a way as to compensate for these deficiencies.

Unfortunately, experimental nuclear data may fail on all counts.
Systematic bias may be induced by normalization errors or energy-scale
errors, It is not uncommon for flyers to be present. Finally, due to
differences in reporting by different experimenters, uncertainty mea-
sures, if they are reported at all, may reflect total uncertainties or
only certain components of the total uncertainty. Hence, data from
different experiments may exhibit widely disparate variances.
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To minimize the effects of systematic bias, each data set is allowed
three experimental parameters to adjust the normalization and energy-
scale for those data within that data set. These parameters are not
required; but if they are present, they are treated on a par with the
theory parameters. An internal weight-adjustment scheme may be used to
down-weight flyers and to balance the variances between data sets to
satisfy the common population assumption. However, taking such liberties
with reported data is not to be taken lightly, for it introduces a new
set of complications. First, it forces one to work with an implicit"
relation between measurement and theory rather than the more common
case of an explicit theory. Second, data which were in principle
originally statistically independent are now correlated, and correlation
introduces complexity in any statistical analysis. The first compli-
cation is merely one of mechanical detail and is readily dismissed. The
second complication is actually an illusion. If the experimental para-
meters are statistically significant, the original data in fact were
not statistically independent for they exhibited a common systematic
bias. Indeed, the correlation is shifted from the measurement-space to
the parameter-space, leaving the data essentially statistically indepen-
dent. Furthermore, since the correlation effects are now contained in
the parameter-space, a modest sophistication of the residuals analysis
yields more rigorous results than could be obtained in the absence of
experimental parameters.

Neutron-Nucleus Interaction Theory

_ The ultimate goal is to describe the thermal energy region nuclear
interactions by fitting the experimental theory just described to ana-
lytic .theoretical forms derived from neutron-nucleus interaction theory,
By good Tuck, there are but a limited number of nuclear interactions

of interest in the thermal range, all of which may be constructed from
three fundamental theoretical forms (Table 1), A modified Adler-Adler
formalism is used to describe fission and capture cross sections,

while coherent, incoherent and total scattering are described by the
multi-level Breit-Wigner formalism. Finally, an unnamed spin-dependent
resonance formalism had to be invented to model data forms involving

nu due to the evidence of energy-dependence of nu in the thermal energy
range. Absorption and total cross sections and the ratios of interest
may be constructed from these fundamental theoretical forms as shown

in Table 2. Using the same construction logic, any theoretical form
may be combined with any second theoretical form that does not involve
nu in two-component sums and ratios. This feature allows simultaneous
multi-isotope fitting when there exist data dependent upon two isotopes
such as a limited purity sample with a single contaminant (e.g., 23°%Pu
with 240Py contaminant) or data measured relative to a standard with
non-trivial shape uncertainty (e.g., of“9/of25).

One of the primary reasons for choosing these theoretical forms is
the commonality of physical theory parameters between forms. The
whole purpose of performing simultaneous fitting would be lost were
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TABLE 1. Fundamental Theoretical Forms

Modified Adler-Adler Formalism

X M, |, & EETE T Y L

o (E)/E 2 NR g T Lp ¥ Axr(E'Er) NG
r b =
X =v,f

Bbeb']J
1

Multi-Level Breit-Wigner Formalism

ocon(E)/an = [g,b,(E) + g_b_(E)]? + [g,d,(E) + g d (E)]2

o inclE)/A1 = 9,9 [(b,(E) - b_(E))2 + (d,(E) - d_(E))2]

og(E)/4r = g,[b,2(E) + d,2(E)] + g_[b_2(E) + d_2(E)]

_ fl F;r(E'Er)

bi(E) = R+ /En rzz:i (E-Er)z + (TY‘/Z)Z
_ h Tﬁrrr

di(E) = _32M rgi (E-Er)z ¥ (Tr/z)z

n

Spin-Dependent Resonance Formalism

WE)op(E)VE = v o (E)E + v_o . (E)VE + vo P(E)VE

bof

+ 2 grr;r Ffr * Afr(E_Er)
o (EWE = 2 3 TE T ;
f M, S (EE)ZF (T /2

42
v = v, + O, v PEVE - % X

NOTE: For all forms rr(E) = rfr*'rYr +1° JE
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TABLE 2. Combinations of Fundamental Theoretical Forms

Absorption

Alpha
a(E) = o, (E)/E/og(E)/E
Eta
n(E) = (v(E)og(E)E) /o, (E)E
Nu
v(E) = (v(E)og(E)VE)/op(E)VE
Sums* |
S(E) = Aoi(E) + (1—%)o§:(E)' (possibly with VE multiplier)
Ratios*
R(E) = on(E)/oi,’('E)' | (possibly with /E cancelling)

*Sums and ratios may be formed with any theory from x for isotope z
and any theory form x” for isotope z“, except n and v.
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this commonality absent, for there would then be no competing constrajnts
to compromise. Indeed, in some cases it is only through these competing
constraints that some parameters are even marginally determinable.
Furthermore, one can obtain indirect evidence of conflicting data when
parameters become unphysical or exhibit large uncertainties due to

these competing constraints,

The Parameters of the Model

Now that both the theory forms have been described, a complete
list of the parameters can be tabulated (see Table 3). Obvisouly, in
any real problem, the number of parameters could be fairly large. In
general, the quality and quantity of data are inadequate to determine
all of these parameters, especially due to the high degree of correla-
tion between some of them, Furthermore, some of the parameters are
generally known with fair accuracy from prior evaluations, and expediency
demandsthat some use be made of this a priori knowledge. In RPFC there
are two methods available by which this information can be used to
1imit the region of parameter-space to be searched, The first method
is the trivial case of setting a parameter to a fixed constant, simply
eliminating an entire dimension of parameter-space. In preliminary
fitting in particular, where one may be interested in examining data
for systematic bias, this option is very useful, Conversely, in the
final stages of fitting, one would like to determine as many parameters
as possible from the data alone, but subject to restricting the range
of certain of the parameters to values which are physically plausible
or which are demonstrably optimal from evidence of prior fitting. The
second method allows one to do just that by treating a parameter
estimate which has an associated uncertainty as a datum. Consequently,
although the full dimensionality of the parameter-space is used, there
are constraints which 1limit the freedom of parameter variation in some
dimensions.

Summary of the Model

The description of data modeling is now complete. The data them-
selves are transformed via experimental theory to remove systematic
bias attributable to normalization or energy-scale errors. Weight-
adjustment may be used if necessary to satisfy the common variance
assumption. A collection of theoretical forms derived from neutron-
nucleus interaction theory based on a common set of physical parameters
has been chosen to provide competing constraints in fitting the various
data forms. There is arbitrary freedom in choosing which parameters
are to be varied and which are to remain fixed in the fitting algorithm.
Furthermore, any subset of the variable parameters may be constrained
forcing each parameter in the subset to lie in the neighborhood of
its a priori estimate. As each of these elements was introduced, the
rationale involved was also discussed. That rationale is the essence
of the methodology, for having prescribed a data model, all that remains
of the methodology is mathematical technique. In nonlinear fitting, the
exercise of parameter determination is not trivial, but it is still
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TABLE 3. The Parameters of the Model

Theory Parameters for Each Isotope

Resonance Parameters

EY‘

I‘!O
nr
rfr

r
Yr

A

Yr

(9,

fr

Resonance Energy (eV)

Reduced Neutron width
(evl/2)

Fission width (eV)
Capture width (eV)

Fission asymmetry coef-
ficient (eVvl/2)

Capture aSym?etry coef-
ficient (eV!/?2)

Experimental Parameters

Non-Resonance Parameters

Coefficients of back-

B.,, BX,, BX
fl fe> 73 ground, polynomials

B 1° B*2, B*3 for fission and
YioYe oy capture
R Potential scattering

radius (b1/2)

Vis Vs Vg Neutrons per fjssion in
parallel-, anti-parallel-,
and non-resonance fission
respectively

Input constant. - statistical weight factor)

Normalization factor for gth data set

E =

Energy-scale adjustment parameters for sth data set

- <as * Bs/Eﬁ)

Composition parameter for sth data set, if applicable

* Indicates that parameter does not have to be present
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simply a well-defined problem solvable by any of a broad class of
techniques and hence contributes little to the methodological scheme.

ESTIMATING THE PARAMETERS OF THE MODEL

Nonlinear parameter estimation may be accomplished by any of
myriad techniques outlined in its extensive literature, and, not being
the central issue here, only those aspects of the particular technique
used in RPFC germane to the ensuing statistical analysis will be touched
upon here. For a discussion of the basic techniques see References 3,
4 and 5.

Recall that in the experimental theory of the model, to satisfy
the common population assumption and to avoid local unphysical per-
turbations of the fit due to flyers, a scheme of weight alteration was
introduced. As the weights are presumably inversely proportional to
variances, and variances lie at the heart of statistical analysis, the
key element of the parameter estimation algorithm from the viewpoint of
statistical analysis is this weight alteration scheme. Weight alteration
is optional in RPFC, and when elected may operate at two levels.

There is nothing subtle involved in the weight alteration scheme,
but to demonstrate the algorithm, the foundation of the parameter
estimation logic is required. The best-estimate parameters are that
set of parameters which minimize the objective function, the inverse-
variance weighted sum over all measurements of the squares of the
residuals. Defining Q(a) as the objective function, the minimization
criteria are explicitly

3Q(a) 32Q(a)

> dada

= positive definite. (1)

Tables 4 and 5 define the construction of the objective function and its
first two derivatives respectively, explicitly displaying the two level
weighting scheme. The chain rule differentiation depicted in Table 5
cleanly divides the stochastic model from the physical theory model,

a feature highly advantageous when physical theory modeling is accom-
plished with many theoretical forms. The stochastic model assumed is
that of normally distributed residuals with zero mean and constant
unknown variance. The essence of the weight alteration scheme is to
force the data to satisfy the stochastic model, so that the eventual

statistical analysis, which assumes the applicability of the stochastic
model, is valid,

Keeping these thoughts well in mind, there is one more item to be
considered in the construction of a weight alteration scheme: non-
linear parameter estimation, if it is to be successful, must proceed
cautiously, always well under control, Hence, the idea to add to the
thoughts above is, "THINK SMALL". Although by appeal to maximum-1ike-



TABLE 4.
Q(a) = %J W (a) o (a)
- m _ m 2
Q,(a) =W (a) [f (a) - f "(a)]
DATUM ftm (cf. TABLES 1 and 2
m m =
o, + GCX @ Em OX(E)/E
m. o.om
9y ks Gox @E OX(E)
Rm * GRm @ Em R(E)
NOTES: E = Em(as+ss/im)
m is the measurement index
S is the data set jndex
Ns
(if absent, assume unity)
as> B
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The Objective Function and its Constitutive Elements

(60.™N VE)"2 x=f,v,a,t
X s

m -2
(GGX NS)

=2
(sRmNS)

is the normalization parameter for the sth data set

_are the energy-shift parameters for the sth data set

(if absent, assume unity and zero respectively)

x=coh,inc,s

R=a,n,v



98

TABLE 5. Chain Rule Differentiation of the Objective Function
) 5 Gl
= W = W
9a .S da TS mes 9a
2 2
Zagii) =L aaggia)
——= S mes T —
3Q (a) 5Q (a) aM_(a)
m=" _ m'— —-m'= = m m
TR N €Y 52 M(a) = (fi(a), £ (a), W (a))
2 2 2
") e, (a) M (a) oM (a) ) 3Q, (a) 3°M (a)
dasa aﬂm(g) aMm(g) da 3a aMm(g) da’a
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1ihood principles it is possible to estimate directly the variances to
obtain new weights, to avoid changing the local conditions too much

at once, it is better to change the weights a Tittle at a time in such
a way that in the limit the net result is the same as would be obtained
via the maximum-1ikelihood formalism,

The weight alteration schemes outlined in Table 6 follow the
"THINK SMALL" philosophy by establishing a figure of merit related to
the maximum likelihood variance estimator for each weight under con-
sideration and comparing that to an analogous figure of merit represen-
tative of all weights. In the comparison, the criteria for alteration
are designed so that most weights are unchanged, and those that are
changed are modified only to moderate their discrepancy from the sto-
chastic model rather than eliminate the discrepancy entirely, It is
possible to think of this process as fitting a theory of the variance
(the stochastic model) while the simultaneous parameter estimation
algorithm is fitting a theory of the mean. This heuristic device along
with the empirical evidence that it works lend credence to the rather
arbitrary methodology of weight alteration introduced here,

PARAMETRIC UNCERTAINTY AND RESIDUALS ANALYSIS

Termination of the parameter estimation logic yields a set of
best-estimate parameters a which satisfy equations (1) to some specific
convergence tolerance as well as a set of effective data weights which
satisfy the criteria of the stochastic model. Since the stochastic
model assumptions are satisfied, it is possible to use the few derived
(References 3 and 6) results from the largely uninvestigated realm of
nonlinear statistics that are required here. First, the results
concerning the parameters that are of interest are:

. 2 is an unbiased estimator of the true parameters A:

A

<a> = A

The mean square correlated parametric uncertainty is given

@y A
by <83 88> = 2¢2 Yl a2 = Q(a)/DF

The other result of nonlinear statistics that is used in RPFC is the
determination of the probability that any particular datum would be fit
with Tess error, i.,e., the residuals analysis., Proper evaluation of
this probability element requires untangling the complicated skein of
data-parameter correlation. Table 7 shows the means whereby this pro-
bability is calculated. This quantitative assessment of the inherent
datum quality helps to identify bad and marginal data.



TABLE 6.

Data Weights

Figure of Merit
T = /wSQm

m

Algorithm:

Data Set Weights

Figure of Merit

TS = WSQS/DFS

Algorithm:

Sy~

8y~

w -
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Weight Alteration Schemes

Basis Figure of Merit

T* = Median (VWZG;)

>

6y T, < 2T*

sy, /TTZTF , T > 2T+

a (GY$)-2

Basis Figure of Merit

T* = Average (TS)

= T, |T. - T*| < S* = Std. Dev.
S S
= /TST* |TS - T*| > S* = Std. Dev.

ij T/ XSjTS'

RT_*/(Q/DF )
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TABLE 7., Probability of Less Error
(Adapted from Reference 3)

: SN DF- T2 DF-1
Py~ >w) = [ (sing, )™ ]dwm'/_/(; (sin y ") dy °
LPm

cos?y, = [Q,(8) - 62Q.1/Q(3)

T
2 =
62y = V¥
22Q_(2) .
v = <6M M >
2 oM M -
oM (3) M (3)
- - A —n’=
<M _ M > = A <éa da> 2a

PREDICTIONS OF THE MODEL

Two brief statements are now all that is necessary to conclude
the methodological definition:

R 92f(a) -
<f(a)> = f(A) + —g7 + <sasar/2 (2)
R af(a) . 5f (a) )
<sf(a)sf(a)> = T <6353> =

The first statement exhibits that, although the parameter estimates are
unbiased, functional values estimated from those parameters are biased
due to statistical resolution effects. Fortunately, for the theoretical
forms of interest here, the bias is entirely negligible typically being
several orders of magnitude smaller than the uncertainty, whose mean
square value is given by (3).

AN EXAMPLE OF APPLICATION

Agp]lc tions of SIGLEARN(S), the predecessor of RPFC, to 23°0(2)
and 232Th'7/ have proven the basic formalism a useful tool to aid
evaluation of thermal neutron data. Some preliminary analysis of 24Py
thermal data provide a brief example of the application of RPFC in the
same context. (This example is chosen to avoid an inordinately lengthy
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discussion of the data base, which for 235 contains more than 50 data
sets.)

The thermal region in 240Py is dominated by the 1 eV resonance,
but to accurately model the region a bound level and the 20 eV resonance
were included in the fit with all parameters fixed, the bound Tevel as
a mirror image of the 20 eV resonance. The ?aga base used in the studies
include the capt%r data of We?t n and Todd;\8/ the total data of
Leonard, et ?1 ,\9) and 81?25; 10) and normglization points (see Table 9)
for capture, 1ﬂ scattering\!? and fission.\!3) The total data of
Leonard through the resonance were corrected for Doppler broadening,
and on advice from Leonard the energy scale was allowed to adjust. The
capture data of Weston and Todd show evidence of 239Pu contaminant and
were fit as the sum of 240Py capture and 23%Pu cature with the impurity
concentration of 23%Pu being an adjustable parameter. Both of these
data sets, along with Block's total data, were allowed to renormalize.
Furthermore, the data set weights of these three data sets were internally
adjustable. This was especially important for the Weston and Todd cap-
ture data, since in the absence of measurement uncertainties, the data
weights were arbitrarily set to correspond to a 5% data uncertainty with
internal adjustment of the data weights allowed. The preliminary results
of this data collection and data model are shown in Table 8.

TABLE 8. Preliminary Results of 240py Data Analysis

1 eV Resonance Parameters

= { /
Fn° = 2.451 + .0026 meV//eV
o, T ¢89.4x1.63b o= 29.72 1 .41 meV
OSO = 1.813 = .060b e = 5.76 + .60 neV

1/V  Capture Background at thermal is 10.4 + 2.1b

Fitted 239py N impurity in Weston and Todd data (.82 + .09)%

TABLE 9. Absolute Data for 240py Used for Normalization

Datum Fitted Value
oY(.0253) 289.5 + 1.4b 289.41 + 1.63b
g (.08) 1.54 + ,05b 1.537 = .059

o¢ PEAK 33 = 3b 33.00 + 3.55b
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SUMMARY

The formalism of RPFC is a methodological improvement with con-
comitant enhancement of capabilities for simultaneous fitting of thermal
neutron data from diverse sources, extending even to simultaneous fitting
of several isotopes with interrelated data. This extension is made
possible by incorporating into the methodology both an experimental theory
which transforms all data to a common stochastic model and an aralytic
theory derived from neutron-nucleus interaction theory which is based
on a common set of fundamental physical parameters. The common stochastic
model allows rigorous statistical analysis of the estimated nonlinear
parameters including the correlated parametric uncertainty, which es-
tablishes a direct Tink to the rapidly developing areas of sensitivity
and uncertainty analysis. Via this connection, there is promise of im-
proved understanding of the impact of data modifications which will
enable the eventual development of an internally consistent best-estimate
set of thermal neutron data for the fissile and fertile isotopes.
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FISSION PRODUCT DECAY POWER AND UNCERTAINTIES AFTER
REALISTIC REACTOR OPERATING HISTORIES

T.J. Trapp and B.I. Spinrad
Pacific Northwest Laboratory/0SU
Richland, Washington, USA

ABSTRACT

The major source of power in the first 0 to 10,000 seconds after
shutdown in a LWR is the decay power of the fission products. The
total decay power in LWR's results from fissions in 235, 238J, 239wy,
and 2%1pu, The fission rates of each nuclide were expanded in a .
series about the reactor shutdown. The contribution to the total de-
cay power from the fission products of each fissionable nuclide was
evaluated by analytically integrating the summation equations using
the series expansion as the source term.

The uncertainties in the decay power must also be evaluated.
The uncertainties in the decay power from each nuclide were evaluated
by analytically propagating the uncertainties in the basic fission
product yields and decay energies through the summation analysis into
uncertainty estimates on the fission product decay power. Since the
yields are constrained, a constrained variance analysis was used to
reduce this component of the uncertainity. By expressing the calculated
decay power from each fissioning nuclide as a ratio to the 235U decay
power, correlations between the energy uncertainties in the ratio
were used to reduce the variance.

The decay power from a LWR and its associated uncertainty can
be estimated by combining the ratios of decay power with the standard
235y decay power and its uncertainty. Calculations show the actual
decay power in LWR's is always less than the standard 235U decay power
with uncertainties of the same order of magnitude as the standard
235 uncertainties.

INTRODUCTION

Energy is released in a nuclear reactor as a result of the
fission process. Approximately 87% of the energy appears as kinetic
energy of the fission fragments, of prompt y-rays, and of prompt neutrons.
The remaining 13% of the energy comes from the radioactive decay of the
various fission products. Of this energy, approximately 4% is from
g-particles, 3% from y-rays, and 6% from neutrinos. The neutrinos
escape from the reactor and deposit their energy in the far corners of
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the universe. The beta and gamma energy is absorbed in the reactor.

Over one thousand fission products can result from a fission with
half Tives ranging from essentially 0 to thousands of years. A sig-
nificant fraction of the energy released in their decay occurs at times
Tong after the initiating fission event, After a reactor shutdown, the
fissjon process will stop, but the fission products will continue to
release energy.

In LWR, at the start of the irradiation the fission products re-
sult from fissions of 235J and 238, As the irradiation progresses,
the 238 fission rate remains relatively constant, while the 235y
fission rate decreases. At the same time, neutron absorptions in 238J
produce 23%Pu and ultimately 2%lPu., As the 239Pu and 241Pu build up,
their contribution to the fission rate and consequently the fission
product power increases.

The decay power from 23%Py is significantly less than that from
235y, because the slightly lower neutron-to-proton ratio and the larger
number of prompt neutrons emitted in 23%Pu fission, produce fission
products which are, on the average, closer to beta stability. Moreover,
since the average energy per fission is slightly larger for 23%Pu than
235y, the fission product formation rate for a constant power will be
slightly smaller for 2339Py fissions which will tend to reduce the decay
power from 239Py fissions even further.

The fission product decay power will be larger for 238U then for
235y, since the neutron to proton ratio is larger for 238y,

A realistic assessment of the shutdown decay power must include the
effects of the fission product production rates during reactor operation

from all of the fissionable nuclides. 1In a typical LWR, these would
include 235y, 238y, 239py, and 24!pu,

Figure 1 shows the relative decay powers of several fissionable
nuclides after an infinite irradiation.

Summation Model

A fission product can result directly from fission, as a decay
daughter of a fission product formed directly from fission, or both.
The radioactive decay of each fission product is described mathematically
by a first order differential equation which contains components accounting
for both the production and depletion of the nuclide., This equation is
generally called the Bateman equation, because of its initial derivation
by H. Bateman? in 1910. Since fission products can be produced from the
decay of other fission products a coupled set of equations must be solved.

Aftgr an instantaneous burst of fissions, the average concentrations
per fission of the fission products in each mass chain are described by
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FIGURE 1.  The Ratio of the Decay Power From 239py, 238y, 24lpy,
and 233y After an Infinite Irradiation to the
235 Decay Power -
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dNij(t) i- .
@t T I MeiBi kMg (B) = 25Ny 5(t) (
where
Ni.(t) = the concentration of the ith fission product in the
J jth mass rope at time t.
j = the mass rope no. ordered such that the rope with
smallest A number is 1.
i = the ith fission product in the jth mass rope. This
is ordered such that the fission product with smallest
Z number is 1,
t = time,
Aij = the decay constant for fission product i, j.
Bijk = the branching ratio from fission product i, j to

fission product k, j.

The initial conditions for this equation are

.. (t = = y.f.. 2
Nis(t =0) = v,y (2)
where
Y. = the cumulative rope yield of the jth mass rope. This is
J normalized such that the sum of all the cumulative yields
is 2.
fij = fractional independent yield of the ith fission product

in the jth rope. This is normalized such that the sum
of the fractional independent yields in each rope is 1.

This set of equations can be solved for each rope either by per-
forming a direct integration of each equation or by a Laplace Transform
of the system of equations. The average decay power from a single
fission can be evaluated by weighting the average energy per decay
with the activity and summing over all the fission products.

H(t) =

™M =
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where
M.
J j .
Cs5 7 . % PgBighis (4)
i=s
and
H(t) = the decay power at a time t after a fission pulse (MeV/
fission-sec)
N = number of mass ropes
Mj = the number of nuclides in the jth rope
Eij = the average sensible decay energy for a disintegration of

the ith nuclide in the jth rope

The fission product shutdown decay power resulting from an ‘irradia-
tion period can be evaluated at any time after shutdown by integrating
the contribution from each fission weighted by the fission rate over
the reactor operating period. In general, there is no restriction on
the fission rate.

In performing this analysis, a simplifying assumption has been made,
This assumption is to ignore neutron capture in fission products in the
equations for production and loss of radioactive nuclides. These cap-
tures greatly complicate the decay scheme which must be dealt with, and,
furthermore, this effect can be easily parameterized and added in as a
correction factor after the summation calculation,3,%s5

For a reactor which has operated from a time -T to 0 and then been
shutdown for a time t, the decay power from a single fissionable nuclide,
in the absence of neutron capture in the fission products is

N M. M.
H(t,T) = g Y zJ f ZJ C_.g_.(t,T) (5)
i=1 3 k=1 Koy SIS
where
-x .t 0 AT
955(t:T) = e ] "R(x) e ¥ de (6)
-T
and
H(t,T) = the decay power at time t due to the operation of a

reactor for a time T,
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R(1) = the fission rate at a time t during reactor operation
for a single fissionable nuclide.

The total decay power is the sum of the decay powers from each
fissionable nuclide. An evaluation of the best available experimental
and calculated values for the decay power from 235U after constant
fission rate, no neutron capture irradiations has been made by Schenter,
Schmittroth, and England.® This evaluation has been incorporated in a
new standard? for fission product decay power. Formulations of the
total decay power which use this standard represent a synthesis of all
the available information on decay power. In addition to incorporating
the standard values, it is also convenient to express the total decay
power as a fraction of the operating power, A form which contains all
of these features is

He (£.T) N H(t,T)
F(t,T) = — z —_—
P i=1 H25(t9ﬂ
where
F(t,T) = the fraction of the operating power which is produced at
time t after shutdown following an irradiation of length
T.
P = the reference operating power.
Hs(t;T) = the standard decay power from 2350 at a time t after a
constant fission rate no neutron capture irradiation of
length T.
N o= the number of fissionable nuclides.

If each of the decay powers in (7) is normalized to a unit fission
rate and the reactor has operated at a constant power, the parameter P
can be replaced by the average energy per 235U fission. In other cases,
a consistent definition of the reference power must be made.

Uncertainty Analysis

Evaluations of the decay power are in themselves useless, unless
an estimate of the confidence in them can be made. Since the Bateman
equations are known to describe radiactive decay very well, there is
little question as to the adequacy of the basic model. The area in
which the evaluation can be questioned is in how uncertainties in the
basis nuclear data (sometimes very large) affect the final results. It

is in this area, the propagation of the uncertainties in the basic nuclear

data, where the summation technique has its greatest utility. If un-
certainty estimates can be made for all of the basic nuclear data, these

uncertainties can be propagated through the summation calculation directly

into uncertainties of the decay power.
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Uncertainties in the parameters arise because of the statistical un-
certainties inherent in the measurements, or predictions from models of
many physical parameters. The uncertainties are in the chain yields,3
fractional independent yields, and the decay energies.® The uncertainties
in the decay constants and branching ratios have not been considered.
Schmittroth and Schenter® have estimated the effects of these uncer-
tainties, and their results indicate those uncertainties tend to be small.
This may not be the case at very short times after shutdown, when many
of the important nuclides are not accessible to experiment.

In both the chain yields and the fractional independent yields,
nature has been unusually gracious. The chain yields and independent
yields are constrained such that

n o™=

and

fo. =1 (9)

Instead of using the standard variance formulation, a constrained variance
formulation can be used with a resulting decrease in the total variance
of the function.3

The energy uncertainties are not bound to any absolute physical
constraints. The decay energy uncertainties are composed of three
separate components: an uncorrelated beta and an uncorrelated gamma de-
cay energy uncertainty; and a correlated energy uncertainty. The un-
correlated uncertainties result from natural statistical variations in
the experimental determination of parameters and from unbiased uncer-
tainties in estimating decay energies from theoretical correlations and
models. The correlated uncertainties result because of the possibility
of a systematic bias in theoretically estimated parameters.,

The variance in the decay power from a single fissionable nuclide
due to the yields can be expressed as

| N M M 2
var [A (t,T)] = £ Vvar[V.] r f. ot €_.g_.(t,T)
y i= 1 K= 1 ki g = g S17si
[ N g M, M 2 (10)
- z Var[Y. z f £ C_.g_.(t,T)
i= 172 Koo TS
N .
% Var[Yi]
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. M.
- { MJ {f, ] [ Y C (t T)]2
+ Y, z Varlf . z g .(t,
j=1 k=1 k1 S17s1 J

s=k
M. M, . (10)
[ YVarlf ] £ Cig . (t,T)
- T Var[f, . .g .(t,
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The variance due to decay energies can be written in the form

M.
;

roo. 2
t 1
VarE[H(t,T)] = rfk VarE[Eji] {Ari sik Arsgsi(t,T)}

MM . - (1)
i i :
+ Iz Ao A g .(t,T)l An: L Ag.g :)t,T)pcov[E .,E..]
r=k P=k { ri ooy rsTsa J P1 Ps7si ri’ Pi

s=k
The total variance with respect to energy is

0o~ s

k

VarE[Eri] = VarU[Erij VarC[Epi] (12)
and the covariance is
Cov[E .»Ey.] = |Varn[E_.] Var.[E,.] e
ov[E,j.Ep;] = | VarclE ;] VarclEp; (13)
where
VarE[Erj] = the total variance of Erj
VarC[Erj] = the correlated component of the variance
VarU[Erj] = the uncorrelated component of the variance

Total Uncertainty

A confidence interval can be estimated for the decay power after
an irradiation in which each nuclide fissions at a time varying rate if
the variance in each of its components has been determined. The most
useful form of the decay power on which to perform this analysis is the
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form exhibited in (7). In this form, the uncertainties in the standard
decay power form 235U and the uncertainties in the operating power as
well as the correlations between the calculated decay powers can all

be included. The variance of this expression is

H (£, T) [
Var[F(t,T)] = (———:f——> [Z Var[R;]
P /li=
. (QR.)Z/Var[Hzg,(t,T)] \ Var[H_(t,T)] \ VarLﬁfI)J )
o= Y\ Has(e,T)2 H (t,T)2 P2 -

The variance in the standard decay power has been estimated.’ The variance
in the operating power consists of two components. The first component

is due to uncertainties in the average energy per fission. The second
component results from variations in the reactor power. These variations
can result either from fluctuations in the actual power level or from

an imprecise knowledge of the power level. Estimation of the variance
which results from these fluctuations depends very strongly on external
constraints which vary between different reactors.

The sources of the uncertainties in the ratio of decay powers is
with one exception, completely correlated,!9:11 Any uncertainties in
decay energy, half-life, or branching ratio of a fission product pro-
duce uncertainties in the decay power which are virtually the same, and
in the same direction, as from a similar computation for 235U, The ex-
ception is the statistical variation produced by uncertainties in fission
product yields.

Differences in fission product yields would be expected to produce
two types of uncertainties in the ratio of decay powers. The first un-
certainity arises from the statistical variations of the yields which are
uncorrelated between the two types of fission. The second uncertainty is
a separate residual uncertainty in the decay power ratio due to differences
in fission productyields. The decay powers have uncertainties arising
from uncertainties in decay branching ratios, half-lives and decay energies
Although these uncertainties for any given fission product are identical
regardless of the source of fission, they are still a source of uncer-
tainty, since the decay powers are yield-weighted.

If every uncertainty in 235U decay power were matched by an equal
uncertainty in the same direction, the ratios would be perfectly cor-
related, p = 1. Var(R) would be a small number. If the uncertainties
were matched and always were in the opposite direction, the values would
be perfectly anticorrelated, p = =1. Var{R) would be a maximum. If the
uncertainties were completely uncorrelated then o = 0, and Var(R) would
be the value conventionally assumed for the ratio of independent estimates.
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The component of the uncertainty in the ratio of the decay powers
due to the fission product yields will be uncorrelated. The component
which results from the decay energies will be highly correlated.

The decay power functions can be represented as sums over decay
energies weighted by functions of yields, half lives, and decay branching
ratios. If the yields for each nuclide were the same, the partial
uncertainties in the decay power functions due to decay energy uncertain-
ties would be perfectly correlated. However, the yields for the two
types of fissions are not the same, and hence the uncertainties will
not be perfectly correlated. The energy uncertainties should neverthe-
less be highly correlated since the decay power at any time is dominated
by only a few fission products.

The correlation coefficient is, by definition,!?
Cov [2%H, 'H]

= — (15)
Nar[25H] Var['H] '

P

where Cov_ refers to covariance due to correlations in decay energy
uncertainties.

This covariance can be calculated by noting that each decay power is
of the form

UTHR 1'AJ. E. (16)

where the 'A. are the activities of the fission products and the sum
extends overJall the fission products. Then, the covariance becomes

rosy g1 - 255 |
Cove[ H, 'H] T L 257 Aj Cov[Ej, Ek] (17)

ik

Each decay energy has two components to its uncertainty®. One component
is uncorrelated, and is due to an unbiased imprecision in measuring

or estimating each value. The other component is correlated due to

the possibility of systematic biases in the theoretical models used to
estimate some of the decay energies. . The uncorrelated covariances are
non-zero only when j = k, whereas the correlated component shows perfect
correlation for all j, k combinations for which the correlated uncer-
tainties in decay energies are non-zero, With this the-covariance can
be calculated in terms of evaluated parameters as

25 y7 = 258 1
Cove[_.H, H] § i Aj A, /VarC[Ej] VarC[Ek] +

g

255, 1A, var [E.
j By Var,lE;]
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where Var_ and Var are the correlated and uncorrelated variances of the
decay ene?gies, regpectively.

In order to determine the total variance of the decay power, a
component due to flucuations in operating power must be included. These
fluctuations are almost exclusively uncertainties in the absolute nor-
malization of the reactor's power. This normalization uncertainty is an
intrinsic parameter of each reactor. As an examplell of this effect,
Table 1 displays the percent uncertainty in the decay power from a BWR
with standard deviations due to power. fluctuations of 0%, 1%, 3%, 5%,
and 10%:. The magnitude of this effect can be seen by comparing the column
with 0. variance due to operating power with the other columns in the
table. At the larger standard deviations, the variance in the operating
power dominates the uncertainty.

Even though fission product neutron capture is a small effect, it
must be included in the final analysis of decay power. Neutron captures
cause more decay energy to be Tiberated than would have been relased
if the captures had not occurred. This results because a neutron capture
creates a daughter nuclide which is on the average further from beta
stability. The daughter nuclide requires more decays to reach beta .
stability, increasing the amount of energy liberated.

The effect of neutron capture has bene estimated by Spinrad and
Tripathi.> Since it is a small change in the decay power a conservative
estimate was made of the maximum addition to the decay power at irradia-
tion times characterized by the integrated number of fissions. Table 2
shows the maximum decay power from a typical LWR with the effect of
neutron captures included in the values,

For fission rates characteristic of LWR's the actual decay power is
less than the standard 235U decay power. The size of this reduction
ranges from a minimum of about 0.8% at shutdown in a 3.5 wt% enriched
LWR to a maximum of about 12% after 10,000 seconds of decay time. In the
critical 10 to 100 second time span for LOCA evaluations, the reduction
ranged between 3% and 5%.

REFERENCES

1. T.J. Trapp, S.M. Baker, A.W. Prichard, and B.I. Spinrad, "ROPEY,
A Computer Code to Evaluate Reactor Fission Product Shutdown Decay
Heat and Its Uncertainty," OSU-NE-7701, Oregon State University,
Nuclear Engineering Department, August, 1977.

2. H. Bateman, "Solution of a System of Differential Equations Occuring
in the Theory of Radiocactive Transformations," Proc, Cambridge
Phil. Soc., 15, 423 (1910).




116

TABLE 1. The Effect of Uncertainties in the Operating Power
on Uncertainties in the Decay Power for a BWR

Decay Total Decay Power Percent Uncertainties
e
(s:«i;?nds) 0¥ 1 3 5 10
0. 3.8 3.9 4.8 6.3 10.7
1.00E-01 3.8 3.9 4.8 8.3 1.7
1.50E-01 3.7 3.9 4.8 6.2 10.7
2.00E-01 3.7 3.9 4.8 6.2 10.7
3.00E-01 3.7 3.8 4.8 6.2 10.7
4.00E-01 3.7 3.8 4.8 6.2 10.7
6.00E-01 3.7 3.8 4.8 6.2 10.7
8.00E-01 3.7 3.8 4.7 6.2 10.7
1.00E+00 3.7 3.8 4.7 6.2 10.6
1.50E+09 3.1 3.3 4.3 5.9 10.5
2.00£+900 2.3 3.0 4.1 5.7 10.4
3.00E+09 2.7 2.9 3.1 S.7 10.4
4,00E+60 2.6 2.8 4.0 3.7 10.3
6.00E+00 2.5 2.7 3.9 5.6 10.3
B.CDE+DD 2.4 2.6 3.9 3.6 10.3
1.00E+01 2.4 2.6 3.9 3.6 19.3
1.50E+01 2.3 2.5 3.8 5.5 10.3
2.00E+01 2.3 2.5 3.8 3.9 10.3
3.00E+01 2.3 2.5 3.8 3.5 10.3
4.00£+01 2.2 2.4 3.7 5.4 10.2
6.00E+01 2.1 2.4 3.7 5.4 10.2
8.00E+01 2.1 2.3 3.7 5.4 10.2
1.00E+02 2.1 2.3 3.7 5.4 10.2
1.50E+02 2.1 2.3 3.7 5.4 10.2
2.00E+02 2.1 2.3 3.7 5.4 10.2
3.00E+02 2.1 2.3 3.7 5.4 10.2
4.00E+02 2.1 2.3 3.6 3.4 10.2
§.00E+02 2.1 2.3 3.6 5.4 10.2
8.00E+02 2.1 2.3 3.6 5.4 10.2
1.00E+03 2.1 2.3 3.6 5.4 10.2
1.30E+93 2.1 2.3 3.6 5.4 10.2
2.00E+03 2.1 2.3 3.6 5.4 10.2
3.00E+03 2.1 2.3 3.6 5.4 10.2
4,00E+03 2.1 2.3 3.6 5.4 10.2
6.00E+03 2.0 2.2 3.6 9.4 10.2
8.00E+03 2.0 2.3 3.6 3.4 10.2
1.00E+04 2.9 2.3 3.6 5.4 10.2

# Percent Uncartainty in Operating Power
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Decay Power for LWR's

TABLE 2.
Standard

Decay 235

Time Decay
(secands) Power
0. .53
1.00E-01 $.51
1.50E-01 .48
2.00E-01 6.45
3.00E-01 6.40
4,00E-91 6.35
6.00E-01 6.27
8.00E-01 6.20
1.00E+00 $.12
1.50E+00 5.96
2.00E+09 9.81
3.00E+00 5.59
4.C0E+00 9.39
6.00E+00 2.10
8.00E+00 4.87
1.00E+01 4,73
1.50E+01 4.42
2.00E+01 4,21
3.00E+01 3.%72
4,00E+901 3.72
6.00E+0} 3.43
B.00E+01 J3.24
1.00E+02 3.09
1.50E+02 2.84
2.00E+02 2.48
3.00E+02 2.47
4.00E402 2.33
6.00E+02 2.14
8.00E+02 2.00
1.00E+03 1.89
1.50E+03 1.70
2.00E+03 1.57
3.00E+03 1.38
4.005+403 1.27
6.00E103 1.12
8.00E+03 1.02
1.00E+01 9%

% Reduction in
Decay Pov:or for LWR's

without
neutron capture
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TESTING OF ENDF/B CR0OSS SECTION DATA IN THE
CALIFORNIUM-252 NEUTRON BENCHMARK FIELD .

W. Mannhart
Physikalisch-Technische Bundesanstalt
D-3300 Braunschweig, FR Germany

ABSTRACT

The fission neutron field of Cf-252 presently vrepre-
sents one of the most well-known neutron benchmark fields.
For 13 neutron reactions which are of importance in reactor
metrology, measurements of spectrum-averaged cross sec-—
tions, <o>, performed in this neutron field were compared
with calculated average cross sections. This comparison
allows to draw conclusions as to the quality of different
o(E)-data taken from ENDF/B-IV, ENDF/B-V*and from recent
experiments and used in the calculation of average cross
sections. The comparison includes an uncertainty analysis
regarding the different uncertainty contributions of <o>,
o(E) and of the spectral distribution of Cf-252 fission
neutrons. Additionally, in a few examples, sensitivity
studies were carried out. The sensitivity of the spectrum-
averaged cross sections to individual characteristics of
the o(E)-data, such as normalization factors or shifts in
the energy scale, was investigated. Similarly the sensi-
tivity of <o> to the spectral distribution of Cf-252 was
determined.

INTRODUCTION

In nuclear design calculations the accuracy strongly depends on the
uncertainty of both computational models and nuclear cross section data.
For core and shield design of fast reactors or fusion reactors, for
example, an almost direct relation between the uncertainty of calcula-
tions and financial cost is given. Therefore, in recent years much
effort has been concentrated on improving the accuracy. With refined
computational methods, the main source of uncertainty is now due to
the neutron cross section data. A usual attempt to deduce quantitative
decisions as to the quality of cross section data is to compare measure-
ments of integral parameters, such as neutron multiplication or reac-
tivity, with calculated results. Apart from the problem of solving the
neutron transport equation for a complex system, the aforementioned
procedure raises problems with regard to the attribution of uncertain-
ties to individual cross sections.

*It should be understood that the official ENDF/B-V Dosimetry File had
not been released at the time this paper was prepared. The data
considered are preliminary ENDF/B-V and may not be the same as those
which will be in the official ENDF/B-V release.
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A similar situation is given in the field of reactor dosimetry.
The development of accurate and reliable reactor dosimetry techniques
is of no minor importance because safety-related and economic questions
such as the durability of reactor pressure vessels or the fuel cycle

management are included. The topic of reactor  dosimetry may be described

by the measurement of reaction rates of neutron dosimetry monitors in
more or less well-known neutron fields and the subsequent correlation
of these data with quantities such as neutron flux density, fluence,
burn up, damage rates etc. In the development of a measuring technique
which can be applied for power reactors during routine operation, the
verification of the measuring methods in neutron benchmark fields is

a useful intermediate stage. Such benchmark fields must have a high
‘degree of reproducibility and well-known spectral properties. In
addition, they should be of a structural simplicity to facilitate the
interpretation of experimental results by calculation. The credibili-
ty of the above-mentioned quantities derived from reaction rates
measured in such benchmark fields mainly depends on the validity of
the neutron cross sections used in the correlation procedure. Today,
neutron benchmark fields are therefore mainly used for the validation
and improvement of the neutron cross section data base.

The spontaneous fission neutron field of Cf-252 was recently
classified as belonging to the group of the begt-known neutron bench-
mark fields, called "Standard Neutron Fields". In these standard
neutron fields, the consistency between measured spec¢trum-averaged
cross sections and those calculated by forming the integral over the
energy-dependent cross section data weighted with the well-known spec-
tral distribution, briefly called '"folding", is a valuable indication
that the energy-dependent cross section data are correct. In such a
consistency test of neutron cross section data, it is of course de-
sirable to use benchmark fields with neutron spectra resembling those

of power reactors. owever, such benchmark fields as, for example,
LZ, CFRMF or Big-10 presently show a pgorer consistency between
measured and calculated reaction rates. Moreover, it becomes diffi-

cult to decide which inconsistencies are due to neutron cross section
data or due to uncertainties in the neutron spectrum.

AVERAGE CROSS SECTIONS IN THE NEUTRON FIELD OF CALIFORNIUM-252

The decision on the quality of energy-dependent cross section
data, o(E), is based on the agreement between measured average cross
sections, <0>M, and those obtained by calculation:

<o, = _({)o(E) Xgo(E) dE

X82(E) being the normalized spectral distribution of the Cf-252 fission
spectrum. In comparing both measured and calculated average cross
sections, three independently measured quantities appear: the average

(1)
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cross section, the spectral distribution and the energy-dependent cross
section. To obtain a fair consistency, all these quantities have to
be determined as well as possible.

Measurements

The measurement of <o> requires a careful activity measurement
and the determination of the neutron flux density. The problem of the
neutron flux density determination, in particular, becomes simpler
in the case of Cf-252 than in other benchmark fields and can be re-
lated to a neutron source strength measurement (using a manganese bath
or waterbath method). For a lot of neutron reactions averagesgﬁass
sections in the Cf-252 neutron spectrum have been de grmined.

A systematic list of the results is given elsewhere. The most
accgrgte <g>-measurements were done for fission geactions at the
NBS”’" and for non-fission reactions at the PTB. ’

Calculations

Average cross sgcgions were calculated for all neutron reactions
measured at the PTB. ’ In this calculation the spectral distribution
of Cf-252 neutrons was folded, analogous to eq. 1, using various o(E)-
data. etails of the calculation procedure have been described else-
where. Only the input parameters of the numerical integration proce-
dure will be discussed now.

Spectral distribution X8°(E)

The best description, now available, of the gssion spectrum of
Cf-252 is an evaluation by Gryndl and Eisenhauer. The evaluation
is based on eight documented™ spectrometry experiments. The spectral
distribution of Cf-252 is described by a reference Maxwellian of an average
energy of 2.13 MeV corresponding to a temperature parameter of kT = 1.42
MeV and five continuous segment corrections to the referﬁgge Maxwellian.
In fig. 1, the result of this evaluation (indicated as ¥ (E)) is
plotted relative to a pure Maxwellian with kT = 1.42 MeV. The uncer-
tainty of this evaluation (quoted at the lo-level) is: * 13 % for

neutron energies below 0.25 MeV, about *_2 % between 0.25 and 8.0 MeV,
and about * 10 % between 8.0 and 20 MeV.

o(E)-data

In the calculation of average cross sections, different sets of
o(E)-data were used. The data were taken.from the]vaaluated Nuclear
Data File" ENDF/B- 3,23 from Preliminary ENDF/B-V 9= and from
recent experiments” ' as far as the experiment covers the total
response range of a reaction in the Cf-252 fission spectrum.

It is obvious that the evaluation of neutron cross sections can-
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not be better than the different o(E)-measurements on which the evalua-
) tion is based. The crucial point
Relnits T T T T T T T T T in o(E)-measurements lies in the
u b XNES(E) X 2 E) accuracy of the neutron flux
10 PN — —— ] density determinagion. As dis-
09 {1 cussed elsewhere,” an uncer-
08 { tainty of *+ 5 % for o(E)-measure-
o7 bFAulny) | { ments seems to be the possible lower
_Eﬂ%pT ) limit which can be obtained at '
nﬁjﬁm present. Another important point
47T {n,p) is the completeness of the nucle-
iwmm ar cross section data base. For
;ﬂ&?, : neutron reactions used as ac-
*——_‘L7ﬁﬁaﬁ tivation detector reactions, the
S6fe (np) energy range of importance is
Pliinp) the range of detector response
Nmﬂ)mMMJm in a fission field. For thresh-
o . old reactions, this energy range
0 2 4 6 8 ] 12 Me¥ 14 lies between the reaction thresh-
Neutron Energy  ———= old and about 6 MeV above it.
Older o(E)-measurements in par-
ticular fail to cover this ener-
gy range; they are concentrated
near threshold and between 13

and 15 MeV with a typical gap

Fig. 1. Ratio of the Ana-
lytical Spectral Distribution
to a Pure Maxwellian with kT =

1.42 MeV. Solid Lines indicate
the Energy Range of 90 %-Re- between 6 and 12 MeV. Only re

. . cently it became possible to
sponse in the Fission Spectrum . . .
of CE-252 £ill up this data gap, in par-

ticular, by using improved
accelerator techniques.

Comparison between Measurement and Calculation

The data of this comparison are summarized in table 1. In column 1
of table 1, the neutron reactions under consideration are listed and
arranged in the order of the energy ranges of 90 %-response in the Cf-252
fission spectrum as indicated by solid lines in fig. 1. Reactions
classified as category I are those for which the cross section is
believed to be well-known over the energy response range in standard
neutron fields and for which calculated and measured reaction rates
in different fields are consistent. In the unfolding of reactor
spectra it is recommended to use only these category I reactions.

In column 2 of table 1, the measured average cross sections and
their uncertainties (lo-level) are given. 1In columns 3 - 5 the cal-
culated average cross sections are listed cobtained by folding different
o(E)-data with the above-mentioned spectral distribution. The o(E)-
data of ref. 22 of the reactions In-115(n,n') and In-113(n,n') were
recalculated, the reason29eing that in the radicactivity determination
of the o(E)-measurements other values have been used for the gamma



Table 1: Comparison between measured (<U>M) and calculated (<0>C) average Cross
. . N 252 . . s
sections (in mb) in the Cf fission neutron spectrum. Category I reactions are

underlined and candidates of cat. I reactions are indicated by a broken line

<g> <g> /<o>
M c
<0>M This Cwork
Reaction
ref. /8,9/ 6(E)-data from:
+ * *
ENDF/B ~IV¥|ENDF/B-V other ENDF/B-1IV ENDF/B-V other

197 pu(n,y) 76.2 1+ 1.8 79.91 76.50%) 0.954 + 0.047(0.069) [[0.996 + 0.047(0.069)]
NS ntn,y) 124.1 + 3.6 130.3 {0.952 + 0.0u43(0.109)]
115 b) d)§
1 In(n,n') 195 + 5 175.5 181.9 183.0 1.111 + 0.033(0.105) | 1.072 + 0.033(0.096) 1.066 + 0.033(0.077)
H31n(n,n") 160 + u 1y1.59)8 1.131 + 0.033(0.077)
“Tri(n,p) 18.9 + 0.4 23.85 24.06%) 0.793  0.032(0.105) | 0.786 + 0.032(0.077)

58Ni(n,p) 118 + 3 115.0 113.0%) 1.026 + 0.035(0.106)] 1.044 + 0.034(0.078)

3YFe(n,p) gu.6 + 2.0 89.09 85.58%7 | 0.950 + 0.034(0.106) {0.989 + 0.033(0.077)]

&4 2n(n,p) 39.4 £ 1.0 37.31°) (17056 + 0.034(0.078)]

4605 (n,p) 13.8 + 0.3 12.52 13.46%) 1.102 + 0.040(0.108) [1.025 + 0.040(0.080)

5%Fe(n,p) 1.450 + 0.035 1.476 fo.e82 1 0.057(0.076)]

#8045 (n,p) 0.42 £ 0.01 0.2653 | 0.1092%) 1.584 + 0.074(0.124) |[1.026 + 0.071(0.099)]

2Ta1(n,a) 1.006 t 0.022 1.059 fo.ss0 + 0.076(0.091)]

197 * a) ) N

Au(n,2n) 5.50 + 0.lu 5.0377] 5.646 1.092 + 0.103(0.144) | ]0.974 + 0.103(0.144)

+ ENDF/B-IV Tape 412 a) ref. /19/ c) ref. /21/ e) ref. /23/
z ENDF/B-IV Tape u4l1 b) ref. /20/ d) ref. /22/
§ o(E)-data renormalized; see text
*

time this paper was prepared.
same as those which will be in the official ENDF/B-V release.

It should be understood that the official ENDF/B-V Dosimetry File had not been released at the
The data considered are preliminary ENDF/B-V and may not be the

€CT
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emission probability than in the <o>—measurement.9 The o(E)-data were
renormalized to the more reliable emission probabilities used in ref. 9.
This shows that in such comparisons one has to check carefully whether
the data to be compared were determined under the same conditions.

The criterion of consistency between measured and calculated aver-
age cross sections is expressed by the ratio <o> /<o>  given in the
last columns of table 1. 1In order to get an impression as to which
consistency is valid, the uncertainty of this ratio was also calculated.
The quoted uncertainty comprises the uncertainty of the <o>-measurement
and of the spectral distribution, Xg (E). As <o>, and x,.(E) are un-
correlated quantities, the resulting uncertainty was calcllated on
quadratic error propagation. The uncertainty of x,.(E) in different
energy ranges (see above) was also assumed to be unCorrelated and was
taken into account by weighting the various uncertainties with the
corresponding portion of the total response in each neutron energy
range. The uncertainty of the <o> /<g> -values given in brackets addi-
tionally includes the uncertainty of thé ¢(E)-data. As no error files
are presently available for the o(E)-data, the consideration of the
uncertainty of the o(E)-data was done only in a tentative way. Global
uncertainties over the response range in the Cf-252 fission spectrum
were assumed or calculated (without considering correlations) for the
o(E)-data. For all neutron reactions of ENDF/B-IV and the two gold
reactions of ENDF/B-V,*the uncertainty of the o(E)-data was assumed to
be + 5 % for category I reactiocns and * 10 % for other reactions. For
the remaining o(E)-data, an average uncertainty of * 9 % was calculated
for the data of ref. 20 and of *+ 7 % for the data of the ref. 21 - 23.

Generally the average cross sections calculated bv means of the ENDF/B-V*
data show a better agreement with the measurements than those calculated
by means of the ENDF/B~IV cross section data. In the case of the re-
action Ti-46(n,p) a small shift in the energy scale near the reaction
threshold is mainly responsible for the better consistency of the
ENDF/B-V*data. For Ti-48(n,p) experimental cross section data in the
main energy response range of Cf-252 were not yet available in the cal-
culation of the ENDF/B-IV data file. The-large deviations of the

<g> /<g> -data from unity for In-113(n,n') and Ti-47(n,p) cannot orig-
inate from an inadequate description of the neutron spectrum, as re-
actions with similar energy response ranges (see fig. 1) such as
In-115(n,n') and Ni-58(n,p) show a satisfactory consistency.

The large uncertainty of the spectral distribution function at
low and high neutron energies has only little importance for the con-
sistency test. For the two nonthreshold reactions, Au-197(n,Yy) and
In-115(n,y), only 18 % and 10 %, respectively, of the total response
are below 0.25 MeV where the uncertainty of Xg (E) is + 13 %. The
other range of high uncertainty in the spectra% distribution (about
+ 10 %) is above 8 MeV. The portion of the total energy response,
which is above 8 MeV, is 58 %, 66 % and 100 % for the reactions
Ti-48(n,p), Al-27(n,a) and Au-197(n,2n), respectively. The good
consistency of the <0>M/<0>C—data for these reactions indicates that

*Preliminary ENDF/B-V (see footnote on title page).
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the spectral distribution of. ref. 16 describes the Cf-252 spectrum in
a satisfactory way at high energies. :

Table 1 indicates for which energy-dependent cross section data a
maximum consistency between measured and calculated average cross sec-
tions was obtained. It was found that a consistent set of o(E)-data
can be obtained by combining information from the ENDF/B-IV file, from
the ENDF/B-V*file and from recent experiments. With regard to the
uncertainty of the ratio <o> /<o>_, one can state that for most reac-
tions the consistency is given wi%hin + 5 %. This means that presently

any adjustment of the o(E)-data within * 5 % is rather dubious.

SENSITIVITY STUDIES

The results of table 1 allow to draw only global conclusions as to
the adequacy of o(E)-data. Any adjustment factor derived from the fig-
ures of table 1 may, of course, compensate existent disparities between
measured and calculated average cross sections. However, one has to
keep in mind that such an adjustment implies a doubtful simplification
as it assumes the energy-dependent cross section being shifted by the
same factor in the total neutron energy range. Moreover, an adjust-
ment of o(E)-data made to obtain convenient consistency in reactor
.dosimetry neglects the implication of neutron cross sections with
‘other nuclear technologies and may yield incorrect results in other
applications. Contrary to that, it is a useful procedure to inves-
tigate the dependance of average cross sections on detailed properties
of the energy-dependent nuclear cross section data. It is of special
importance how an uncertainty in the o(E)-data affects the calculated
average cross sections. Such statements can be derived from the sen-
sivity studies described below. Similar studie52£or the fission neu-
tron field of U-235 have already been published.

Sensitivity of <o> to Individual Properties of the o(E)-Data

Sensitivity to an Error 8¢ in o(E)

Within a small energy interval (E,,E_ ), the energy-dependent neu-
tron cross section can be assumed to be 3§ constant, i.e. o(E) = 0.
If one changes the cross section by a given amount, 80, the relative
change of the average cross section of eq. 1 is described by:

E
5<0>/<0>(E;,E,) = (60/0) [ G(E) xg,(E) 4B /<0>
E

§<g> also meaning the uncertainty of the average cross section caused
by the uncertainty, 8o, of the energy-dependent cross section. The
integral term is the fractional contribution to the average cross
section which results from the energy interval (El’EQ)' The gquan-

*preliminary ENDF/B-V (see footnote on title page).
Y

(2)
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tity (6<o>/<0>)/(60/0) is usually called relative sensitivity or sen-
sitivity coefficient. From eq. 2 one can see immediately that the inte-
gral of the sensitivity coefficient over all energies yields unity.

Eq. 2 describes in particular the influence on the average cross

section due to the normalization of o(E)-measurements; i.e. due to

the neutron flux density normalization. The influence of a further
source of uncertainty on o(E)-data will be discussed in the next chap-
ter.

Sensitivity to an Energy Shift GE

Recently it had been discussed that inadequacies in the neutron
energy determinagion at monocenergetic o(E)-measurements might cause
some confusion. An incorrect neutron energy scale can also be
caused, for example, by an insufficient treatment of the energy loss
of charged particles in the neutron-producing target. By assuming a
small uncertainty in the neutron energy, S6E, the relation between the

neutron cross. sections with and without this uncertainty is:
2
o(E +8E) = o(E ) + SE o'(E ) + (SE)"/2 ¢"(E ) + ... (3)
o o o o

where o' and ¢" are the first and secordderivatives of o(E) with re-
spect to the energy E. Both quantities depend strongly on the slope
of the excitation function of a neutron reaction. For threshold
reactions the maximum slope is around threshold energy. In this
energy range the cross section increases nearly exponentially, i.e.:

o(E) ~exp( a E ) (W)

and changes by up to a factor of 5 per MeV (in ETe reaction In-115(n,n'),
for example) which corresponds with a = 1.6 MeV ', Inserting eq. 4
in eq. 3 yields:

o(E + 8E) = o(E) [1 + OE a + 1/2 (6E)%a” + ...] (5)
With an uncertainty in the neutron energy of 30 keV and a % 1.6 MeV_l,
the quadratic term of eq. 5 is of the order of 0.1 % and can be neg-
lected. Then the relative uncertainty of the average crcss section
due to a small energy shift, 8E, in the energy interval (El’EQ) is
given by:

E
5<g>/<o>(El/E2) = $E _{%'(E) X82(E) dE/<g> (6)

. . E
with SE in MeV. 1

Sensitivity of <g> to the Spectral Distribution

The relation between the uncertainty, &Y o of the spectral dis-
tribution and the corresponding uncertainty of <¢g> can be obtained
from eq. 2 by replacing (8g/0) by (6x82/x82). Another feasibility
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is to describe the Cf-252 neutron spectrum by a pure Maxwellian (with
T = kT)

T 2
Xg,(B) = (2/V7) (VE/T¥?) exp(-E/T) (7)
and to analyze the deviations from eq. 7 by a variation, 8T, in the

temperature parameter T. In this procedure one obtains an integral
sensitivity relation of:

s<0>/<o>" = (§7/1) B, + (61/T)7B, + (8T/T)B, + ... (8)
with
Bl o Al - 3/2
82 = 15/8 - 5/2 Al + 1/2 A2
B3 o 35/8 Al - 7/4 A2 + 1/6 A3 - 35/16
énd with

_ T n ‘ T
By = L xgo(®) (B/D)7 0(2) 6B / [ xg,(2) o(E) ap
Calculations of eq. 8 were done for T = 1.42 MeV. The results will
be discussed below.

ExamBles

Based on eq. 2 and on eq. 6 and using the spectral distribution
of ref. 16, sensitivities of cross sections averaged over the fission
spectrum of Cf-252 were calculated. The results were plotted as
sensitivity coefficients per lethargy width Ap = ln(EQ/E ) with E >El.
Fig. 2 shows the result for the reaction In-115(n,n') ané the o(E;—
data of ref. 22. Fig. 3 is valid for the reaction Au-197(n,2n) and
the cross section data of ref. 19.

In the upper part of both figures, the sensitivity profile for
a normalization of the ¢(E)-data is given. By these graphs, the
nature of the influence of a change in the o(E)-data on the average
cross section can be easily determined. Consider the following ex-
ample: what is the percent change in <¢> due to a 10 % uniform de-
crease of the In-115(n,n') cross section in the energy range from
2.2 to 3.0 MeV? From the upper part of fig. 2 one obtains a value
of the relative sensitivity per unit lethargy of + 0.80 for the range
from 2.2 to 3.0 MeV. Then the change of <¢> is given by:

§<g>/<g> @ 0.80 1n(3.0/2.2) (~0.10) = -0.0248

This means that the above-mentioned change in the cross section re-
duces the average cross section by 2.48 2

A

. (The correct value is
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- 2.46 % obtained by using numerical data not given here).

In the lower part of the figs. 2 and 3 the sensitivity profile for a
shift in the energy scale of the o(E)-data is plotted. Assuming that
the o(E)-data of the reaction Au-197(n,2n) are subjected to an uncer-
tainty of 20 keV over the total neutron energy range, this corresponds
to a relative uncertainty in the energy scale of 0.25 % at the re-
action threshold energy. From the data of fig. 3 follows that such a shift
of 20 keV would change the average cross section by 1.33%, whereby 90% of the

total effect are due to the energy range between threshold and 10.7 MeV.
The parameters which describe the sensitivity of <o> to the form

of the Cf-252 neutron spectrum, analogous to eq. 8, are listed in table 2.

Table 2. Parameters for tHe Calculation of the
Sensitivity of <o> to the Form of the Spectrum

T = 1.42

i B B

Reaction <g> 1 | 82 3
( mb )

llSIn(n,n') 183.0 +0.658 -0.58 -—-

l97Au(n,2n) 6.550 +6.263 +13.28 +7.5

For the reaction In-115(n,n') a change in the temperature parameter of
+ 10 % results in a relative change of the average cross section of

+ 6.0 % and -7.2 %, respectively. This means that the average cross
section of this reaction depends only weakly on the form of neutron
spectrum. The situation is reverse for the reaction Au-197(n,2n).
Here, a @T/T) of = 10 % corresponds to a (§<0>/<g>) of +76.7 % and
-50.1 %, respectively. Reactions with high threshold, such as
Au-197(n,2n), are extremely sensitive to the form of neutron spectrum.
From table 2 can also be gathered that a fit of the calculated average
cross section value of 6.55 mb to the experimental value of 5.50 mb re-
sults in a change of (§T/T) of -2.7 %. A total overlap of both data
would be given for a Maxwellian with T = 1.382 MeV instead of 1.42 MeV.
This is in analogy with the trend of the analytical spectral distribu-
tion shown in fig. 1.

Finally a practical application of the sensitivity profiles is dis-
cussed. In the measurement of the o(E)-data for the reaction In-115(n,n')
of ref. 22, the energy-dependent cross section has been determined re-
lative to the fission cross sections of U-235 and U-238. Between
reaction threshold and 3.0 MeV, the reaction U-235(n,f), and above
3 MeV reaction U-238(n,f) were used as neutron flux density monitoring
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reactions For both monitor reactions, the neutron cross sections of
ENDF/B~1IV were used. Recently it was shown that for the reaction
U-235(n,f) the neutron cross

3 ' ' ' section of the revised*ENDF/B-V
L o MZ”U)”””BN7O ¢ (1351 ) ENOF/B-TT data file deviates substantjally
from the data of ENDF/B-IV.
1 F This effect is shown in fig. 4.
///K\ ///f;// In renormalizing the neutron
0 flux density determination of
-1+ \\\///V// | ref. 22 due to the reaction
_ U-235(n,f) one obtains, by
-2 F 1 inserting the data of fig. 4 in
the senstivity profile of fig. 2,
3 17 a relative change of -0.38 %
s : J in the average cross section.
Although single o(E)-data show
'50 1b iﬂ iO el 10 deviations by up to 5 %, the

effect on <o> 1s not so dra-

matical as one would have ex-
Fig. 4. Comparison of the pected at first glance.

U-235(n,f) Cross Section between

ENDF/B-IV and ENDF/B-V.*

Neutron Energy —=

SUMMARY AND CONCLUSION

In the neutron benchmark field of Cf-252, the consistency between
measured and calculated average cross sections was tested. From this
comparison, cenclusions as to the quality of energy-dependent neutron
cross section data were drawn. An attempt was made to consider, in a
tentative way, the uncertainty in this consistency test, caused by un-
certainty contributions from the spectral distribution, from the o(E)-
data and from the <o>-measurement. In addition, sensitivity profiles
were set up describing the influence of o(E)-data on the average cross
section. These sensitivity profiles are at present only an intermediate
step. However, combined with the uncertainty covariance files of o(E)-
data to be published in the future they will allow to estimate the un-
certainty of "integral' quantities, such as average cross sections, in
a mathematically more rigorous way and will then allow to draw more
stringent conclusions as has been possible in the present work.
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USE OF HEDL CODES IN THE SENSITIVITY AND UNCERTAINTY
ANALYSIS OF THE PRESSURE VESSEL EMBRITTLEMENT DAMAGE
FUNCTION PROBLEM

G. L. Guthrie, F. Schmittroth, R. L. Simons, and E. P. Lippincott
Hanford Engineering Development Laboratory (HEDL),
Richland, Washington, USA
and
C. Oster
Battelle, Pacific Northwest Laboratory (PNL)

Richland, Washington, USA :

ABSTRACT

Results are given for the application of the unfolding
code FERRET and two versions of SAND-II to the Light Water
Reactor Pressure Vessel surveillance damage function unfold-
ing problem. FERRET is preferred when detailed knowledge of
off-diagonal covariance matrix elements is available. One
of the versions of the SAND-II code allows weighting of
a priori estimates of the damage function and is equivalent
to a log-normal least squares procedure.. For intuitive and
qualitative analytical understanding, the problem of sensi-
tivity analysis of LWR PV surveillance extrapolation is most
easily understood by application of a method whereby the
spectrum in which the damage is to be calculated is expressed
as a linear sum of the spectra used to derive the damage
function. FERRET and the two SAND-II codes have been found
to give consistent results. FERRET has the advantage of
providing output covariance matrices as a standard feature.

INTRODUCTION

The Nuclear Regulatory Commission (NRC) at the present time is estab-
lishing standard procedures for calculating safe operating lifetimes of
nuclear reactor pressure vessels. For this purpose the USNRC has estab-
lished a Light Water Reactor (LWR) Pressure Vessel (PV) Neutron Dosimetry
Surveillance program. This interlaboratory program, coordinated by HEDL,
involves Oak Ridge National Laboratory (ORNL), Pacific Northwest Labora-
tory (PNL), Hanford Engineering Development Laboratory (HEDL), CEN/SCK
(Belgian Nuclear Research), KFA (West Germany Reactor Research), National
Bureau of Standards (NBS), Naval Research Laboratory (NRL), and University
of California at Santa Barbara (UCSB).

One of the primary goals of the program is the writing of thirteen
Standard Practices, Guides -and Methods dealing with various aspects of
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the metallurgical and dosimetry surveillance program. One of the most
important of these is a practice entitled "Extrapolating Surveillance
Dosimetry Results." This deals with the problem of taking the Charpy V
data and the neutron exposure data acquired from metallurgical specimens
and activation foils situated at the surveillance position of an operat-
ing power reactor and using this information to predict the rate of
embrittlement of the metal at the 1/4 thickness (1/4T) position in the
pressure vessel wall. Since the neutron spectrum at the 1/4T position
is different from that at the surveillance position, predictive calcula-
tions of this type require the use of, or at least the consideration of
the use of, a damage function that desiribes the dependence of the embrit-
tlement on the energy of the neutrons.

Two nearly identical nuclear reactor mockups have been built at ORNL
as part of the project. These consist of a low power (PCA) and a high
power (PSF) mockup of an LWR reactor core and pressure vessel wall
immersed in the water of a swimming pool type facility at Oak Ridge.

The high power mockup (PSF) contains provisions for exposing remova-
ble metallurgical specimens which can be irradiated at positions behind
the simulated reactor thermal shield (normal surveillance position) and
at the 1/4T and 1/2T positions of the PV wall and also at the front face
of the PV wall.

From the metallurgical (Charpy. V) data obtained at these positions,
together with theoretical input on the energy dependence of the embrittle-
ment we plan to develop a damage function and associated procedures for
calculating safe lifetimes of operating reactors. For our a priori theo-
retical damage function we have been usina the displacement cross section
as given by D. G. Doran and N. J. Graves.

The problem addressed to date is the following: given the values
and uncertainties of the spectrum at the surveillance, 1/4T, 1/2T, and PV
front face positions, and given similar information about the degree of
embrittlement, and given an a priori damage function together with uncer-
tainties, then what uncertainty can be attached to the predicted damage
per unit fluence at the 1/4T position of the PV of an operating reactor?
Several HEDL computer codes are being used in an attempt to learn what
factors are most severely limiting our ability to make accurate
predictions.

In making these assessments, we have used the Monte-Carlo version
of SAND-II, a Monte Carlo version of a modified SAND-II, the code FERRET,
and, on a more casual basis, a type of analysis based on the idea of
expressing the 1/4T spectrum of the power reactor as a linear sum of the
separate spectra used to develop the damage function. We shall briefly
describe the approach used in each of these codes or methods and then
give the results of the analyses.
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LINEAR COMBINATION OF INPUT SPECTRA

If the true spectrum at the 1/4T position of the power reactor is

. given by ¢pT(E) and the several true spectra at the test positions used
to develop the damage function are given by ¢TT1(E), 2772(E), etc., then
we can find constants A, B, C, etc., such that

@PT(E) = A¢>TT1(E) + B¢TT2(E) + C¢>TT3(E) + ... +¥(E) (1)

where the ¥ (E) represents our inability to obtain a completely accurate

representation from the linear combination. If the true damage function
is given by G7(E), then the actual damage per unit fluence in the power

reactor 1/4T position is given by

fGT(E)chT(E)dE . | (2)

Using Eq. (1), multiplying by GT(E) on both sides and then integrating,
we obtain
DR

= A DR + B DR

rrp * € DRor, /G (3)

where DRTT1 is the true damage per unit fluence at test position number
one, etc. In Eq. (3) we have made the substitution

= A/G TT1 E)dE (4)

for the first term on the right side of the equation, and similarly for
the other terms in Eq. (3). Consequently, if it is possible to express
the spectrum in the power reactor as a linear sum of the so-called test
spectra, then the damage per unit fluence in the power reactor can be
given as a corresponding sum of the damage per unit fluence of the metal-
lurgical samples in the test positions. Thus, if it is found possible to
keep the magnitude of ¥(E) small, in Eq. (1), then there is scarcely any
need to know the damage function at all, provided that the damage per
unit fluence and spectra are known accurately. It may be found that it
is not possible to accurately fit ¢p7(E) by a choice of A, B, .... in

Eq. (1) which will keep ¥(E) small for all values of E. This will not
impair the usefulness of Eq. (3) as long as G(E) is small at those values
of E where Y(E) is large, so that sG(E) ¥(E)dE remains small compared to

ORpT.

PT TT1

If the damage per unit fluence in the power reactor is expressed in
the form of Eq. (3), then we can get the variance of DRpT assuming that
the variables are independent. In this case we assume that the expansion
coefficients A, B, .... as well as the measured damage per unit fluence,
damage function, and mismatched spectrum ¥ (E) are imperfectly known.

Then the variance in the calculated value of DRpT calculated from Eq. (3)
is given by



138

2

= A2 VAR(DR 2

VAR( DR ) + (Rppp)®  VAR(A) + BZ VAR(DR 7,) +

p7) T m

(5)
)2 VAR(B) + .... + GT VAR(Y) G + ¥'

(DR VAR(G) V¥

TT2

where VAR (anything) is the variance of the item in the brackets. For
the last two terms of Eq. (5) the integral of Eq. (3) has been replaced
by a sum over energy space represented as the product of two vectors. In
this notation, similar to that of Perey3 and Dragt, et al.,% the vec-

tor is represented as a column matrix, and v T is then the transpose of
the matrix v. Then Var (¥) is the covariance matrix of ¥, and a similar
notation convention applies for G.

Some obvious facts of the calculation are that the calculated vari-
ance is lower, for a given mismatch contribution, ;y v (E) G(E)dE, if the
power reactor spectrum can be represented as a sum of nearly equal parts
of several test spectra, rather than being predominantly given by a sin-
gle test spectrum contribution, assuming equal accuracies in the spectral
and damage measurements in the two cases. )

In this sense, the .usual rule that the percentage error varies in-
versely as the square root of the number of measurements can be shown
to apply. Also, for a given value of § ¥ (E) G(E)dE, and equal accuracies
in the spectral and damage measurements, it is generally best to avoid
expansions that involve negative values of A, B, C, etc., if one wishes
to have the calculated variance approximate the minimum variance limita-
tion inherent in a more complete treatment of the data.

In actually making estimates of the variance from Eq. (5), the first
step is, of course, to obtain a usable set of expansion coefficients
possibly by use of a linear least squares routine that minimizes sV 2(E)dE.
This can also_be done for an all-positive coefficients case by setting
A = aZ, B = b2, etc., and doing a nonlinear least squares fit for ¢ pT(E)
in terms of the test spectra using the a, b, etc., as the least squares
parameters. Another method is to obtain a fit which is not a least
squares fit, but rather a "least sum of positive error" fit using all
positive coefficients .and all positive values for the mismatch ¥(E).

This can be done using a linear programming code common in business opti-
mization procedures. A further refinement consists of using, in linear
programming terminology, a double set of slack variables so that Y(E) can
be either positive or negative so that the fitting procedure minimizes

S| (E)|dE. A1l of the above can also be done in such a way as to
minimize

o = |GapriorI(E)¥(E) | dE (6)
and this is done by first converting the various neutron spectra toA

anticipated damage as functions of energy, using the a priori damage
function.
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In summary, the "linear combination of input spectra," in its simpler
forms, is an inexact way to calculate the variance in the damage per unit
fluence incurred in the power reactor spectrum, but it is an excellent
tool for estimates and is an approach that aids intuition. In this usage,
it is perhaps best applied by simply plotting Gy priori(E) ¢ (E) versus
E, for the various ®(E). Then a casual visual observation tells whether
it is possible to expand DRpT in the form given by Eq. (3) with a small
contribution from the integral s G(E) ¥ (E)dE. If so, the percentage
uncertainty in RDpT can be directly estimated from the errors in the
measured damage values, even if G(E) is not accurately known. In our
current work it is found that the power reactor 1/4T spectrum is very
close to the 1/4T and 1/2T position spectra of the PSF mock-up. There-
fore, our final error in the predicted damage rate depends heavily on the
measurement error of damage per unit fluence at the 1/4T position of the
PSF mockup.

SAND-II CODE

SAND-II type codes have been used in a sensitivity and error analysis
of the damage function determination and damage per unit fluence predic-
tion problem referred to above. For this type of analysis it was assumed
that dosimetry and damage per unit fluence data were available from the
four PSF test position at the 1/4T, 1/2T, PV front face, and surveillance
positions. The true neutron spectra in the test reactor was assumed to
be that calculated at ORNL using a 1D transport code.® The true damage
function was assumed to be the DPA function given by D. G. Doran, et al.?2
and the true 1/4T power reactor spectrum was that given for a typical
pressurized water reactor by M. L. Gritzner, et al.(6) The true damage
per unit fluence at each of the four test positions (ORR-PSF) was assumed
to be given by

DRt = fGD.D.(E) ot (E) dE (7)

where Gpp (E) is the displacement cross section, the ¢ ¢ are the test
reactor spectra, or the power reactor spectra.

The Monte Carlo method used with the standard (RSIC) version of
SAND-II was the following. A basic group structure of 75 energy groups
was chosen. The difference between group boundaries closely approximated
a constant difference in lethargy. These 75 groups were divided into 15
super groups of 1 to 6 (usually 4 to 6) adjacent small groups. Twenty
one Monte Carlo passes were run with the standard SAND-II code. The ini-
tial pass was not a Monte Carlo pass in the usual sense. In the first,
or zero level pass, the Doran DPA function was used as the a priori input
guess for the true damage function. All spectra and damage measurements
were assumed to be correct so that the measured integral damage data
equaled the calculated damage and no adjustment in the a priori guess was
needed. For the next ten Monte Carlo trials. the a priori damage function
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was perturbed** by being multiplied by Et.3 and for the fg]lowing ten
trials the a priori damage function was multiplied by E~-9.

Concurrently, standard deviation (percentage) limits were put on the
normal distributions assumed for the test reactor spectra measurement
errors, and a value was chosen for the standard deviation (%) in the
mechanical measurements. Normally distributed independent random errors
were generated for both the spectral input and the measured damage per
unit fluence values for the twenty trials which followed the zero level
pass of the program algorithm.

Twenty damage functions were unfolded and twenty predictions made
for the damage per unit fluence in the power reactor spectrum at the 1/4T
position. Deviations from the "true" value were noted, and a standard
deviation was calculated. The "random" variation in the spectrum in the
test reactor is achieved by using a bulk variation of each of the 15
supergroups and then renormalizing to maintain the value of the integral
flux. This renormalization does not imply that the integral flux is
assumed to be well known, but rather that the integral flux uncertainty
is entered as an uncertainty in the damage per unit fluence.

Calculations of this type can be used in several ways. In the present
application we wanted to know the necessity or lack thereof for obtaining
improved dosimetry data, better input a priori damage functions, addi-
tional damage data in other spectra, etc. We now estimate that the most
critical item is the measurement of damage per unit integral fluence
although of course improvements in the other areas are also helpful.

In the matter of supplying a designer with a damage function for a
given standard material, two approaches are possible. A nominal damage
function can be generated from the data plus several Monte Carlo trials
to determine the uncertainty in the damage function. An engineer can
then apply the nominal function to get a prediction of reactor lifetime,
and he can use the Monte Carlo retrial functions to estimate the uncer-
tainty. Alternatively, Monte Carlo trials can be used to generate a
covariance matrix for the damage function, using the basic definition
of a covariance matrix.

MODIFIED SAND-II CODE

Recent analysis of the SAND-II algorithmd has shown that the code
uses a method of steepest descent to achieve a log-normal least squares
solution when the code 1is presented with an overdetermined problem. It

**This corresponds to a highly correlated tilt in the mean slope of the
Doran displacement cross section, which can be approximated by

Gp.p (E) =C « EO.7

where C is a constant.
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is possible to include the a priori damage function information as a type
of weighted data, thus making every problem overdetermined. The increase
in running time for the code is similar to that incurred in adding one
integral measurement to the data set. Thus in unfolding a damage func-
tion using five damage measurements in five separate spectra with any
number of energy groups, the increase in running time is less than 20%
with the modified code compared to the current RSIC code.

The modified code has been used on the PCA-PSF sensitivity analysis
problem with results similar to those found for the standard code. An
analysis of the SAND-II algorithm, and a comparison with the algorithm
used by Perey in STAY'SL3 shows that, for a problem with diagonal input
covariance matrices, the SAND-II algorithm first pass is equivalent to
the Perey algorithm, except for the difference created by the assump-
tion of a Tog-normal distribution in place of a normal distribution in
the former.

FERRET CODE

The FERRET code uses assumptions of log-normal distributions of errors
in the damage function, combined with a normal distribution of errors in
the integral damage. The code searches for those "best values" which
indicate a maximum likelihood, and uses all the information inherent in a
complete set of covariance matrices. It is more completely described in
a paper by F. Schmittroth in this same conference proceedings.

RESULTS AND CONCLUSIONS

The FERRET code and the two versions of the SAND-II code were used
to calculate damage per unit fluence and damage per unit fluence uncer-
tainties at the 1/4T position of a power reactor, using assumed input
data accumulated at the surveillance, 1/4T, 1/2T, and pressure vessel
front face positions of the PSF (high power version of the dual Oak Ridge
Light Water Pressure Vessel Mockup). The spectra used were as given in
references (5) and (6). Uncertainties in the integral flux were combined
with those in the mechanical measurements to give an uncertainty in the
damage-per-unit-integral-fluence. Spectral shape uncertainties were
introduced as described previously. The SAND-II codes were used with the
smoothing option inoperative, for both the RSIC version and the modified
version. The results of the analysis are shown in Table 1.

For the introduction of the uncertainty in the a priori damage func-
tion in FERRET, the uncertainty in Gp_p(E) was introduced as a covariance
matrix having diagonal elements with values chosen to give uncertainties
similar to those introduced by the tilt functions described earlier for
use with SAND-II. As can be seen from the table, the results of the
three codes are similar for the cases tried. The running times were about
equal, being usually one to two minutes per case. It would seem that the
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Table 1. Calculated Damage per unit fluence Uncertainty (%) in a
Power Reactor for Three Combinations of Uncertainties in
Input Data Required in a Test Reactor

P, 5 15 25
CODE S 15 5 35
FERRET 6.5 11.2 15.1
MODIF IED 7.8 10.9 12.7
SAND-I1
REGULAR 6.7 9.1 15.1
SAND- 11

*The quantity (P) is the uncertainty (%) in the damage per unit fluence
while the quantity S is the uncertainty (%) in the spectral shape, as
defined in the text. :
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choice of codes depends somewhat on the familiarity of the user with the
codes and the availability of input information. For cases where detailed
covariance information on the input parameters is lacking but where semi-
quantitative information is known about short range correlations, FERRET
has a utility subroutine for generating covariance matrices which are

then available for additional analysis.
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VARIED APPLICATIONS OF A NEW MAXIMUM-LIKELIHOOD CODE
WITH COMPLETE COVARIANCE CAPABILITY

F. Schmittroth
Hanford Engineering Development Laboratory
Richland, Washington, USA

ABSTRACT

Applications of a new data-adjustment code are given.
The method is based on a maximum-1ikelihood extension of gen-
eralized least-squares methods that allow complete covariance
descriptions for the input data and the final adjusted data
evaluations. The maximum-1ikelihood approach is used with a
generalized log-normal distribution that provides a way to
treat problems with large uncertainties and that circumvents
the problem of negative values that can occur for physically
positive quantities.

The computer code, FERRET, is written to enable the user
to apply it to a large variety of problems by modifying only
the input subroutine. The following applications are dis-
cussed: A 75-group a priori damage function is adjusted by
as much as a factor of two using 14 integral measurements in
different reactor spectra. Reactor spectra and dosimeter ‘
cross sections are simultaneously adjusted based on both inte-
gral measurements and experimental proton-recoil spectra. The
simultaneous use of measured reaction rates, measured worths,
microscopic measurements, and theoretical models are used to
evaluate dosimeter and fission-product cross sections. Appli-
cations in the data reduction of neutron cross section measure-
ments and in the evaluation of reactor after heat are also
considered.

INTRODUCTION

In recent years, the methods of generalized 1east-squares1‘6 have
been successfully applied to a variety of data-adjustment and unfolding
problems; not only in the fields of reactor physics and nuclear data,
but in fields as diverse as aerospace and communications. . In this study,
we discuss a useful extension of these ideas and present several examples
that illustrate the method. Brief consideration is also given to the
computer-code implementation of: the method.

The term, generalized least-squares, connotes two important exten-
sions of the usual least-squares in the present context: the use of
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complete covariance matrices rather than diagonal matrices to describe
both input and output information, and the use of a priori information
to obtain solutions for what are otherwise underdetermined problems.

METHOD

Review of Leaét-Squares

A detailed description of the method will be given elsewhere. Here
we present important features that distinguish it from earlier work and
enough detail to discuss subsequent examples.

The usual least-squares equations may be obtained by minimizing]
_ t -1
Sg = Lap-9(w)1™ M~ [gp-g(w)] (1)

where g_ is a vector of measured va]ueé, and where w is a vector of
least-squares parameters that are to be determined. The vector function
g(w) may be linearized as g(w) ¥ g(w*) + V. g-(w-w*) if g is not already
linear. The covariance matrix Mg describe¥ the known uncertainties and
correlations in the measured data 9oy

M).. . 2

(M) ) (2)

A prigrg knowledge of the parameters w can be included by

minimizings~

= Cov (gmi,gmj

S =55+ S, (3)

rather than Sg alone where

- t -1
So = (Wo-w) ™ Mo (WO-W) : | (4)
The a priori values are denoted by the vector w_. The uncertainties and
correlations in the values w_ are also consider@d as a priori knowledge
and are described by the coviriance matrix Mwo' With the definitions,

= q -q* =
f 9,-9 Me Mg (5a)
X = w-w* (5b)
= W : -
Xo = WoW Mxo Mwo (5¢)

the solution to the minimization problem is given by6

t -1

X=X, = Moo A* D (f—Axo) (6)
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where
_ t '
D=A MXo A" + Mf (7)

and where x denotes the "best" estimate of the parameters x = w-w*., The
uncertainties and correlations in this estimate are described by the
covariance matrix MX which can be calculated from
- t -1

MX - Mxo = MXo A*D A MXo . (8)
As is well known, the least-squares method is equivalent to a maximum-
1ikelihood approach that makes the assumption of normal distributions.
It is also well known that the least-squares equations can be derived
without the assumption of norTa1ity from the principle of a "minimum-
variance unbiased estimator".

Description of A Priori Information
and its Inclusion in a Maximum-Likelihood Approach

The description and use of a priori information plays an important
role in the present method. As mentioned earlier, a priori knowledge
includes covariance information, M,,, as well as a pr1or1 values, wg. A
common reason for using a pr1or1 data is to provide a unique solution to
the Teast-squares equations in a situation that would be mathematically
underdetermined otherwise. However, mathematically overdetermined prob-
lems do not negate the practical use of a priori knowledge.

A particular type of a priori information led us to consider a maximum-
1ikelihood approach in contrast to a least-squares approach. Many physical
values, especially in reactor physics and nuclear data, are a priori posi-
tive. In fact, their physical character frequently dictates that they
be described (e.g. plotted) logarithmically. For instance, one might be
able to estimate a particular nuclear cross section to within a factor
of 2. The a priori value might be 10, for example, with upper and lower .
bounds of 2x10=20 and 10/2=5, respectively. The factor of 2 uncertainty
might itself be quite uncertain; and yet, one might be very certain that
the value sought was not a factor of 100 smaller. The least-squares
equations do not allow the accurate description of this type of a priori
knowledge. The problem is evident in Eq. (4) if one considers a diagonal
covariance matrix M The value S, is a sum of squared residuals and
gives a measure of ¥ﬁe deviation of w from the a priori values wg. Clear-
1y, Sp is a symmetric function of w about the values wy and does not ade-
quate?y represent the asymmetric limits discussed above. In fact, for
large uncertainties as described by M,,, the value of So May not even
strong]y dictate against negative va]ues for w, even though it may be a
priori known with complete assurance that w cannot be negative.

An obvious solution is to replace S, by a term that explicitly ac-
counts for a logarithmic description of the a pr1oE1 information. Very
simple treatments have been considered previously.c . Specifically, we
replace S0 by



S = (zo-z) MZo (zo-z) , (9)

where
z = In(w) ' (10a)
zy = In(w,) (10b)

so that the minimization of S in Eq. (4) requires that In(w) be close to
In(w_ ) in Tieu of the requirement that w be close to w_.. Negative values
for w are completely ruled out. The covariance matrix MZo in Eq. (9) is
related to M. by N '

M )ss M. ).
wo’'ij _ 20’1j
WS - € -1 ()

Analytic solutions that correspond to Egs. (6), (7), and (8) are no
Tonger possible. However, Eq. (6) can be used in an iterative fashion
to find the desired minimum of

S = Sg + So .
In Tine with a logarithmic picture, it is desirable to express un-

certainties (covariances) in fractional form as alluded to in Eq. (11).

At the same time, we take a step toward a more practical description of

the needed covariance matrices. One can show that Mwo can be rewritten as

M ).. ‘
S wo'ij | 2 -
<wi><wj> (1+c )(1+r1rjp1j) 1 (12)

where ¢ is a fractional normalization uncertainty (c=1 implies a 100% un-
certainty completely correlated for all values {w.}). The values {r.}
denote any additional point by point fractional uﬂcertainty, and p.. is
a matrix that describes any further correlations. From Eqs. (11) and
(12) we now find :

M. = 1n(1+c2)

70 + In(1+rpr) . (13)

Even for relatively large uncertainties, one can usually use

n 2
MZo % ¢+ rpr . (14)
In any event, M__ can be completely specified in terms of fractional as

opposed to absoflte uncertainties.

A completely rigorous replacement for Eq. (8) is not available. A
- solution that one can show works well in many cases is given by Eq. (8)
with My, replaced by M,, and with A appropriately redefined to reflect
the change from absolute to relative values. For small uncertainties,
the method is equivalent to the usual least-squares treatment.
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APPLICATIONS

The FERRET Code

The formalism sketched above was implemented in the FERRET computer
code.” Additional features include maximum use of partitioning to elim-
inate unneeded subspaces in covariance matrices and to allow sequential
use of independent data subsets. Also, indexing techniques were used
that make maximum use of available core memory. A secondary advantage
of the indexing method is a computational module that can handle vastly
different types of problems by simply modifying the input subroutine.
Practical experience has demonstrated the algorithms to be reasonably
fast and efficient. The examples discussed below were all easily treated
with less than 38K with running times on the order of a minute or less
on a CDC 6600 computer.

Before proceeding to specific examples, we want to discuss a further
parameterization used in the description of -the a priori covariance
matrix. The computational module of the code does not impose any re-
strictions on the allowable covariance matrices. However, in practice
we have relied on an intuitive parameterization of the covariance matrices
for the measured and a priori data. Equations (12-14) already display
one step toward this parameterization. As discussed above, the covar-
jance matrices are separated into two components: an overall fractional
normalization uncertainty, c, and a second term, Fil0sss that describes
any additional uncertainties and correlations. In pﬂal%ice, the corre-
lation matrix p.. has been used primarily to describe short-range
correlations, and we have further parameterized it by the form®

'ﬁi:%li

= (1-8)s,; + oe Y (15)

Pij ]
where 6 denotes the strength of short-range correlations and y denotes
their range. For example, completely uncorrelated data or a priori values
are described by 6=0 so that ;7655 The values {r.} are the point-by-
point fractional uncertainties!d 19 1

It is important to emphasize the role of the correlation matrix 03
for the a priori covariance matrices. A priori knowledge consists of J
more than preliminary estimates w_ of least-squares parameters. For
highly underdetermined problems, Qtiffness or smoothness constraints can
be crucial in obtaining final solutions with uncertainties small enough
to be of practical value. Any unfolding code must apply some constraint
of this nature to obtain useful solutions for this type of problem (e.g.,
minimization of second derivative terms). Note that 033 does not neces-
sarily dictate smoothness, only a particular degree of Sorrelation among
neighboring points. An advantage of using covariance matrices to obtain
unique solutions is that final uncertainties are obtained that describe
the uniqueness of these solutions. If sufficient data or a priori infor-
mation are supplied, the problem will be apparent from Targe final
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uncertainties. The user must then seek additional physical information
such as new data values or stronger a priori correlations.

75-Group Damage Function Analysis

The first example is a 75-group damage function unfolding problem
chosen for its large uncertainties and adjustments. The damage Di in a
neutron flux ¢ is assumed to be given by

75

where {o,.} are the multigroup values of the damage function oD(E) being
sought. IThis equation is linearized by the expansion

(o) (o)

D, oY Dgo) +§: cp](g) (ng-ng ) + gz g (o cb(o)) . (17)

ig g
The f]ux spectra ¢; are assumed to have small uncertainties and are ad-
justed simu]taneou%ly with the damage function oD(E).

This example included 14 "measured" damage values corresponding to
14 separate spectra and which were computed from a so-called "exact"
damage function. These 14 values were then used to adjust an a priori
damage function which can then be compared with the "exact" solution.
Figure 1(a) shows the results for the damage function oD(E).

The adjusted damage function is in good agreement with the exact
function for neutron energies between about 30 keV and 4 MeV where the
fast spectra have a strong response. Thermal spectra were also included
among the 14 fluxes, but Figure 1(a) centers on the higher energies for
clarity. The agreement is particularly good in light of adjustments of
nearly a decade. In regions of low response, as near the edges of Figure
1{a), there is still a strong downward adjustment which is a consequence
of the large a priori normalization uncertainty. In the absence of
a priori correlations, such as normalization uncertainties, a priori
values in regions of low response will tend not to be adjusted.

_ Briefly, a few of the covariance parameters used are as follows.

The 14 damage values were assumed to have an uncertainty of 15% indepen-
dent of each other. The uncertainties on the multigroup fluxes were
typically 10-15% for the better known energy groups. No normalization
uncertainty was assumed, and neighboring groups were taken to be partially
correlated over about *2 groups (c=0, rqv0.10-0.15, 6=0.5, y=2). A priori
uncertainties for the damage function were taken to be much larger,

1000% normalization uncertainty and 300% group-by-group uncertainties
(c=10, rq=3), although somewhat stronger short-range correlations were
assumed (6=0.9, y=5). ' ’
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Figure 1. 75-group damage-function analysis. Although the
analysis extended to thermal energies, only the top 39 groups are
shown for clarity: (a) damage function; (b) uncertainties for
adjusted results. © and y are short-range correlation parameters
(see text).
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The final uncertainties are shown by the solid line in Figure 1(b).
Typical uncertainties in regions of low response near the edges of the
plot are on the order of 300%. This value reflects the original 300%
group-by-group uncertainties. Most of the 1000% overall normalization
error is removed by the integral measurements. The energy ranges of high
sensitivity to integral values are sharply delineated by about an addi-
tional factor-of-3 reduction in the final group damage-function uncertain-
ties to about 100%, a value still large in the face of the striking
agreement shown in Figure 1(a). In part, the good agreement in Figure
1(a) is an artifact of an artificial problem (in reality, exact damage
values cannot be known) and illustrates the potential danger in using
such comparisons as a means for testing the accuracy of the final solution.
There are some indications that the present algorithm overestimates final
uncertainties in loosely constrained systems such as the present example;
although it gives reliable uncertainties for more constrained problems or
where the uncertainties are smaller. Even so, one can explicitly demon-
strate that all the correlations in the final damage function induced by
the integral values are present to the following extent. If one computes
the uncertainty in a particular damage value from the adjusted covariance
matrix, uncertainties as small as the original "measured" values are
obtained.

For comparison, a second example was run with a more constrained
a priori damage function. The strength 6 of the short-range correlation
was increased from 0.9 to 1.0 and the range y was increased from #5
groups to #10. The final uncertainties are compared to the previous
case in Figure 1(b). As clearly shown, the increased a priori knowledge
as specified by the stronger short-range correlations greatly reduces
the uncertainties in the adjusted damage function, especially in the
high-response energy groups where the final uncertainties drop from
about 100% to near 25%. The values, themselves, for the adjusted damage
function did not change significantly.

Fast-Neutron Spectrum Analysis

A second example we consider is the unfolding or adjustment of fast-
neutron spectra based on dosimeter and proton recoil measurements. This
example is similar in form to the previous example. It does show, however,
how many-channel data (in this case proton-recoil data) can be easily
included in the few-channel problem. Dosimeter reaction rates are related
to multigroup fluxes and cross sections by

R1. = gz q>g Oig (18)

where i specifies the various dosimeter foils. As an aside, we note that
the present code can include multiple spectra (e.g. from different loca-
tions within a reactor) at the same time as multiple foils.

This example is based on 12 actual dosimeter measurements in the 8
Engineering Mockup Critical (EMC) as well as proton recoil measurements.
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It was reported on ear]ierg but without the proton-recoil measurements
which are included directly in the analysis here. The 12 dosimeters
include resonance detectors, threshold detectors, and broad range detec-
tors. Dosimeter cross sections are based on ENDF/B-IV. The reported
reaction rate measurements were typically 3-6% uncertain. The calcula-
tion used to generate an a priori flux was assumed to have a normaliza-
tion uncertainty of 100¢=50% and additional group-by-group uncertainties
of 100rg=30% with short-range correlations specified by 6=0.5 and y=5.
Cross section uncertainties were evaluated and typically were much smaller.
The analysis was carried out in 42 energy groups and proton-recoil mea-
surements were included for the high-energy groups 4-22. Proton-recoil
uncertainties were taken to be 5% with an additional 10% overall normali-
zation uncertainty.

Results for the neutron flux are shown in Figure 2. Rather than
pursue a detailed discussion, we draw attention to one particular feature
of this example. Prior to inclusion of the proton recoil results, the
neutron flux along with the multigroup representations of the 12 cross
section sets were adjusted based solely on the dosimeter reaction rates.
As shown by the dotted 1ine in Figure 2, there was a rather noticeable
upward adjustment of the neutron flux near 20 keV. Moreover, this adjust-
ment was not confirmed by comparisons with proton-recoil measurements.
Therefore, the proton-recoil measurements were included in the same anal-
ysis to provide a more direct constraint on the adjusted flux. As seen
from the dashed line in Figure 2, the comparatively small uncertainties
for the proton-recoil measurements effectively eliminate the previously
noted upward flux adjustment. Instead the nuclear cross sections are
adjusted, in particular 45Sc(n,y) which has a response in this energy
region. Figure 3 shows that the scandium cross section had been adjusted
upward a little prior to the inclusion of the proton-recoil data. But
with the proton-recoil data, the adjustment is greater, more than 9% in
spite of assigned uncertainties of only 6% for the a priori cross section
in this energy range. There is a strong implication that the scandium
cross section should be reexamined.

Multichannel Unfolding

The FERRET code was used to reduce data on recent D-Li neutron yield
studies. The data reduction required the subtraction of a background
measurement from a foreground measurement and accounted for detector
response broadening. Also, although the problem was not underdetermined
as in the previous examples, important a priori information was included:
a presumed smoothness was specified by the use of a priori short-range
correlations, and conservation of energy dictated that the neutron yield
was rigorously zero above a known energy. The problem is summarized by
Figure 4 which shows both the experimental neutron-yield measurements and
the reduced data as a function of the neutron energy. The fluctuations
seen in the measurements are due to counting statistics. Relative channel
30 corresponds to 50 MeV neutrons, and represents the highest energy for
which neutrons are emitted.
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“Figure 2. 42-group analysis for the Engineering Mockup Critical
(EMC), neutron flux.
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A particular advantage of the present method is apparent in Figure 5
which shows a sharp rise in the reduced-yield uncertainties above channel
25. As the foreground values become smaller at the higher energies
(channels), one obtains the increased error associated with the back-
ground subtraction as the background becomes increasingly important.
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Figure 5. Final uncertainties for reduced neutron-yield data.

Cross Section Evaluation

Figure 6 summarizes the results of an eva*HStion for the neutron-
capture cross section for the fission-product Ag. Space precludes a
detailed discussion. An important feature of this example is the simul-
taneous use of different types of integral measurements along with direct
microscopic data to obtain a final evaluation. In addition to the micro-
scopic data shown, integral worth measurements from several STEK cores»10
and a reaction rate measurement from the Coupled Fast Reactor Measurement
Facilityl!l (CFRMF) were included. Another feature is the use of a point-
wise representation for the cross section in contrast to the multigroup-
1ike representations used in the earlier examples. It is interesting to
note that the integral measureme?ts, in a sense, rule in favor of the
Weston microscopic measurements.!Z The different microscopic measurements
had comparable uncertainties. A final point concerns the character of the
uncertainties. By their nature, neutron-capture measurements are often
subject to overall normalization errors. This important correlation must
be included if a measurement with a relatively large number of data points
is not to be unduly weighted. The statistical weighting of the single
degree-of-freedom associated with normalization generates less weight

than a set of statistically-independent values.



157

The uncertainties are shown in Figure 6(b). For low energies, the
reductions in the uncertainties for the adjusted values are due to inte-
gral measurements. At the higher energies, the uncertainty reduction
to 12% arises from the elimination of a 40% a priori normalization error
assumed above 1 keV.
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Figure 6. Neutron-capture cross section evaluation for 109Ag:
(a) cross section, (b) uncertainties.
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SUMMARY

The examples discussed illustrate the diversity of problems that can
be treated by the present method. Their common link is the need to simul-
taneously consider integral and differential data in a common evaluation.
In common with a generalized least-squares approach, final uncertainties
and covariances are generated that describe the accuracy of the final re-
sults. Particular attention was devoted to the problem of large a priori
uncertainties for physical quantities known to be positive.
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