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PART I. THE MEASUREMENT OF HIGH-ENERGY CHARGE

TRANSFER CROSS SECTIONS FOR INCIDENT PROTONS

AND ATOMIC HYDROGEN IN VARIOUS GASES



SECTION A. SINGLE-ELECTRON CAPTURE AND LOSS CROSS SECTIONS
OF INCIDENT PROTONS AND ATOMIC HYDROGEN IN THE

ENERGY RANGE 100 TO 2500 keVv
CHAPTER I
INTRODUCTION

During the past two decades a great deal of effort has been expended
in the study of charge transfer or charge exchange reactions. Information on
this type of collision is useful in the design of radiation detectors, in studies
of the upper atmosphere, in astrophysics, in radiation damage studies and
more recently in the development of controlled thermonuclear fusion devices
and gas masers. The experimental determination of charge transfer cross
sections is useful in the development of theoretical descriptions of atomic
and molecular collision processes.

The accurate measurement of charge transfer cross sections has been
encouraged by refinements in techniques such as the development of solid
state particle detectors, a reliable capacitance manometer and ultrahigh
vacuum technigues. The solid state detector makes possible the determination
of very weak neutral particle intensities by counting techniques while the
capacitance manometer is capable of accurate and continuous measurement of

~5
gas pressures as low as 5 x 10 ~ torr. Pressure measurements made by means



of the capacitance manometer are also independent of the nature of the gas
under study, including condensable gases. Previously, gas target densities
were determined primarily by the use of McLeod gages which cannot be used
for continuous pressure monitoring and which are incorrect for condensable
gases. Ultrahigh vacuum systems are necessary to reduce charge transfer
between the beam and residual gas molecules.

The electron capture cross sections (0—10) and electron loss cross
sections (0'01) are measured in this work for incident protons and atomic
hydrogen on the target gases H,, He, Ar, Kr, N

2’ 2? OZ’ Co, COZ' HZO’ CH4,

CH,, CH,,and C H

. . . . ]
2Hye CoHp 4110 The incident particle energies were from 100 to

2500 keV. This energy range should lie within the range of validity of the

Born and impulse approximations and the impact parameter formulation used
in cross section calculations. Chapter II describes briefly the theoretical
approaches made in the calculation of charge transfer cross sections. Chapter
III contains descriptions of the apparatus used, the measurement technique
and methods of data analysis. The experimental results are presented in
Chapter IV along with previous experimental and theoretical work. A
discussion of the possible uncertainties and evaluation of these uncertainties

is given in Chapter V.



CHAPTER II

THEORY

A. Introduction

There have been numerous theoretical approaches to the calculation
of cross sections for electron capture and electron loss by incident proton
and atomic hydrogen beams. The majority of this work has been concerned
with the calculation of cross sections for electron capture by incident protons
on atomic hydrogen targets. This, the simplest of all charge transfer
processes, is in general a three-body problem with its many computational
difficulties.

In the electron capture process the electron jumps from the bound
state of the target atom to a bound state of the projectile with the
difference in energy between the two bound states being absorbed in the rela-
tive translational energy of the two heavy particles. The capture process is
complicated by the possibility that the electron may be captured into one of
many bound states of the projectile. In the electron loss process an electron
is ejected from a bound state of the projectile into the continuum. The
initial and final states of the charge transfer systems have the same total
energy; however, the wave functions representing them are not necessarily
orthogonal. This non-orthogonality results frora the fact that the

4



non-interacting initial and final states of the charge transfer process
are described by different Hamiltonians.

In this chapter a brief description of the major theoretical approaches
to high-energy charge transfer will be given. Detailed reviews of the theoret-
ical studies of the charge transfer process may be found in several papers,

for example, references 1 through 4.
B. Classical Calculations

A theoretical treatment of the electron capture phenomenon was
first attempted by 1—‘ow1er5 who compared the balance between capture
and loss of electrons by a-particles. HeJr+ and He+ were considered as
existing in thermodynamic eguilibrium in an electron atmosphere with the
electron density comparable to the electron density in an atom. The
temperature was selected such that the average electron velocity was equal
to the a-particle velocity. These considerations were found to yield
suggestive agreement with the experimental results; however, this method
is not reliable when the electron velocities are small compared to incident
particle wvelocities.

A detailed classical theory for the capture of electrons by a-particles
has been developed by Thomas. 6 The work of Thomas was based on the
assumption that electron capture occurs as a result of two successive

close collisions; the first between the incident particle and the electron and



the second between the electron and the target nucleus. It was assumed that,
as a result of the first collision, the electron was deflected towards the
nucleus with speed approximately equal to that of the incident particle. In
the second collision the electron was deflected with no change in speed to a
path parallel to the incident particle. The two scattering events occur at a
fixed separation r, which is taken to be the appropriate Bohr radius. With
these assumptions the cross section for electron capture from hydrogen was
found to vary as v, where v is the velocity of the incident particle.

The validity of the Thomas result has been questioned by Cook, ! who
pointed out that the Thomas picture fails at all velocities. Cook based his
statement on the failure of Thomas' results to satisfy uncertainty relation-
ships at high energy and on the lack of a velocity dependent cut-off to the
separation r at which the scattering events occur.

The classical theory of Thomas has recently been investigated by Bates
and Mapleton, 8 who introduce a modification involving the distribution of
electrons in phase space. The capture cross section calculated for incident

protons has the form

-11
11/4 }\3/4 C

GlOO:E (1)

where I is the proton energy, X is a parameter derived from the atomic
potential and, as a result of the modification made to the Thomas theory,
C is a function of E/]. The juantity J is the ionization potential of the

target atom. A scaling factor can be deduced from Equation (1) which when



multiplied by the experimental cross section should result in a parameter

that is independent of the target atom. This parameter is given by

- p11/4
Pe—Sr— @

Bates and Mapleton plotted I’ versus E/J for several different target atoms.
Their results showed the experimental data to fit a single curve guite well
for incident proton energies less than 300 keV. Although the theory was
designed for fast encounters, the accord with experimental data is poor at
high energies. This failure of the theory at high energies is due partially to
not accounting for the electron shell structure of the target atom. Most
recently Bates and Mapleton9 have included the effects of electron shell
structure in the calculation of electron capture cross sections for the target
atoms argon and neon. The inclusion of shell structure in this calculation
brings about much better agreement with experimental results.

Electron capture cross sections have been estimated by Bohr10 by
simple statistical considerations. The orbital electrons are subject to a
momentum change due to the passage of a charged particle, The capture of an
electron can result from any collision in which an energy of the order %mev
is transferred to an electron with orbital velocity comparable to the incident
particle velocity v. The statistical distribution of energy transferred in a
collision was deduced by mechanical considerations of energy and moméntum

transfer for particles interacting through a force which is inversely



proportional to the square of their separation. By means of these considera-
tions, the probability for transfer of sufficient energy to cause electron

. -4 i
capture was found to be proportional tov ~. The probability of electron
capture also depends on the fraction £ of velocity space containing electrons

1/3

of velocity v and on the number of electrons n [n« Z v ] in this velocity
space. These quantities, £ and n, are deduced from Coulomb field strengths

within the target atoms. The above considerations result in the capture cross

section

5 _1/3 -6
“10%%1%2 vV (3)

where Zl is the atomic number of the projectile and ZZ is the atomic number
of the target.
. . 10

The electron loss cross sections estimated by Bohr™ ~ were also deduced
from statistical considerations of energy and momentum transfer. Sufficient
energy must be transferred during the collision to remove an electron from
the projectile atom. Tor close encounters with target atoms of low atomic
number the ionizing effects of the atomic particles within the target act

nearly independent of each other. The electron loss cross sections for light

target elements were given by Bohr as

o1 = (z‘2 + Z)V"’2 (4)

where Z is the atomic number of the target and v is the velocity of the

incident particles. For target atoms of higher atomic number the atomic



particles within the target do not act independently on the projectile and the
total interaction will more resemble that of a screened nuclear field. The
electron loss cross sections for target atoms of high atomic number are given
as

2/3 -1
oL SZ TV (5)

The effects of screening on the electron loss cross sections for targets
of low atomic number have been investigated by Dmitriev and Nikolaevll in
the free-collision approximation. In the free-collision approximation
"resonance effects", i.e., cases of electron loss in long-range collisions with
a small change in the momenta of the colliding particles, were neglected.

The expression for the electron loss cross sections obtained in this calculation
includes Bohr's formula as a special case. At high velocities of the incident
particle the free-collision approximation gives results identical with those
obtained in the Born approximation.

More recently Gryzinski12 has developed a classical theory for inelastic
atomic collisions which is described by Coulomb-type interactions between the
particles and depends on the binding energy and momentum distribution of the
electrons. This approximation is based on a binary collision concept, i.e., the
independent pair interactions of the individual elements of the colliding
systems. His calculations include (1) ionization of atoms and molecules by
light particles (electrons), as well as by heavy particles (protons, deuterons),

including inner-shell ionization and double ionization; (2) excitation of singlet



10

and triplet lines; (3) capture of electrons from atoms by moving ions; (4)
slowing down of heavy charged particles, and (5) inelastic scattering of electrons
on atoms and nuclei, The electron capture cross section calculations are
applicable to the present work. For incident proton energies greater than
300 keV the cross sections calculated for electron capture from hydrogen
targets decrease with the inverse sixth power of the impact velocity. This

. : . -10. 6 .
velocity dependence is to be compared with the v dependence found in

the present work for electron capture £rom hydrogen by protons.
C. Born Approximation

When the velocity of relative motion of the colliding systems is high,
the cross section for a given process may be obtained by the use of the first
Born approximation. In this approximation it is assumed that the incident and
scattered waves associated with the relative motion are plane waves and
that all transition matrix elements are small compared with unity. A
further assumption which is usually made is that there is no Pauli Principle
exchange of electrons between the systems. The Born approximation cross
section for the capture of an electron from a stationary atom Z (mass = AM)

into a final state f of a projectile atom Z’ (mass = A'M) is given by*

£ be & 4N
a ( 2. C_R}”/)

with

*The notation is that of reference 20.
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I, = [exp(-ik’- R')¥,(z') V explik- R) ¥ (xMizdR ?)

where ‘k’o(_r_) is the ground state wave function for the electron in atoem Z;
‘i’f(g') is the wave function for the electron in state £ of atom 2'; Rand x

are the coordinates of the initial ion and electron with respect to the center of
mass of the stationary atom Z; B' and r’ are the corresponding coordinates
with respect to the moving atom Z ‘ following charge transfer; V is the
interaction potential and k and k” are defined by hk = by v and hk’ = ke v’
respectively. The quantities B and pe are the reduced masses of the initial
and final systems, respectively; v is the velocity of the incident particle

relative to atom Z at rest and v " is the corresponding outgoing velocity of atom

z' relative to the stripped atom Z. Conservation of energy requires that
2 2
l/Zp,iv -e:l/Zva - (8)

where ¢, ¢’ are the binding energies of the electrons in atoms Z,Z .

The direct calculation of charge transfer cross sections is hampered
by several difficulties:

1) The interaction potential prior to the charge transfer is, in
general, different from the interaction potential following the charge
transfer and it is not clear which form of the interaction is best to use.

1o 2 ; 2
_ Z Ze _ Z e 9)
i~ '_R_+[m/(AIV[+m)]£| IB—[AM/(AMan)];;l {

A%
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2
Z'ZeZ Ze

£ R - [m/(A'M+m)]e”|” |[R™+[A'M/(A

Vv 7

M Tz ] (10)

2) Since the non-interacting initial and final states are described by
different Hamiltonians, the initial and final state wave functions are not
necessarily orthogonal; and

3) The wave functions ‘i’o and Yf are in many cases not known.

The first attempts to calculate the cross section in the Born
approximation were for a very simplified version of the charge transfer
process. This simple picture consisted of an incident proton capturing an
electron from a hydrogen atom. This system was first investigated by
Oppenheimer, 13 Brinkman and Kramers,M and Massey and Smi‘ch15 who
considered the interaction potential to be simply the Coulomb interaction
between the incoming proton and the atomic electron. The argument in
support of this approximation of the interaction potential was that at proton
energies greater than 50 keV, where the Born approximation should be valid,
it appears legitimate to replace the protons by classical centers of force;
thus, the original three body problem can be reduced to a one body problem.
With this replacement, it can be proved rigorously16 that the electron capture
cross section is independent of the proton-nucleus interaction. One can also
argue from a physical point of view that the proton-nuclear interaction should
cause only a slight deflection of the moving proton which would not be

expected to affect the probability of electron capture. The lack of
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orthogonality between the wave functions was ignored in the early calculations;
. . . ‘ . 13 .

however, it was recognized in the work of Oppenheimer. The numerical

results of these calculations were higher than the early experimental results
17 . 18 L. 19 .

of Keene, Ribe, and Whittier ~ by a factor of 3 to 4 for proton energies

. -12 .
near 100 keV. However, the velocity dependence, o, «<v ~, derived by

10
these authors is similar to experimental results.

In order to reduce the discrepancies between theory and experiment,
Jackson and Schiff20 and Bates and Dalgarno21 included the proton-nucleus
interaction as part of the total interaction potential. Equations (9) and (10)
are the total prior and post interaction potentials, respectively, as given by
Jackson and Schiff. These potentials include the p-p and p-e Coulomb inter-
actions; however the lack of orthogonality is still not included in the
calculations of these authors. Jackson and Schiff have shown that the
results obtained by means of the prior interaction and those of the post
interaction are identical provided exact wave functions are used for the
initial and final states. They also show that capture into the nth excited
state of hydrogen is proportional to n~3. These results obtained with inclusion
of the p-p interaction were found to be in very close agreement with the experi-
mental data at proton energies of approximately 100 keV. The good agreement
with experimental results obtained in this calculation implies that the use of
the whole perturbation Hamiltonian in an approximate calculation of the

capture process greatly improves the convergence of the approximation scheme,
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even though it can be shown that some parts of the perturbation will give rise
to negligible effects in an exact calculation.

Due to the various arguments from a physical point of view in which it
was pointed out that the proton-nucleus interaction should be negligible, and
because of the work of Drisko22 which showed that the second order Born
contribution of the proton-nucleus interaction canceled the first order
contribution, several authors sought to improve upon this aspect of the
theory. One method attempted was the use of the distorted wave
approximation. This approximation, as described by Bassel and Gerjuoy,
is performed by replacing the plane waves in the matrix elements for the
collision amplitude by distorted waves. The distortion of the incident wave
is induced by the Coulomb interaction. This distortion is in effect a way of
obtaining orthogonality between the initial and final state wave functions
and as a result the matrix element of the proton-nucleus interaction can be
neglected with an error of the order of the ratio of electron to proton masses.
This result was also obtained by Bate524 who took explicit account of the non-
orthogonality of the wave functions by means of an effective interaction
potential. The results of these calculations for protons on hydrogen show
close agreement with experimental values for proton energies in the region 35
to 200 keV with discrepancies occurring at higher energies.

The Born approximation has been used by Mapleton in the

calculation of electron capture cross sections for protons on several
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different target atoms. His calculations include the electron capture cross
. . 25

sections for protons on hydrogen and helium = by means of both the proton-
electron interaction potential and the more complete proton-electron plus
proton-nucleus interaction. The results of these calculations indicate that the
ratio of the cross sections obtained by means of the proton-electron interaction
to the corresponding value obtained with the more complete interaction is
nearly the same for both hydrogen and helium target atoms. In view of the

e g . . 25
similarity of this ratio for these two target atoms, Mapleton proposed that
cross sections which include the effects of the complete interaction potential
could be calculated for any atom by first calculating the cross section by means
of the proton-~electron interaction potential and then multiplying the result

by the ratio o calculated for helium or hydrogen. This method,

(pe + pn)/°pe
which greatly simplifies the calculations for many-electron atoms has been

used by MapletonZ() in calculations of the electron capture cross sections for
protons on nitrogen and oxygen. These calculations included electron capture

of only 2p electrons from the target atom; therefore, at proton energies high
enough for electron capture from inner shells to be energetically possible, the
calculated results are expected to be too small. The results of the calculations
are found to be in good agreement with experimental results up to approximately
800 keV where inner shell capture becomes energetically possible.

Mapleton has made several additional calculations which are refinements

of the work described above. He used the six-parameter helium wave function of
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. . ., 27 . .
Hylleras and both post and prior interaction potentials  in evaluating the elec~
tron capture cross sections for protons on helium. The post-prior discrepancy
was usually less than 1% in the energy range investigated, 40 keV to 1 MeV.
These results were slightly lower than the earlier values calculated by means of
a simple helium wave function; however, the differences are generally less
than 20%.
28 .

Mapleton  has also re-evaluated the electron capture cross sections
for protons on nitrogen and oxygen. In this calculation more accurate atomic
orbitals were used. The earlier values differ from the new results by less than

. . 29 .

30%. Mapleton's most recent use of the Born approximation = has been in the
calculation of cross sections for electron capture by protons from the inner
electron shells of nitrogen. The results of this calculation are higher than
the measured values by nearly a factor of two.

A simple generalization of the Born approximation involving only the

. . . 30

proton-electron interaction has been used by Nikolaev™ = to calculate electron
capture cross sections for protons on the target atoms HZ’ He, Li, NZ’ Ne,
Ar, and Kr. The Brinkman-Kramers type calculation was generalized by the
introduction of external screening parameters and capture probabilities were
calculated for each electron shell of the target atom. The ratio of experi-
mental to calculated cross sections was represented, accurate to approximately
25%, by a single-parameter function that is valid for all media. This function

was used as a scaling factor in obtaining the final results of the calculated
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cross section values. These calculations also show the importance of electron
capture from inner electron shells of the target atom at incident proton
energies above approximately 800 keV.

Further refinements in the first Born approximation which include a
description of the rearrangement process in terms of a multi-channel scattering
process have been reviewed in detail by Dalgarno.4 This procedure removes the
lack of orthogonality between the initial and final state wave functions by
considering the wave functions to correspond to elastic scattering into particular
scattering channels., The wave functions of the system are then written as a
superposition of the various scattering channel eigenfunctions with particular
states identified by properly defined projection operators.

It must be noted that the results of all the theoretical calculations
described above are for atomic targets, whereas, the majority of the
experimental results are for molecular targets., It has been generally assumed
that for high-energy protons (E > 50 keV) a diatomic molecular target appears
as two independent atoms to the incoming proton. The validity of this
assumption has recently been investigated theoretically by Taun and Gerjuoy
for the case of protons on hydrogen. They point out that this assumption is
valid, if it is valid at all, only as a result of accidental cancellation of a
number of molecular effects which have no analog in the atomic reaction.

They find that the ratio of the atomic cross section to the molecular cross

section is very close to one half for E < 400 keV, whereas, at higher energies
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this ratio reduces to 0.42. They arrived at these results by the application of

molecular wave functions in the first Born approximation.

In the electron capture calculations carried out for protons on hydrogen,
the results of the first Born approximation, which includes the more complete

proton~-nucleus interaction potential, tend asyraptotically at high energies to

the value 0.661 "Bk’ The quantity o___ is the Brinkman-Kramers result and is

BK

, where v is the incident proton velocity. The factor 0.661

K

proportional to yl12

arises presumably from the singularity of the proton-nuclear interaction poten -

. . 22 . .
tial. Drisko  has reported the results of a second Born approximation based
. - . . . ~-11 ..
upon a free particle Green's function which contained a v term arising frorn

successive scatterings of the electron by two nuclei, Explicitly he obtained the
formula:

S5mv
0'10“(0.295 + ;Td) UBK (11)

. . . . . =12
Drisko showed further that the third Born approximation would modify the v

-12 ~11 .
term (O"'BK <y ) but leave the v term unaltered. This work as well as that

32 . . . .
of Aaron et al.” ~ suggests that the Born series for rearrangement collision di-
verges at high impact energies, if not for all energies. However, a more recent
.33 L. . . .
calculation, = which included more terms in the second order approximation,
indicates that the Born series will converge even at high energies.
. , .  34-37

The Born approximation has also been applied by Bates and co-workers

to the calculation of the probability of excitations and electron loss for hydrogen

atoms incident on target hydrogen and helium atoms. No account was taken

of electron exchange; however, the total interaction potential was considered.
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Calculations have been made which include transitions occurring in the target
atom simultaneously with the loss of the electron from the incident atom.
The results are in agreement with experimental values at particle energies of
approximately 100 keV; however, the theoretical values fall off more slowly

with energy than the measured values.
D. Impulse Approximation

In oxder to resolve the many difficulties associated with the Born
approximation several authors have employed an impulse approximation in
the study of the electron capture process. This calculation is described
in detail by Bransden and Cheshire38 and by 1\/[cDowe1139 and in general by
Dal,c;__;arno.4 In the impulse approximation the effect of the binding
energy of the electron in the initial state is neglected during the collision
and the initial state vector ¢i, o is replaced by a scattered wave which allows
for distortion by the proton-electron interaction potential. The transition
amplitude for transitions from an initial state & to a final state B is given by

+

Tf, B; i, & = wf, p’ Voz @ q)i, oz) (12)

+ . . . . .
where w is a two-body scattering operator and Voz is the interaction potential.

+
The function w qﬁi o is evaluated by expanding (,bi o in terms of a complete
? 3

set of free particle wave functions. This use of a distorted wave function
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removes the proton-nuclear interaction since the initial and final state wave
functions are orthogonal. In the high energy limit the cross section according

to the impulse approximation has been evaluated by Bransden and Cheshire as

Sty

10 (0.295 ;ﬁ' . (13)

) "Bk

This result, which is for electron capture by protons on target hydrogen,
differs from Drisko's results [Equation (11)] for the second Born

approximation by a factor of 2 in the second term.
E. Impact Parameter Formulation

The impact parameter formulation has been described in detail by
Bates and McCarroll. ! This formulation exploits fully the simple behavior
of the nuclei which, unless the energy is very low (E < 25 keV), may be taken
to be that of classical particles of infinite mass. This method has also had
considerable success at low energies (E < 25 keV) where the relative velocity
is considered as the perturbation causing the charge transfer; this is the
so—called perturbed stationary states calculation. At higher energies the
Coulomb interaction is considered as the perturbation which causes the
charge transfer. The impact parameter formulation involves difficulties
similar to the first Born approximation; namely, the entire interaction
potential must be used, proton-nucleus plus proton-electron, and the lack of

orthogonality of the initial and final state wave functions must be considered.



21

The impact parameter method has been applied by 1\/[::(3&13:1701140 to the
reaction H+ +H (18) - H (15) + H+. Full account was taken of momentum
transfer and non-orthogonality of the wave functions of the initial and final
states, This formulation is equivalent to the distorted wave formulation of
Bassel and Gerjuoy; 23 however, the results of the impact parameter
calculation are larger at low energies of the incident proton than the
corresponding values calculated by Bassel and Gerjuoy. The results of
McCarroll are 25% higher than those of Bassel and Gerjuoy at 25 keV, whereas,
the discrepancy at 100 keV is approximately 5% and close agreement is obtained

at proton energies greater than 200 keV.



CHAPTER 1III
EXPERIMENTAL METHOD
A. Apparatus

In the low-energy range (100-600 keV), protons were provided by a
conventional gas-discharge ion source and accelerated by a 600 keV high-
voltage supply. The voltage supply was extremely stable and had been
calibrated to + 2 kev by 191—:‘ (p, v) resonances at 340 and 483 keV. The
proton beam was momentum analyzed by a 90° bending magnet before
entering the first collision cell. The protons for the high-energy
measurerments (800-2500 keV) were accelerated by means of the ORNL
3-MeV Van de Graaff generator. This accelerator used a duoplasma-
tron = ion source which was employed in a pulsed mode with repetition
rates in the range of 0.0315 to 2.00 MHz. The beam intensity was
reduced to ensure that an average particle intensity of less than one
particle per beam pulse struck the detector when counting techniques
were used for beam detection. The proton energies were determined
by a magnetic resonance probe in the 90° analyzing magnet at the base
of the Van de Graaff generator. This probe had previously been

calibrated to within + 0.5% against the 7Li(p,n) threshold.

22
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The apparatus constructed for the cross section measurements is
shown schematically in Figure 1 and a photograph of the apparatus is shown in

Figure 2. The apparatus consists basically of two differentially pumped gas

cells, two sets of electrostatic deflection plates for separation of beam
charge states and detectors for the determination of the intensity of the neutral
and charged components of the beam.

The circular apertures designed by a, b, ¢, ¢, and d in Figure 1 were
machined with knife edges of diameter 0,010, 0,062, 0,020, 0,020, and 0. 062
inches, respectively. The respective diameters of the apertures were selected
to minimize scattering of the beam. Alignment of the system was made
possible by the use of bellows sections between apertures.

The length of the first collision cell, defined by apertures "a" and "b",

was 17.50 + 0, 06 inches., Apertures '"c' and "d'" defined the length of the

second collision cell which was also 17.50 + 0. 06 inches long. The dashed lines in
Figure 1 indicate a modification of the second cell made during the experiment.
The path length of the modified gas cell, defined by apertures "c ‘" and "d", was
3.00 + 0. 06 inches. Rapid evacuation of these collision cells was accomplished

by means of a vacuum line by-pass. With the by-pass valve closed a pressure

differential of approximately 1500 was obtained between the interior of the
collision cell and the high vacuum region.

The electrostatic deflection plates shown in Figure 1 were 6 inches long
and were separated by 1 inch. The insulation between the deflection plates
and the chamber walls was sufficient to withstand voltages greater than

30 keV.
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Fig. 2. A photograph of the charge transfer apparatus.
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The entire vacuum system (excluding the beam detection assembly)
was made from # 304 stainless steel and assembled using aluminum, copper,
and gold "O"-rings. This construction enabled the system to be baked at
temperatures of approximately 200°C by means of heater tapes which were
wound around the vacuum chambers and insulated with asbestos. The system
was pumped by three, 1500 liter/sec, NRC model HK6-1500 diffusion pumps
containing DC 705 diffusion pump oil. The diffusion pump oil vapors were
isolated from the high vacuum system by NRC series HW6 water-~cooled
baffles. Each diffusion pump was backed through an Ultec #50-055 foreline
trap by a Duo Seal Model 1397 fore pump, An ultimate vacuum of 5 x 10—9
torr was obtained throughout the system before installation of the detectors.
With the detector assembly in place the ultimate vacuum in the detector
chamber was approximately 1 x 10_7 torr. This pressure was acceptable
since the pressure in this chamber rose to approximately 2 x 10.7 torr
when gas was introduced into the target chamber at pressures of 5 x 10-4 torr.

A cut-away view of the detector assembly is shown in Figure 3. This
assembly consists of two movable plates (A and B) maintained vacuum tight
by sliding on viton "O"-ring seals. Plate A provided for horizontal motion
and plate B, which supported the detectors, provided for vertical motion.

In this way two dimensional motion of the detectors with respect to the

beam axis was obtained. This motion ensures that the detectors were

centered with respect to the beam. The detectors were positioned such that



Fig. 3.
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T

A cut-away drawing of the detector assembly.
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a solid state detector was on the neutral beam axis with a Faraday-cup and
solid state detector on opposite sides. For beam intensities of 10“16 amperes
or less the solid state detectors were used; the neutral beam going to the
center detector, the proton beam deflected to the right to the solid state
detector. When proton beam intensities greater than 10~l4 amperes were
encountered the beam was deflected to the left and the Faraday-cup was
employed.

ORTEC silicon-gold barxier detectors which had a sensitive area of
approximately 50 mmz and a depletion depth of approximately 330 microns
(sufficient to stop 20 MeV protons) were used, The detectors were covered
by a stainless steel mask which allowed the incident particles to strike only
the sensitive area of the detectors. The detector signals were amplified by
an ORTEC charge sensitive preamplifier and ORTEC post bias amplifier, and
then counted by a conventional scaler. The noise level of the detector signal
was approximately 50 keV at room temperature,

A schematic drawing of the Faraday-cup and a plot of the ocutput
current as a function of the guard-ring voltage for it are shown in Figure 4.
The current output of the Faraday-cup was found to be independent of the
guard-ring voltage for voltage for voltages greater than 20 volts. A 90 volt
potential was applied to the guard-ring for all proton current measurements
in order to ensure that no loss of secondary-emission electrons occurred. A

Keithley Model 410 micro-microammeter was used to measure the cup
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current. The Keithley 410 calibration was checked against a Keithley Model
261 picoampere current source. The Keithley 261 has a maximum uncertainty
on the most sensitive scale of 1.5%. The output of the micro-microammeter
was displayed on a recorder in order to average the current over a given time
interval. The accuracy of this averaging process is such that the average
current could be determined to less than 10 uncertainty. The time interval
was calibrated to within 1% by means of the preset timer and the 60 Iz test
signal built into the scaler.

The target gas was introduced into the collision chambexr through a
Granville-Phillips wvariable leak valve., The conductance of this valve is
continuously variable from 10 cc per second to IOW10 cc per second, The
leak rate is constant at a given setting (as determined by a counter attached
to the driver) such that the differentially pumped collision cell reaches an
equilibriurm pressure within a few minutes after the leak rate is set. For
the highly condensable gases such as water vapor and butane the valve was
heated to approximately 80°C in order to minimize the condensation of the
gas on the metal to metal sealing surfaces. Any condensation on these
surfaces produces a liquid seal which has only "on" or "off" properties.

An Aero-Vac residual gas analyzer was used to spot check the purity
of the gases studied. This analyzer had an atomic mass range of 1 to 70
with resolution (fEwhm) at mass 20 of one mass unit. Mass scans were made

before and after the introduction of the target gas in order to determine if
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impurities were present. In no case did impurities appear to amount to as
much as 1% of the target gas at the time data were taken.

Of utmost importance in the measurement of cross sections is the
accurate determination of target gas densities. This problem has especially
hampered the measurement of charge transfer cross sections for condensable
gas targets. The pressure measuring device used in this work was a
commercially available capacitance manometer. The advantage of this
instrument is that it provides continuous pressure monitoring and the
pressure determinations are independent of the nature of the gas used. An
MKS baratron pressure neter type 77 and pressure head type 77H-~1 were
purchased from MKS Instruments, Inc. The pressure head has built—in
thermostatically regulated heating elements for operation at a constant
temperature. These heating elements can also be used to bake-out the
pressure head at temperatures near 150°C., The pressure range of the type
77H-1 baratron head is 2 x 10-5 torr to 1.0 torr. The instrument had been
factory calibrated to 1 part in 104 for the pressure range 0.1 to 1.0 torr.
For operation in the pressure range 1 x 10—3 to 1x 10_4 torr the calibration
of the manometer was further checked against a McLeod gage. The results
of this comparison, reported in Appendix I, show that the capacitance
manometer is in agreement with the McLeod gage, which was used as a
standard, to pressures as low as 1 x 10-4 torr. At gas pressures less than

1x 10"4 torr the uncertainty in reading the McLeod gage as well as
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instability in the capacitance manometer result in rather large uncertainties
in the pressure readings. In the pressure range at which the measurements

) -3 -4
of charge transfer cross sections were made (1 x 10 ~ to 1 x 10 ~ torr) the

uncertainties in pressure measurement were approximately 3%.
B. Mathematical Formulation

In order to calculate charge transfer cross sections from experi-
rental data a mathematical description of the charge transfer process must
be formulated. Such a description has been presented by Allison42’ 43 and
will be reviewed here. Consider the charge transfer processes that initially
take place when a proton beam interacts with a target tas:

H +6 -~ u+G" (14)
~H ot (15)
These beam products, H° and H, may undergo further charge transfer

collisions such as:

-+
HO+G-H +G (16)
~H tGte (17)
- (o]
H+G-u'+Gre ~ (18)
+
LH +G+2e (19)

where G designates any target gas molecule. One may describe these
processes mathematically by the followirg set of differential equations:

= ~ - 3 + - 2
dFo FO(O'Ol + 0"01) dm + F %10 dr + F_o. drm (20)

1 110
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dFl = -Fl ((rlo to _)dm+ Fo(TOl dr + F_o. dm (2h)
11 1 11
dF _=-F_(¢_ to_)dn+F o _d1T+F10'__d‘TT (22)
1 10 11 ° o1 11
with
= 23
F,+F_+F_=1 (23)

where Fi is the fraction of the total beam in charge state i

i is the probability of charge transfer from charge state i to

g

charge state £

. -2
m i5s the number density of the target gas in molecules-cm =

~1
N, LP(RT)
P is the target gas pressure in torx
4 is the path length through the target gas measured in centimeters
T is the absolute temperature of the target gas

N A is Avogadro's number

. ~1 -1
R is the gas constant (8. 31 x 107 ergs-mole -°C ") .

General solutions to these equations can be obtained and evaluated for
particular experimental conditions. A]lison42 has presented the solutions to
Hquations (20) through (23) for incident H+, Ho, and H beams, These
solutions are complicated by the variety of charge transfer processes which
may occur. The problem of charge transfer is greatly simplified by
approximations appropriate to the energy range of the present work. For

.. + . . .
incident H or H° particles with energies greater than 50 keV the cross
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sections for the formation of negative hydrogen ions, ¢ _ and ¢ _, respectively,
11 01

are very small compared to the cross sections, o,  and o For example, at

10 01°
100 keV the cross section for H formation in an incident H+ beam is less than
1% of that for H° formation; likewise, for an incident 1° beam the probability
of H forrmation is less than 1% of that for P_[+ formation. One may, there-
fore, neglect the negative hydrogen ion component in either proton or neutral

hydrogen beams with less than 1% error when the incident beam energy

is 100 keV. At higher energies the probability of H formation decreases much

oL

faster than the corresponding probabilities for the formation of H and 1.

When the H beam component is neglected in the above set of differential

equations the resulting system of equations is

Tz - + )
dl-_o Fo(TOl dm FIGIO dm (24)
dF; = -F 110 dm + FOO-IO d (25)
with
P 4F =1 . (26)

The symmetry of these equations should be noted, if the indices 0 and 1 are
interchanged the resulting equations are identical. This symmetry implies

that any results obtained for F, are applicable for Fo when all indices are inter-

1
changed. The differential Equations (24) and (25) may be uncoupled by the use

of Equation (26) and readily solved by the methods of elementary differential

*See section B of Chapter VIII and reference 42.
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equations. The general solutions are

Fi = Fioo+ P(Z,1) exp [—w((rlo + 001)] (27)
Wlth i = 0, 1 and
o a
1
P -—it—  p a0 (28)(29)
%107 %01 710" "01

where Z describes the charge state of the initial beam and i describes the
charge state of the beam component under consideration. The juantity Fioo
is an equilibrium fraction, that is, the fraction of the total beam in charge
state i under equilibrium (multiple collision) conditions. Values of the
parameter P (Z,1), which depend on experimental conditions, are given in
Table 1.

The solutions to the two component problem may now be written as
they apply to the experimental problem of determining "high-energy' charge
transfer cross sections:

.. o)
for an incident H beam

“01

Ffm {1-expl-n(o; +o,)1} ; (30)

.. +
for an incident H beam

g

10
F =——— {1-exp[l-w(o,,+to..)]} . (31)
°© Ty, + 91 10 01
For "thin" target conditions, conditions in which only single collisions occur
as the beamn passes through the target, the exponent is very small

T (0'10 + 0”01) << 1 (32)
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TABLE 1

VALUES OF P(Z,1) FOR THE SOLUTION
OF THE TWO COMPONENT EQUATIONS

Initial beam P(Z, 1)

All neutral  P(0,0) = Fl o P(0,1) = “Fla

All charged P(1,0)= -—FO . P L= Fo -
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and one may expand the exponential in a power series, If, after this expansion,
only the first terms are retained the two component, "thin" target solutions
are given by the following:

for an incident H® beam

Fl=o0,m 3 (33)
for am incident HJr beam
Fo = 0*10 T o (34)
The quantity v can be written as
-2
™= &P mol-cm (35)
where
-1 15 -2 -
=990 Lcm)T (°K)x 10  mol-cm ~torr b, (36)

The quantities £ and T in Equation (36) are the collision cell path length and
target gas temperature, respectively. The "thin'" target solutions, Equations
(33) and (34), may now be related directly to the experimental data. For a
given collision cell and room temperature, « is a constant; therefore w is

only a function of the target gas pressure. Data were obtained for the value of
Fe, where f is 1 and 0 in Equations (33) and (34), respectively, for various
values of the target gas pressure. From the form of Equations (33) and (34)

it is noted that a plot of F. versus P should result in a straight line with the

£

slope of the line proportional to the cross section ¢, This method of

if*

measuring charge transfer cross sections depends on the validity of the two

component and "thin" target approximations in giving reliable results, If
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i (610 1 0’01) is allowed to become as high as 0. 20, an error in the measured cross
section of approximately 10% will result; thus, either the quantity m (610 +
001) must be kept very small or appropriate corrections must be made.

Approximate corrections for large values of w (o, , + 0. ) are described in

10 01)
section C of this chapter.

Plots of FO versus P for protons of various energies in water vapor are
shown in Figure 5. It can be seen that even for water vapor, which is a
difficult gas to handle, a straight line can be drawn through the experimental
points unambiguously. Where possible, the ratio F = IHO/(I_HO + IH+) was not

o
allowed to become larger than 0. 05 in order to ensure that the approximation
used in obtaining Equations (33) and (34) was valid to within 3%. Since the
power series expansion of Equations (30) and (31) results in an alternating
harmonic series, neglecting the terms of order greater than n results in an

st 44 )
error less than the (n+ 1) = term. The cross sections were calculated

from the slope of each straight line by the relationship

slope
o1 = -&P—— (37)

where o is given by Equation (36). These results and the results for other
target gases are presented later,
Equations {28) and (29) may be used as a convenient check on the

measured cross sections. The quantities F, and I _ may be measured
o

1o
directly by simply increasing the gas pressure until equilibrium conditions

. . . . + .
(multiple collisions) occur for incident H° and H' beams, respectively.
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These values may then be compared to the measured cross sections by the
relationship

F
F

g
= %01
1= ol (38)

o™ 0"10

and an estimation of the internal consistency of the measurements can be
determined. At energies above a few hundred kilovolts the value of Fl

becomes very nearly equal to one (FooO =1-F and accurate experimental

1 00)
values of the equilibrium fractions are difficult to obtain by direct measure-

ment.
C. Experimental Procedure and Data Analysis

The apparatus used to obtain the data to which Equations (33) and (34)
were applied is described in section A of this chapter, For measurements of
cross sections for neutral beams the incident proton beam underwent charge-
changing collisions with either nitrogen or argon gas introduced into the first
gas cell at a pressure of approximately one micron. A minimum amount of
beam scattering occurred at this gas pressure while a neutral beam component
of the desired intensity was produced. Following the first collision cell the
charged components were deflected from the beam by an electric field leaving
a pure neutral beam incident on the target gas cell. For measurements where
a pure proton beam was necessary the first collision cell was evacuated to

approximately 2 x 10~8 toxrr and the first set of electrostatic deflection plates
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was electrically grounded. After having passed through the target chamber the
beam components were separated by an electric field and their intensities were
determined. From these measurements and a knowledge of the target gas
pressure the plots of Fo(Fl) versus P described earlier were made and the

cross sections ¢ 0 1) calculated.

10(®
For the measurement of very small electron capture cross sections the
neutral component in the proton beam due to interactions with residual gas
molecules in the beam tube becomes comparable to the neutral component
formed by interactions with the target molecules. In order to reduce this
neutral background a slight modification was made to the charge transfer
apparatus., A small bend (approximately 1° with respect to the incident
beam axis) was introduced after the first two apertures. The proton beam
could then be bent by the first set of electrostatic deflection plates into
the 0, 020 inch diameter entrance aperture of the target gas cell; whereas the
neutral beam would continue in a straight line unable to enter the target cell.
Electron capture cross sections for protons on hydrogen and helium were
measured by means of the apparatus containing the bend for incident proton
energies greater than 600 keV. With the reduced background the electron
capture cross sections for hydrogen and helium targets could be measured to
1.75 and 2. 00 MeV, respectively, before the signal-to-noise ratio was too
small for meaningful results to be obtained. Cross sections for other gas

targets are much larger and could be measured without the bend placed in the

apparatus.
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Calculation of the charge transfer cross sections from the actual
experimental data is seen most clearly when the mathematical equations

describing the process are written in the following form:

== () 3 3
10" a \I _+1I P (39)
H° H
I
i '"”1"([ i >'1' (40)
o1 o\l J+1 , / P
H H

These equations are Equations (33) and (34) rewritten in terms of the

are the proton and neutral beam intensities,

measured quantities. I 4 and I
H 1°

P is the target gas pressure and @ is given by Equation (36). In this section
the methods of obtaining the parameters in Equations (36), (39),and (40) will
be described.

The temperature referred to in Equation (36) is the target gas
temperature in degrees Kelvin. Since the target gas pressures were quite
low (the mean free path of a target molecule was greater than the dimensions
of the gas chamber), the gas temperature was taken to be that of the walls
of the collision chamber. The wall temperature was measured by means of
an iron-constantan thermocouple to within + 2°C, Two different collision
cells were used in this work which result in two different values of £ in

Equation (36). The first data were obtained by means of a collision cell of
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length £ = 17,50 + 0. 06 inches. In order to check the reproducibility of the
measured cross sections, a shorter collision cell was installed. The short
cell was 3.06 + 0. 06 inches in length. The two different cell lengths were
also used in estimating the effective increase in the path length due to a
pressure gradient outside of the collision cell apertures which results from
differential pumping. Since the same size entrance and exit apertures were
used for both collision cells the effective path length increase should be the
same; however the percentage increase in path length is quite different.
An increase in path length of one centimeter corresponds to an increase of
13% for the short cell and only 2% for the long cell. A comparison of cross
section measurements made with the two collision cells shows that the cross
section values obtained by means of the short cell were approximately 3%
greater than those obtained by means of the long cell. This increase of 3%
is in close agreement with a simple calculation which gives the effective
increase in cell length to be 2, 7% for the short cell and less than 0.5% for
the long cell (see Appendix ). The use of the short cell is advantageous in
that higher gas pressures could be used before secondary collisions occur.
The gas pressures of less than 3 x 10--4 torr necessary to ensure single
collisions for some target gases when the long cell was used were extremely
difficult to measure accurately.

The measurement of target gas pressures was made by means of a

capacitance manometer. This device has been described in section A of
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this chapter and the accuracy is considered in Appendix I. Upon introduction
of the target gas into the collision chamber, the pressure was found to reach
an equilibrium value in a few minutes. Tor the highly condensable gases such
as water vapor and butane, it was necessary to wait a few minutes more to
reach pressure equilibrium. At no time was the pressure allowed to drift
more than a few percent during a data collection period. Inmost cases the
drift was negligible.

Precautions were taken to ensure that no impurities were introduced
into the target gas as it was transferred from the supply cylinder (the initial
gas purities are discussed in Chapter V) to the collision cell. The copper line
connecting the supply to the collision cell was first evacuated to 10“3 torr.
While evacuated the line was heated by a torch flame in order to remove any
adsorbed gases. The valve between the line and fore pump was then closed
and gas from the supply cylinder introduced at a pressure of approximately
20 1lbs-in. ~2 above atmospheric pressure except for water vapor which was
introduced at its equilibrium vapor pressure, A cold trap between the collision
cell and gas supply was filled with liquid nitrogen for the target gases H,
and He while a dry ice slurry was used for all other gases except HZO’ C4H10,
and Kr. The dry ice slurry was made by mixing crushed dry ice with either
acetone or butyl cellosolve (a mixture of ethylene glycol and mono-butyl ether).
For butane and krypton the trap was left at room temperature since they will

condense at dry ice temperature, and for watexr vapor the transfer line was
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heated to approximately 50°C to ensure that no condensation would occur.
The valve through which gas was introduced into the collision chamber was
heated at all times to reduce the possibility of gas condensation on the sealing
surfaces.

The accuracy of the measured cross sections can be seen in Equations
(39) and (40) to depend directly on the accuracy of the beam intensity
determinations. The entire beam which enters the collision chamber must
be detected in terms of its charge state components at the detectors.
One possible cause of a systematic error in the cross section measurements
is due to scattering of the incident particles during charge transfer processes.
If the deflection of the incident particle is sufficient during charge transfer,
the charge-changed component of the beam may strike the walls of the exit
aperture and be preferentially removed from the beam. A rough estimate of
the maximum scattering angle which may occur during charge transfer can be
obtained from a classical picture in which an electron is stripped from the
projectile. 3 The maximum scattering angle obtained in this estimate is
2m/M where m is the electron mass and M is the proton mass. Scattering
at this angle would cause a maximum beam spread at the exit aperture due to
single collisions of 0. 036 inches for the long cell and 0. 006 inches for the
short cell. In the present work the exit aperture was large enough (0. 062
inches in diameter) relative to the entrance aperture (0. 020 inches in

diameter) to ensure that scatter during the charge transfer process did not
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cause the interacting beam particles to strike the aperture walls.

A second possible cause of a systematic errox in the determination of
the ratio of charge state components within the beam is separation of the
components of the beam by external electric or magnetic fields. If charge
separation occurs, one of the charge states may be preferentially removed
from the beam by striking the edge of the exit aperture. The external
magnetic field was monitored and a maximum field strength of 1.3 Gauss was
measured. This magnetic field could deflect a 100 keV beam of protons
approximately 0. 020 inches with the deflection decreasing at higher energies.
A deflection as high as 0. 025 inches could be tolerated if extreme care was
taken in the alignment procedure. For the data taken with the short cell the
alignment was checked each time the energy was changed, whereas periodic
alignment checks were made when the long collision cell was used. The
collision chamber was electrostatically shielded by the stainless steel walls so
that electrostatic deflection of the beam within the collision cell was
minimized. Since the effects of beam deflection within the collision cell
due to stray fields would be more pronounced for the long cell than the
short cell, the fact that the results obtained with both cells were in close
agreement at all energies is quantitative evidence that charge separation did
not occur.

Once the beam had passed through the collision cell, the center

detector was centered with respect to the beam. In ordexr to ensure total
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beam collection it is important that the detector area be large relative to
the beam diameter. The beam dimensions and profile were determined by
scanning with the movable detector. Due to uncertainties in the knowledge
of the exact position of the detectors, only rough estimates of the beam
size could be made; however an upper limit on the beam diameter was
placed at 0. 050 inches. The beam profile was flat on top with rapidly
decreasing intensity on either side. Since the sensitive area of each
detector was 0.300 inches in diameter, 100% beam detection could be
expected when the beam was properly centered. When the center detector
had been centered on the beam with respect to both the vertical and
horizontal directions a potential was applied to the deflection plates to
deflect the protons to the side detector, The protons were centered on
the side detector by proper deflection potentials, then the beams were
scanned by the detectors to determine if both beams were simultaneously
centered on their respective detectors. This procedure was carried out
each time the energy was changed or the alignment checked.

For large cross sections where the proton and atomic hydrogen
components of the beam differ by a factor of approximately 103 the two
components were detected on respective solid state detectors. In this way
the relative intensities were determined simultaneously and any fluctuations
in the incident beam were automatically compensated. The counters wexe

started and stopped by a common switch to reduce possible errors in this
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procedure. Sufficient data were accuraulated to obtain counting statistics
of less than one percent for the less intense of the two charge state
components. Since it is possible that a malfunction of the electronics could
result in a systematic error in the ratio of beam components, the leads
from the detectors to the amplification-scaling systems were interchanged
periodically. The detectors were also interchanged with respect to the beam
components at various times. These interchanges had no effect on the value
of the cross sections determined from the data.

For small cross sections, such as the electron capture cross sections
at energies of more than a few hundred kilovolts, the number of neutral
particles produced when the proton beam interacted with the target was
very small. In order to obtain reliable statistics foxr the neutral coraponent
the proton beam had to be quite intense, A Faraday-cup was used to measure
these proton beam intensities which were in the range of 2 x 10—13 to 5 x 10'10
amperes. Since single particle counting was still necessary for the neutral
beam component the counts per minute neutral intensity had to be converted
o equivalent current for comparison to the proton current. The conversion
to equivalent current was accomplished by counting neutral particles for a
given period of time while simultaneously recording the proton current on a
chart recorder. The neutral particle intensity in particles per unit time
could then be converted to equivalent current and compared to the average

proton current. The unit of counting time was determined by a preset timer
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which was calibrated to less than 2% uncertainty by means of a 60 Hz signal
generator built into the scaler.

For given experimental conditions of path length £, temperature T,
incident beam Hi (i = 0 or +) and incident beam energy E, several different
values of the intensity ratio IHi/ (IHo + I_H+) were obtained for corresponding
target gas pressures. A plot of IHi/(IHO + IH+) versus P results in a
straight line (under "thin" target conditions) and the charge transfer cross
section is proportional to the slope. The line does not pass through the
origin due to charge-changed beam components which are independent of the
target gas density and form a small percentage of the incident beam intensity.
These background charge components are due primarily to charge transfer
between the incident beam and residual gas molecules within the vacuum
system and charge transfer in collisions between the beam and the defining
apertures. This background was reduced in several ways, (1) the use of ultra-
high vacuum techniques to reduce the residual gas molecule density, (2) the
reduction of path length between the charge analyzing system and the
collision cell, (3) the use of knife-edge apertures,and (4) careful alignment of
the apertures. The major effect of a small background component is a
nonzero intercept which will not affect the cross section determination.
However, for target gases with very small cross sections the background
component may become comparable to the charge component produced by

interactions between the beam and the target gas, in which case the ability
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to measure the cross sections is affected. The accuracy of the electxon
capture cross sections for hydrogen and helium was limited by this "signal"
to noise ratio.

Equations (39) and (40) were obtained by an approximation of a power
series expansion. The approximation, which was a result of "thin" target

conditions defined by Equation (32), had the following form:

1 - exp [-ozP(crOl + alo)]% aP(o (41)

0110 -
As the value of the exponent, ozP((rl 0 + % l), becomes large, the approximation

indicated by Equation (41) is no longer valid. An estimation of the correction

needed to account for the error in Equation (41) at large values of ozP(crlo +

crOl) is given by the ratio
aP(o'lO+(rol) o
I~ expl-aPlo o +og,)] (2)
At incident particle energies greater than 100 keV, %41 >> SRTY therefore
oeP(arlO + GOI) = ochrOl. The quantity othrol is given approximately by

Equation (40) to be the measured quantity IH+/(IH+ + LHO) for an incident H®
beam and a given target pressure. Each fraction I_H+/(]H+ + IHO) must be
raultiplied by the correction factor given by Equation (42) before that
fraction is plotted versus pressure. This correction allows one to apply
Equation (39) to the plotted data and obtain a cross section from the slope
which is effectively corrected to second order terms in the power series

expansion. This correction was applied initially to the data for approximately
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50 cross section measurements. The cross sections determined from the
corrected data were then compared to the uncorrected results. A plot of the
ratio (o-01 corrected)/ (0'01 uncorrected) versus the maximum value of the
fraction IHO/ (]HO + I'H“") allowed in determining the slope from which the cross
sections were calculated is shown in Figure 6. From this graph correction
factors for other cross sections could be determined to within + 2% by a
knowledge of the maximum value of the ratio IHO/ (IHO + ]H +) used in the slope
determination., Due to the symmetry of Equations (39) and (40) the same
correction must be made for %10 has been described above for %1 when
equivalent target gas densities are used in the measurement. This is quite

clear when the second order terms are observed in the power series

expansion as is shown in Equations (43) and (44).

+
— — R
Lt = ozP(rOl[l 2P0t og)] (43)
o ) ‘
m = OZPO‘IOEI - j?OIP(O‘IO + 0“01)] (44)

The correction to the cross sections to account for small deviations from the
validity of approximation (41) were made only for the measurements obtained
by means of the long path length collision cell. When the short path length

collision cell was used the value of aP(s. , + 0‘01) was not allowed to reach

10

a value greater than 0.05. At ozP(o-10 + 0‘01) = 0, 05 Equation (41) is accurate to

within 3%.
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CHAPTER IV

EXPERIMENTAL RESULTS AND DISCUSSION

For incident particle energies greater than 600 keV the cross section
values reported in Table 2, except for the electron capture cross sections
for hydrogen and helium targets, were measured by means of the collision
cell of 17,50 + 0, 06 inches in length. The electron capture cross sections
for hydrogen and helium, and spot checks of both electron capture and
electron loss cross sections for other targets were measured with the short
collision cell. A bend was placed in the apparatus immediately preceding the
short collision cell for electron capture measurements in order to reduce
the neutral particle background. There was some doubt as to the precise
path length of the gas cell during the measurements with the short cell.
This uncertainty in the path length resulted when the end plate of the
collision cell slipped and increased the path length by approximately £ inch.
Since the end plate is within the vacuum system, the fact that it had
slipped was not discovered until the vacuum system was disassembled following
the cross section measurements, The path length was measured after the
system was disassembled and this length was used in the calculation of the
cross sections from these data. The cross sections determined in this way
were in agreement with the measurements made by means of the long cell to

within approximately + 10%.

53
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TABLE 2

SINGLE-ELECTRON CAPTURE AND LOSS CROSS SECTIONS

T01 Cross section per molecule
Energy Target gas
(keV) H2 He Ar Kr
100 1.09 x 1o:i$ 8.52 x 1o:i; 4.59 x 10:12 4.22 x 10:12
200 7.14 x 10 1, 5.38 x 1075 3.47 x 107, 3.75 x 10,
300 5.18 x 10 1 4.15 x 10,7 2.97 x 1077, 3.41 x 10",
400 4.11 x 10 7, 3.27 x 10775 2.57 x 107, 3.25 x 10/
550 3.10 x 10 17 2.44 x 1075 2.19 x 107, 2.80 x 10,/
800 2.31 x 10_,.  1.82 x 10 75 1.70 x 107). 2.03 x 10,
1000 1.97 x 10_1,  1.52 x 10_,-  1.84 x 107, 1.93 x 10},
1250 1.63 x 10_3,  1.25 x 10_jo 1.49 x 107, 1.72 x 10,
1500 134 x 10_,5 9.99 x 10_jo  1.24 x 10_/  1.64 x 10_/
1750 1.19 x 10 15 9.06 x 10_j¢  1.22 x 10, 1.60 x 10/
2000 1.05 x 10 7.94 x 10 1o 1.10 x 10775 1.46 x 107,/
2250 18 7+20 x 10770 9.98 x 10775 1.31 x 10/
2500 8.20 x 10 6.31 x 10 8.93 x 10 1.32 x 10
710
100 2.86 x 10717 2,98 x 10717 854 x 10710 1.02 x 10718
%200 _19 _1g 8:04 x 10770 8.62 x 1077¢
300 2.42 x 10 8.17 x 10 1.59 x 10_0 2.01 x 10_j¢
400 20 .20 5+96 x 10075 1.38 x 107,
550 L1 x 10 50 6.41 x 10754 3.50 x 10_,5 8.82 x 10_ ¢
800 1.56 x 10 55 1.17 x 1057 1.52 x 10,0 3.76 x 10_ ¢
1000 4.74 x 10 55 3.87 x 10 5, 8.99 x 1055 2.34 x 107}/
1250 1.25 x 10_52  1.17 x 10 55 5.08 x 10 5. 1.31 x 10_,/
1500 5.18 x 1053 5.26 x 1055 3.25 x 10_50  7.29 x 10757
1750 1.69 x 10 2.15 x 1055 1.96 x 105, 4.16 x 10 55
2000 1.17 x 10 1.32 x 1057 2.70 x 1075
2250 8.02 x 1057 1.70 x 1075,
2500 5.50 x 10 1.13 x 10

**Calculated by

901

means of measured equilibrium

fractions and measured
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TABLE 2 (cont.)

“01 Cross section per molecule
Energy Target gas
(keV) 02 N, co CO2
100 3.91 x 10730 4.47 x 10710 4.60 x 10710 5.85 x 10710
200 3.55 x 10_16 3.89 x 10_16 3.60 x 10_16 4.69 x 10-16
300 3.00 x 10—16 3.07 x 10—16 3.25 x 10_16 4.28 x 10-16
400 2.59 x 10__16 2.53 x 10_16 2.63 x 10-16 3.72 x 10-16
550 2.28 x 10_16 2,22 x 10_16 2.32 x 10_16 3.27 x 10-16
800 1.74 x 10_16 1.79 x 10-16 1.63 x 10_16 2.44 x 10-16
1000 1.56 x 10_16 1.57 x 10_16 1.47 x 10_16 2.17 x 10-16
1250 1.32 x 10_16 1.34 x 10-16 1.27 x 10__16 1.91 x 10-16
1500 1.24 x 10_16 1.07 x 10_16 1,10 x 10-16 1.69 x 10-16
1750 1.13 x 10—16 1.01 x 10_17 1.02 x 10_17 1.51 x 10_16
2000 1.01 x 10_,- 9.16 x 10_ 77 9.10 x 10 ;- 1.33 x 10_,/
2250 8.94 x 10_17 8.44 x 10_“17 8.5]1 x 10__17 1.22 x 10__16
2500 8.34 x 10 7.79 x 10 7.94 x 10 1.11 x 10
710
100 9.80 x 10720 9.00 x 10717 101 x 10718 151 x 10718
#200 1.78 x 10_18 1.54 x 10_18 1.50 x 10__18 2.26 x 10__18
300 5.01 x 10__18 3.42 x 10__18 4.33 x 10_18 6.41 x 10_18
*400 1.56 x 10__19 1.09 x 10__19 1.10 x lO_19 2.25 x 10_ﬂ19
550 5.50 x 10_19 4.30 x 10_19 4.92 x 10_19 7.50 x 10__19
800 1.33 x 10_20 1.18 x 10~20 1.25 x 10__20 1.93 x 10_ZO
1000 6.85 x 10_ZO 5.77 x 10_20 6.65 x 10_‘20 8.97 x 10_20
1250 3.18 x 10_20 3.20 x 10_20 3.58 x 10_20 5.14 x 10_20
1500 1.94 x 10_20 1.71 x 10_20 1.70 x 10_20 2.41 x 10_20
1750 1.07 x 10_21 1.02 x 10__21 1.05 x 10_21 1.53 x 10_21
2000 6.97 x 10__21 6.90 x 10_'21 5.35 x 10_2‘1 9.73 x 10’_21
2250 4.25 x 10_21 4,40 x 10_21 4.29 x 10_21 6.63 x 10_71
2500 3.55 x 10 2.95 x 10 3.01 x 10 3.62 x 10 7
*Calculated by means of measured equilibrium fractions and measured

%01
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TABLE 2 (cont.)

o1 Cross section per molecule
Energy Target gas
(keV) H,0 CH, C,H, C,He
100 3.18 x 10708 4.22 x 10718 5.63 x 1070 657 x 10710
200 2.70 x 1077, 3.00 x 1077, _16  4-98 x 10 .
300 2.10 x 10 2.52 x 10_;, 3.73 x 10 4.14 x 10/
400 16 1490 x 107, S16 3:21 x 10,
550 1.45 x 10_16 1.69 x 10-16 2.54 x 10~16 2.85 x 1Om16
800 1.12 x 10 ;- 1.32 x 107, 2.00 x 10",/ 2.12 x 10",/
1000 9.81 x 10 ;- 1.05x 10775 1.68 x 10_,, 1.78 x 10 ;.
1250 8.02 x 1077, 8.38 x 10_ - 1.46 x 10_, 1.49 x 10"/
1500 6.82 x 10_,,  7.60 x 107, 1.28 x 10_ . 1.35 x 10"
1750 6.07 x 10_j-  6.67 x 10_,- 1.09 x 10_,- 1.2l x 10_
2000 5.67 x 10 1., 5.95 x 10_,-  9.78 x 10 - 1.03 x 10_,-
2250 5.11 x 10_j,  5.48 x 10_1,  8.71 x 10_,7  9.65 x 10 1,
2500 4,91 x 10 4.96 x 10 7.39 x 10 8.68 x 10
“10
100 9.60 x 1o:iz 1.08 x 10:12 1.47 x 1071 1,75 « 1o:i$
*200 1.01 x 10774 8.00 x 1073¢ _1g 143 x 100
300 3.06 x 100 1.87 x 1075 2.46 x 10 3.00 x 10_ o
#400 9.70 x 10_15  4.47 x 10\ ¢ _lg 643 x 10 0
550 3.15 x 10 5 2.00 x 10 55 3.45 x 10_19  3.40 x 10_ ¢
800 6.80 x 10 5, 6.11 x 10 50 1.20 x 10 57 1.01 x 107
1000 2.81 x 10 55 3.11 x 10 50 5.96 x 105 6.01 x 10">,
1250 1.69 x 10 57 1.43 x 105, 3.60 x 1050 3.05 x 105,
1500 9.05 x 1075, 8.07 x 10 57 1.87 x 10 50 1.70 x 1077,
1750 5.21 x 10_51 5.05 x 105, 1.16 x 10757 9.29 x 10_5
2000 3.25 x 105, 3.19 x 105, 5.96 x 105, 5.93 x 1075
2250 2.15 x 105, 1.93 x 1075, 4.04 x 1075, 3.57 x 1075,
2500 1.65 x 10 1.16 x 10 2.73 x 10 7 2.22 x 10

*Calculated by means of measured equilibrium fractions and measured
o
01



S7

TABLE 2 (cont.)

T01 Cross section per molecule
Energy Target gas
(keV) C4H10
100 9.69 x 10~ 10
200 16
300 6.62 x 10
400 16
550 4.64 x 10_ 70
800 3.76 x 107,
1000 3.17 x 10,4
1250 2.80 x 10_),
1500 2.42 x 10_/
1750 2.13 x 107,
2000 1.98 x 10"/
2250 1.73 x 10_ ¢
2500 1.60 x 10
710
100 2.50 x 10"16
200
300 5.41 x 10718
%400 “19
550 6.21 x 10_16
800 2.43 x 10_14
1000 1.06 x 10_57
1250 6.05 x 1075
1500 3.30 x 10_50
1750 1.98 x 10_50
2000 1.23 x 10_5)
2250 6.70 x 10_3]
2500 5.56 x 10

*Calculated by means of measured equilibrium
fractions and measured 701
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For incident particle energies less than 600 keV only the electron loss
cross sections were measured by means of the long collision cell. The short
cell, 3. 06 inches in length, was used to measure both the electron capture
and electron loss cross sections at energies of 100, 300, and 550 keV. For
these measurements the length of the short collision cell was accurately
known. Where measurements were made with both collision cells the average
value is given in Table 2. The agreement between the two measurements was
of the order of + 6 to 8%.

The uncertainties associated with the cross section measurements
are evaluated in Chapter V with the result that uncertainties of +6% and +8%
are assigned to the measured values of o1 and Ty respectively. These
uncertainties include possible errors in the absolute values as well as relative
values.

The ratio of charge state components was also measured under
multiple collision conditions by simply increasing the target gas pressure
until an equilibrium condition existed between the neutral and charged
components of the beam. A comparison of these measured equilibrium
fractions and the corresponding fractions calculated from the measured
charge transfer cross sections [see Equations (28) and (29)] is a convenient

check of the internal consistency of the experimental results. The

equilibrium fractions determined in these two ways are compared in Table 3.
There is good agreement between the equilibrium fractions measured in these

two ways demonstrating the internal consistency of the experiment.



COMPARISON OF MEASURED AND CALCULATED EQUILIBRIUM FRACTIONS

TABLE 3

Proton Target Gas
Energy H2
{keV)
o® (e Q®
Meas. Calc.q< Meas. Calc.* Meas. Calc.=P
100 Lax100r  2ix10t 23x107t zex107t 1.axi107! 1.6 x 107!
200 2.0 x 1072 5.8 x 10°° 2.2 x 1072
-3 -3 -2 2 -3 -3
300 4.0 x 10 4.7 x 10 1.9 x 10 1.9 x 10 5.3 x 10 5.3 x 10
400 1.0 x 107> 8.0 x 1072 2.3 x 1073
-4 -4 -3 -3 -3
550 6.0 x 10 3.6 x 10 2.6 x 10 2.6 x 10 1.6 x 10
800 8.8 x 107% 9.3 x 1074
1000 6.4 x 100 4.9 x 107¢
1250 4.0 x 100% 3.4 x107%
1500 3.6 x 100 2.6 x 1074
1750 1.5 x 107% 1.6 x 10°%
TF and F are related by F + F =1
1o oo Y M oo
o
o 10
F (calc) =
0% 791t %10

6§



TABLE 3 {cont.}

Proton Target Gas
Energy Kr 0
(keV) 2 2
o Q@ o®
Meas. Calc. Meas. (Iaic:."< Meas. Calc.
100 1.9 x 1077 2.0 x 1070 zo0x 107! z.0x 107 s x 107t 1.7 x 107!
200 2.1 x 1072 5.0 x 1072 3.8 x 10°°
300 6.0 x 107> 5.9 x 1072 1.8 x 1072 1.6 x 107° 1.1 x 1072 1.1 x 1072
400 4.8 x 107 6.0 x 107> 4.0 x 1072
-3 -3 -3 -3 -3 -3
550 3.2 x 10 3.1 x 10 3.0 x 10 2.4 x 10 2.0 x 10 1.9 x 10
800 6.5 x 1074 7.6 x 107% 6.2 x100% 6.6 x 1074
-4 -4 -4 -4
1000 3.6 x 10 4.4 x 10 3.5 x 10 3.7 x 10
1250 2.0 x 1074 2.4 x 1072 2.0 x 1072 2.3 x 1074
1500 1.4x 100 1.6x100% 1.6x100% 1.6x107%
1750 1.1x107%  0.9x107%  0.9x107%  1.0x10°%
2000 6.9 x 1077 6.9 x 1077
2250 5.3 x 1072 4.8 x 107>
2500 3.9 x 1072 4.2 x 107>
b 0_1,0
F (calc) = -
o® 001+ 610

09



TABLE 3 (cont.)

Proton Target Gas
Energy Co €o 0
(keV) - - 2 2
o® o o®
Meas . Calc. Meas. Calc. Meas. cale.
100 1.7x 1000 sx100t 2o0x107t 2uix100t n7x 107t 2.3 x 1070
200 3.6 x 107° 4.6 x 10°% 3.6 x 1072
300 1.1 x 107% 1.3 x100% 1.5 x107% 1.5x107%  1.2x 1002 1.4 x 10°2
400 4.0 x 1072 6.0 x 1073 4.0 x 1073
550 2.0 x 1070 2.1x 1070 2.2x107°  2.3x107°  1.ax 102 2.2 x 1073
-4 -4 -4 -4 -4 4
800 6.0 x 10 7.7 x 10 6.2 x 10 7.9 x 10 6.0 x 10 6.0 x 10
1000 4.0 x 1074 4.5 x 1074 4.0 x 1074 4.1 x 1074 3.0 x 1074 2.9 x 1074
1250 1.9x 100%  2.8x100% 2.0x10% 2.7 x100% 20x10% 2.1 x 1074
-4 -4 -4 -4 _4 -4
1500 1.6 x 10 1.5 x 10 1.3 x 10 1.4 x 10 1.3 x 10 1.3 x 10
1750 1.0x10%  1.0x100% 8.0x107° 8.5 x 1070
2000 6.7 x 1072 5.8 x 1070 7.3 x 1070 7.3 x 1070 5.7 x 1070 5.7 x 1072
2250 4.8 x 1072 5.0 x 107° 4.5 x 10”2 5.4 x 1070 4.4 x 10°° 4.2 x 1070
2500 3.6 x 1072 3.7 x 1072 3.8 x 1072 3.2 x 1072 3.4 x 10'5 3.3 x 1072
" o
"Fom {calc) = iOU
Y017 %10

19



TABLE 3 (cont.)}

Proton Target (as
Energy CH CH
{(keV) Foi F:;?
Meas. Calc.* Meas. Calc.;:<
100 1.7 x 107* 2.0 x 10°° 1.8 x 107! 2.1 x 10°
200 2.5 x 107° 2.8 x 1072
300 6.0 x 1072 7.0 x 1072 8.4 x 1073 6.6 x 10
400 2.4 x 1073 3.0 x 1072
550 1.4 x 1072 1.2 x 1073 1.5 x 1073 1.4 x 10
800 4.5 x 1074 4.6 x 1074 5.6 x 1072 6.0 x 10
1000 2.4 x 1074 3.0 x 1072 3.4 x 1074 3.5 x 10
1250 1.5 x 1072 1.7 x 1074 1.6 x 1074 2.5 x 10
1500 1.1 x 1072 1.1 x 1074 1.3 x 107% 1.5 x 107
1750 7.3 x 1072 7.5 x 1072 7.0 x 107° 10.6 x 10
2000 4.7 x 1072 5.3 x 1077 5.6 x 1072 6.0 x 107°
2250 3.5 x 1072 3.5 x 1072 4.0 x 107° 4.6 x 10
2500 2.4 x 107 2.3 x 1077 2.8 x 107° 3.6 x 10”
>kFom {calc) = = UiOG
01 10

29



TABLE 3 (cont.)

Proton Target Gas
E?Egay C§H6 C4H10
Qe [e
Meas. Calc.* Meas. Calc.*
100 1.9 x 1071 2.1 x 107} 2.0 x 107} 2.0 x 107
200 2.8 x 107° 3.2 x 1072
300 6.0 x 1073 7.2 x 1072 6.8 x 107> 8.1 x 10
400 2.0 x 1073 2.6 x 1072
550 1.2 x 107 1.1 x 1073 1.3 x 107
800 4.6 x 1072 4.8 x 1074 5.0 x 1074 6.4 x 10
1000 3.2 x 1074 3.4 x 1072 2.2 x 1074 3.3 x 1074
1250 1.5 x 1074 2.0 x 1074 1.9 x 1074 2.1 x 10
1500 1.2 x 1072 1.3 x 1072 1.4 x 10”
1750 7.3 x 1072 7.6 x 107 8.0 x 1072 9.2 x 10"
2000 5.0 x 107 5.7 x 1072 5.4 x 107 6.2 x 10
2250 3.5 x 107 3.6 x 107° 4.0 x 107 3.8 x 1072
2500 2.7 x 1072 2.5 x 107° 2.8 x 107 3.4 x 107
*Fow (calc) = = UiOG
o1 T %10

€9
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The charge transfer cross sections measured in this work are
corapared with existing theoretical and experimental results in Figures 7
through 16, As described in Chapter II the majority of the theoretical
calculations are for hydrogen targets. Due to the large number of calculations
for electron capture from hydrogen only a few were plotted in Figure 7 for
comparison with the present work. The theoretical results selected for
comparison were as follows: (1) the Born approximation calculations of

25 . . . . .

Mapleton ™ in which capture into seven final states was considered; (2) the

. . . .23 .
distorted wave approximation of Bassel and Gerjuoy =~ for capture into the

. . 40
ground state; (3) the impact parameter calculation by McCarroll™ ™ for
capture from the ls state of the target to the ls state of the projectile
. . .31 L,
and the Born approximation of Taun and Gerjuoy = which includes the molecular
effects of the H2 target. The electron loss cross section has been calculated
cep. 36 .. .
by Bates and Griffing. This is a calculation by means of the Born
approxima tion which includes transitions which may occur in the target atom
simultaneously with the loss of an electron from the projectile atom. The
electron loss cross sections for atomic hydrogen particles on hydrogen has
. . 11 . .

also been calculated by Dmitriev and Nikolaev. Their calculation is by
means of a free-collision approximation and the results are identical to
those of Bates and Griffing. The theoretical calculations for atomic
hydrogen targets are multiplied by a factor of two for comparison with

experimental results. The previously measured cross sections which are
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Fig. 7. The single~electron capture and loss cross sections for
protons and atomic hydrogen, respectively, on hydrogen with previous
experimental and theoretical values. The electron capture cross sections
reported by Williams have been multiplied by a factor of two because of
what appears to be an error in his paper. Experimental results: (a) see
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presented for comparison in the energy region corresponding to the results
of the present work were reported by Barnett and Reynolds,45 Williams, 46
Welsh et al., 4 and Schryber. 48

Agreement among the measured cross sections is quite good except for
the high-energy electron capture cross sections reported by Williams. 46
His values decrease more rapidly with energy than do the other measured
values. Although there is relatively good agreement between theoretical and
experimental values at energies of approximately 100 keV, wide discrepancies
occur at higher energies. The calculated electron capture cross sections of
Mapleton25 and of Taun and Gerjuoy, 31 however, are in good agreement with
the experimental values to energies of 1 MeV.

Figure 8 is a comparison of experimental and theoretical results for
the target gas helium. Several theoretical calculations of the electron capture
cross sections have been made for helium targets. In order to avoid confusion
in the drawing only three different theoretical calculations are plotted in
Figure 8. The results of Maple’con49 were obtained by a Born approximation
using a simple helium wave function. The results of Bransden and Cheshire38
were obtained by means of the impulse approximation; whereas the impace
parameter formulation was used by Bransden and Sin Fai Lam. >0 The electron
loss cross sections have been calculated by Bates and Williams. 37 The Born
approximation was used for this calculation which includes the possibility of

excitation and ionization of the residual helium atom as the electxon is
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removed from the incident hydrogen atom. The electronloss cross sections
e - . 11

have also been calculated by Dmitriev and Nikolaev™ by means of a free-

collision approximation. Their results are identical to the results of Bates

and Williams. The previously measured cross sections presented in Figure 8

for comparison with the present work are the results of Barnett and

-

Reynolds, 5 Williams, 26 Welsh et al., 4 and Schryber. 48

There is very good agreement among the measured cross sections
reported by different authors over the entire energy range. The theoretical
values are, as was the case for hydrogen targets, in good agreement with
measured values at energies near 100 keV. At higher energies the results of the
electron capture cross sections of IV[apleton49 are in close agreement with
measured values; whereas discrepancies as large as 100% cccur between the
calculated values of other authors and the measured values for incident particle
energies of 1 MeV. The theoretical eléctron loss cross sections are found to
decrease more slowly with energy than the measured values. The calculated
values are a factor of two larger than the measured values at 1 MeV.

In Figure 9 the present results are compared with previous measurements
and theoretical predictions for the target atom argon. Overall there is good
agreement among the cross sections measured by the different workers.

There are, however, discrepancies in the energy range of 500 to 1000 keV.
In this energy range the present work is in close agreement with the work of

47 s
Welsh et al. * ' while it is higher than the work of Barnett and Reynolds45

and of Schryber48 by as much as 50%. The theoretical values of both Bates
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and Mapletom9 and Nikolaev30 include contributions to the electron capture
cross sections due to capture of electrons from the inner shells of the
target atom. The modified Born calculation of Nikolaev is in close agreement
with the measured values, whereas, the semiclassical calculation of Mapleton
underestimates the cross sections at low energies and overestimates the
cross sections at high energies.

The cross sections for the target gas krypton are shown in Figure 10.
The modified Born approximation of N:ikolaev3O is seen to give approximate
agreement with the measured values. At energies above 1 MeV the theoretical
electron capture cross sections are in close agreement with the measured
values of Schryber; 48 however, these values are nearly 30% lower than the
results of the present measurements.

Figure 11l contains a comparison of the cross sections determined in
the present work with previous theoretical and experimental values for the
target molecule nitrogen. At energies below 500 keV excellent agreement is
obtained among the measured values. At energies above 500 keV the present
results are in close agreement with the results of Welsh et al. ;47 however
they are 15 to 20% higher than the values of Barnett and Reynolds45 and
Schryber. 48 The calculated electron capture cross sections of Mapleton,
which includes only capture of 2p electrons, are in close agreement with the
measured values for energies as high as 800 keV. These calculated cross

sections decrease more rapidly than measured values at higher energies
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because capture from inner electron shells then becomes energetically
possible. An estimation of the capture cross section for energies greater
than 1 MeV which includes inner shell contributions has been made by
29 .. . . .
Mapleton; ~ this calculation overestimates the cross sections by more than a
. 30
factor of two. Nickolaev™ =~ has also calculated the electron capture cross
sections for protons on nitrogen. His calculation, which includes the
possibility of electron capture from inner electron shells of the target atom,
are in good agreement with measured values for energies of 100 to 800 keV.
Although Nikolaev's results are in closer agreement with measured values at
high energy than Mapleton's calculations for the capture of 2p electrons, his
results are still nearly a factor of two too small at energies above 1 MeV.
The only other target gas studied for which previous data are available
for comparison is oxygen. Figure 12 shows the cross sections measured in the
. 51
present work, the measured values of Stier and Barnett, = and the calculated
26 . .
values of Mapleton, Good agreement is obtained between the present
measurements and those of Stier and Barnett in the small energy region of
overlap. Agreement is also obtained between the present results and the
. 27 .
calculated electron capture cross sections of Maplteon ' in the energy range
100 to 800 keV. TFor energies above 800 keV, where electron capture from
inner levels of oxygen becomes energetically possible, the results of Mapleton
are expected to decrease more rapidly with energy than the measured values

since his results include only the capture of 2p electrons.
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Figures 13 through 16 show graphically the results obtained in the
present work for several other gases. These figures along with Figures 7
through 12 show the similar nature of both, electron capture and electron
loss, cross sections with the different target molecules.

Figure 17 is an example of the 1og10 T Versus log10 E plots which
were used to determine the velocity dependence of the electron capture cross
sections. If the cross sections are proportional to some power of the

velocity, o v , a straight line will result. The slope of the straight

[ o
0
line is proportional to k. An interesting feature of this log1 0 T1p Versus
1ogl 0 E plot is that the onset of inner shell ionization is more pronounced
than in the semilog plots of Figures 7 through 16, The gases CO, COZ’ and
O2 are linear for energies above about 200 keV, whereas, the other gases
studied (except H > and He gases which have no inner shells) all show a
departure from linearity at energies between 500 and 1000 keV. A small
contribution to electron capture from the inner shells of nitrogen can be
seen in Figure 17, whereas oxygen appears as a straight line for all energies
from 200 to 2500 keV. Table 4 presents the velocity dependences of the
cross sections. The velocity dependence of the electron capture cross
sections for incident proton energies greater than 1 MeV is found to be

. -7 . .

approximately v ' for the heavy gases. This is in approximate agreement
0.6

. -6 10 ) ~10.
with Bohr's prediction of v 6. The velocity dependence of v 1 found

for the electron capture cross sections for protons on hydrogen is in close
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TABLE 4

VELOCITY DEPENDENCE OF THE SINGLE-ELECTRON CAPTURE
AND LOSS CROSS SECTIONS

Target K

Gas 10 To1
200 < E < 400 keV 400 < E < 1000 keV 1000 < E < 2500 kev 300 < E < 2500 keV

H2 10.6 10.6 10.6 1.70
He 9.7 9.7 9.7 1.76
Ar 7.1 4.4 7.1 0.98
Kr 7.0 ek 7.0 0.98
N2 7.2 #3k 7.2 1.52
02 6.9 6.9 6.9 1.20
HZO 7.2 7.2 7.2 1.40
co 6.6 6.6 6.6 1.38
CO2 6.8 6.8 6.8 1.36
CH4 8.0 6.1 8.0 1.64
CZH4 8.0 5.7 8.0 1.52
C2H6 8.0 5.7 5.7 1.52
C4H10 6.8 5.6 6.8 1.46

:':3:0- b v )

““The value of k is continually changing in this energy region.

18
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agreement with the v-11 dependence yielded by the classical calculations of
Thomas6 and the second Born approximation of Drisko.

The velocity dependences for the electron loss cross sections given
in Table 4 were obtained from log10 04q Versus 1og10 E plots such as those
shown in Figure 18. The straight line portion of these plots is reached at
incident particle energies of about 300 keV and no departure from a straight
line, within experimental uncertainties, is noted up to energies as high as
2500 keV. The velocity dependence of the electron loss cross sections which
varies from 1.76 for helium to 0. 98 for argon and krypton is in close agree-
ment with the predictions of Bohr. 10 Bohr's classical calculations indicate

- -2
that o, =v ! for heavy gases and ¢_, v ~ for light gases. The uncer-

01 01

tainties in the velocity dependence measured for each gas are estimated to

be + 10%.
A modification of the classical theory of Thomas6 has been shown by
o) pll/4
Bates and Mapletor18 to yield a parameter P X which, when plotted

as a function of E/J on a 1og10~~10g10 scale, is independent of the target

atom, In this relationship o, . is the measured electron capture cross

10
section, E is the incident proton energy, J is the ionization potential of the
target atom and XA is a parameter deduced from the atomic potential of the
target atom. This relationship has been tested by Bates and Mapleton8

for incident proton energies less than 200 keV with excellent agreement

among several different target atoms. Figure 19 shows the results of
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using the present results for o in the calculation of # for proton energies

10
from 100 to 2000 keV. The values for )\ were obtained from Mapleton52

and values for | were taken from reference 53. As can be seen in Figure 19
there is no evidence that © is strictly a function of E/J at energies above
300 keV (E/J = 20); however the spread of the points in Figure 19 may be due
to an incomplete knowledge of the parameter J. At energies where electron
capture from inner shells becomes possible the ionization potential is no
longer a constant. In order to test the dependence of ¥ on E/J explicitly
the dependence of J on impact energy would be necessary.

With the measured cross section values of the various carbon-~-
containing compourds, it is possible to estimate the charge transfer cross
sections for carbon by applying an additive rule to the cross sections of the
constituents of each compound. The possibility of using this procedure
is based upon the assumption that, at high velocities of the incident
particle, the target molecule appears as an assembly of individual atoms
such that molecular forces are negligible, In an attempt to determine the
carbon cross sections at a given energy by application of the sum rule to
several carbon-containing compounds, an estimation of the accuracy of this
rule may be obtained as well as an estimation of the magnitude of the
charge transfer cross sections for carbon. Table 5 shows the results of an
estimation of the carbon cross sections for electron capture and loss based
on the sum rule applied to the gases H

OZ’ CoO, COZ’ CH, , C,H C2

2, 4, 2 4’ 6!
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TABLE 5

CHARGE TRANSFER CROSS SECTIONS FOR CARBON CALCULATED BY THE SUM RULE.
THE VALUES LISTED IN THIS TABLE ARE IN UNITS OF 10-18 cm2

Energy (keV) 100 300 550 800
Y01
(00 - %002) 265 175 118 78
(UCOZ UOZ) 194 128 112 30
(UCH4~ onZ) 205 148 107 86
%(UC2H4—2¢HZ) 165 129 94 47
E(UCZH6~3GH2) 108 100 77 65
%(0C4H10~5¢H2) 173 135 96 77
Average 187 + 80 136 + 4] 101 + 25 64 + 22
710
(ocq %woz) 48 1.83 0.23 0.058
(GCOZ“ UOZ) 45 1.40 0.20 0.060
(UCH4~ onZ) 42 1.41 0.18 0.058
%(UCZH4—ZGHZ) 45 1.00 0.16 0.058
E(UCZH6-3GHZ) 44' 1.14 0.15 0.048
4(0C4H10-56H2) 30" 1.08 0.14 0.059
Average 44.8 + 2.8 1.31 + 0.52  0.18 + 0.05 0.056 + 0.008

“Not included in average due to large deviation from the mean.
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TABLE 5 (cont.)

Energy (keV) 1500 2000 2500

(¢ 52 41 38

(UCOZ- UOZ) 45 32 28

(o 49 39 33

3o 47 35 31

e

Z(UC H6 3UH ) 44 36 30

1

4(o‘c H 51 38 32

Average 45 + 6 37+ 5 32 + 4

(9co 0.0073 0.00151 0.00124

(o 0.0046 0.00276 0.00045

Co,

(o 0.0079 0.00315 0.00120"
4

p(cczH 0.0093 0.00300 0.00115

(o 0.0085 0.00300" 0.00136

E{C 0.0082 0.00300 0.00130
4

Average 0.0076 + 0.0030  0.0027 + 0.0012  0.0011 + 0.0006

alea

Hydrogen cross section considered negligible.
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and C H

4H1 00 The quoted uncertainties in the average values are the maximum

variations from the average value. The ability of the sum rule to give a
consistent value for the electron loss cross section is seen to increase
steadily with increased impact energy. The electron capture cross sections
do not show this increased consistency at higher energies. Even without
obtaining a high degree of consistency between the electron capture cross
sections, the individual values do not differ from the mean by more than
approximately 50%. In the calculation of the electron capture cross
sections at the two highest energies the contribution to the hydrocarbon
cross sections from the hydrogen constituents was neglected. The error in-
troduced at these high energies as a result of neglecting the hydrogen

cross sections is considered negligible since the cross sections for hydrogen
decrease with increased proton energies much more rapidly than the hydro-
carbon cross sections.

Except for certain random cross sections, the values in Table 5
indicate that the sum rule may be applied in an attempt to estimate unknown
charge transfer cross sections for incident protons and atomic hydrogen with
energies from 100 to 2500 keV. The cross sections for carbon estimated
by means of the sum rule are plotted in Figure 20. It must be emphasized
that the sum rule is only an estimate and that effects of molecular forces
on the measured cross sections are observed for incident particle energies

as high as 2.5 MeV. The cross sections for ethane and ethylene are cormpared
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carbon as calculated by the sum rule.
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in Figure 21 in order to show the effects of molecular forces on the cross
sections. Since these molecules differ by two hydrogen atoms (ethane =
ethylene + 2 hydrogen) the cross sections for molecular hydrogen are also
plotted for reference. A close estimation of the electron loss cross section
for ethane can be obtained by adding the corresponding cross sections of
ethylene and hydrogen; however, this procedure does not give consistent
results for the electron capture cross sections. Although the sum rule is
found to give accurate results at incident proton energies near 100 keV the
electron capture cross sections for ethylene for energies greater than 500 keV
are larger than those of ethane and the addition of the hydrogen cross section
to ethylene only increases the differences. The discrepancies between the
measured values and those predicted by the sum rule in the case of ethylene
and ethane are small, approximately 20%; however, these discrepancies point
out that even for incident particle energies as high as 2.5 MeV a molecule

cannot be precisely described as an assembly of independent atoms.
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CHAPTERV

ACCURACY AND VALIDITY OF THE MEASUREMENTS

The uncertainties in the measured cross sections result primarily
from the following factors: (1) uncertainty in the effective path length of
the collision cell; (2) approximate corrections for small variations £rom
"thin" target conditions; (3) uncertainties in the measurement of target
gas pressures; (4) statistical and systematic uncertainties in the measure-
ment of beam intensities; (5) impurities in the target gases; and (6)
possible excited states in the incident atomic hydrogen bearn.

The path lengths of the collision cells were measured for both the
long and short collision cells to within + 0. 06 inches. The increase in
measured path length due to gas streaming through the apertures as a
result of differential pumping of the collision cells was estimated by a
comparison of data obtained by means of the two collision cells as well as
the calculations presented in Appendix II. This exrror results in a measured
cross section slightly higher than the "true" value. The increase in path
length due to differential pumping was estimated to be less than 1% for the
long cell. Both the simple calculations in Appendix II and the comparison of
data obtained with the two collision cells show that end effects of

approximately 3% occurs with the short collision cell.
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Errors in the measured cross sections due to multiple collisions
result in the measured value being smaller than the "true" value. Corrections
to the data to account for variations from 'thin" target conditions were not
considered necessary for the short cell due to the small probability of
second collisions occurring. The maximum gas density used corresponded to
the ratio IH+/(IH° + IH+) = 0. 05 which resulted in less than 2.5% error in the
measured cross sections. When the long path length collision cell was used
the departure from "thin" target conditions was more pronounced. Values
of ]H.l./(I_Ho + LH"‘) = 0. 20 were encountered when large cross sections were
measured. The error in the cross section determined as a result of
allowing IH+/ (I_Ho + IH+) to approach 0. 20 is approximately 10%. The
correction necessary to account for this systematic error was explained
in section C of Chapter III. The approximate manner of this correction, which
was applied to all cross sections obtained by means of the long collision cell,
introduced uncertainties of + 3% in the absolute values of the cross sections.

The uncertainty in the absolute pressure measurement is approximately
+ 3% as is described in Appendix 1. Uncertainties in the measurement of
relative pressures due to meter fluctuations and small drifts in pressure
during data accumulation also amount to approximately 3%.

The uncertainties in the determination of beam intensities result
from two major causes, statistical errors in single particle counting

techniques and errors in the determination of the average particle currents
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when the electrometer was used. The electrometer calibration was
accurate to within a few percent. Enough data were accumulated in all
cases to reduce counting statistics to less than 1%; however, the current
averaging process may introduce uncertainties as high as 10%.

Random uncertainties in the cross sections due to the determination
of beam intensities and target gas pressures can be evaluated best by the
uncertainties in obtaining the slope of a straight line through the points of a
plot of the intensity ratios versus pressure. This plot has a tendency to
average the fluctuations for individual points when the cross section is
evaluated. The slope of each set of points was determined by a least
squares fit calculated by means of an ORNL computer, Uncertainties in the
slope of the straight line vary from 3 to 5% depending on the manner in which
the intensities were measured. The larger uncertainty is associated with
intensity data obtained by means of the Faraday-cup.

Since cross sections were determined from the slope of a straight
line which resulted from plots of the intensity ratios versus pressure, the
effect of uncertainties in the knowledge of absolute target gas pressures
were minimized. In the pressure range used, anerror in the absolute
pressure as high as 10% was found to cause less than 2% error in the measured
cross section. The uncertainty of + 3% in the absolute value of the pressure
which occurred in the present work was, therefore, negligible when cross

sections were determined in this way.
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The combined effects of the uncertainties discussed above result in
uncertainties in the measured electron capture and loss cross sections of
8% and 6%, respectively. The larger uncertainty results from the use of
the Faraday-cup for these measurements.

The target gases, except water vapor, were purchased from
commercial sources, These gases had less than 0.5% impurities except for
CO2 which was 98.5% pure. Water vapor was obtained from triply distilled
water which had been pumped by means of a fore pump for eight hours while
being frozen and thawed in order to remove absorbed gases, The impurities
in the target gases were estimated to affect the measured cross sections by
less than 1%.

Since the neutral hydrogen beam is formed by electron capture
the existence of excited states in the beam must be considered, The
majority of the excited states decay in the 24 inch distance between the
first and second collision cells., For example, the 2p state will decay to
the ground state before a 2.5 MeV particle has moved more than approximately
1 inch. The metastable 2s state has a lifetime of a few milliseconds; how~
ever, this state is quenched by a perpendicular electric field greater than
30 volts per centimeter.54 The 2s state is, therefore, quenched by the
deflection voltage used to remove all charged particles from the neutral
beam. Other highly excited states may have lifetimes long enough to

reach the second collision chamber; however, since the population of
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. . . -3 .
excited states by electron capture is proportional ton ~, the fraction of

neutral particles with these highly excited states is negligible,



SECTION B. DOUBLE-ELECTRON CAPTURE CROSS SECTIONS FOR

INCIDENT PROTONS IN THE ENERGY RANGE 75 TO 250 keV
CHAPTER VI
INTRODUCTION

The process of double~electron capture consists of the simultaneous
transfer of two electrons from bound states in the target atom to bound
states in the incident particle, The double-electron capture cross sections
for incident protons are particularly interesting due to the simplicity of
the system. The incident proton and outgoing negative hydrogen ion exist
only in the ground state, thus removing many difficulties normally
encountered in theoretical computations. Calculations of the double-
electron capture cross sections (o~lI ) have been made by IVIit‘cle:man55
for protons incident on a molecular hydrogen target. Gerasirnerﬂ<056 and
Rosentsveig and GerasimenkOS7 have calculated cross sections for double-
electron capture from helium targets. The majority of the experimental
results have been obtained for proton energies less than 65 keV; however,
Williamsa46 has measured 73 for protons in hydrogen in the energy range
of 400 to 1000 keV and Schryber48 has measured 0'1_1_ for protons in helium,

argon, and nitrogen at energies of 585 and 750 keV. In the present work the

double~electron capture cross sections are obtained for energies at which
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the Born approximation is expected to be valid, For most practical purposes
this region is reached for incident proton energies greater than approximately
100 kev. 56 The results of the measurement of double-electron capture cross
sections for the target gases HZ’ He, Ar, Kr, NZ’ and HZO for incident
protons with energies in the range 75 to 250 keV are presented later in this

section.



CHAPTER VII
THEQORY

Two different theoretical approaches have been made to the calcu-
lation of double-electron capture cross sections, The first is a Born
approximation of the type applied to single-electron capture. This calcu-
lation has the difficulty of a lack of orthogonality of initial and final
states. The second approach has been the application of the impact
parameter formulation. This approach is found to give much better

agreement with experimental results.
A. Born Approximation

The integral cross sections for simultaneous capture of two
electrons by protons from helium were calculated in the first Born
approximation by Gerasimenko, 56 Approximate wave functions Y and ¢ were
used for the ground states of hydrogen and helium, respectively. The wave

functions were taken to be

ve Byt TR g (YR RIED sy

where Z = 0.69 and Z ' = 1, 69; E) and x, are radius vectors of the electrons

relative to the proton and gl and P are radius vectors of the electrons
2
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relative to the a~particle. The scattering amplitudes were reduced to a
form convenient for numerical integration. The results obtained in this
calculation are nearly a factor of 100 larger than the corresponding measured

values.
B. Impact~Parameter Formulation

The Born approximation used in double-electron capture calculations
has been shown by Mittleman58 to be seriously in error because of the lack
of orthogonality of the non-interacting initial and final states. In ordex to
overcome this non-orthogonality, 1V[it’cleman55 applied a modification of a
Hartree-Fock approximation which he described in reference 58. This
approximation had the property that the first Born approximation vanished
when the correlation of the two transferred particles was neglected. This
expresses the obvious physical effect that it takes at least two perturbing
interactions to make two uncorrelated particles change state, so that in
the first approximation the Born result should vanish. Therefore one would
need to go to the second order Born terms in order to get a nonvanishing
result. Rather than do this Mittleman employed a simplexr, but equivalent,
method in which the two-particle amplitude is obtained as a product of
two one-particle exchange amplitudes, This method was applied to the
reaction

+ - +
H +H,-H +2H (47)
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The correlation of the two electrons was neglected and simple forms

of the potential for electrons in H, and H were used in place of the

2
Hartree~Fock potentials. With these approximations and approximate

ground state wave functions for H, and H the problem can be reduced to

2
one of calculating single-particle exchange amplitudes. These single-
particle exchange amplitudes can be evaluated in many ways and Mittleman
evaluates them in two different ways.

One method of evaluation is the simple Born approximation
analogous to the Brinkman-Kramers calculation of protons on hydrogen.
Either the initial or final perturbation could be used; however, the results
would not be the same since the exact bound state wave functions are not
used. Mittleman used the initial perturbation in his evaluation of this
Born amplitude.

Another rne’c]nod55 for evaluation of the one-particle exchange
amplitude is a form of the Born approximation in which Vi is replaced by
the commutator [Vi’ TTi] where . is a projection operator onto the initial
states. This has the effect of correcting for the lack of orthogonality
of initial and final states. The cross sections calculated in this "modified"
way are smaller than those of the simple Born approximation and more nearly
in agreement with experimental results as is shown in the next chapter.
It should be noted that the results of this impact-parameter formulation

are expected to be poor for incident proton energies less than 50 keV.



CHAPTER VIII
EXPERIMENTAL METHOD AND RESULTS

A simple mathematical description of the double-electron capture
process is very similar to that previouslydescribed (section B of Chapter
III) for single-electron capture. The changes in the charge state of an
initially pure proton beam as it interacts with a target gas are given by
Equations (20, 21, and 22) of Chapter III. If one considers "thin" target
conditions and the initial conditions FO =F_=0and Fl = 1, these

1
equations can be reduced to:

dFlz-ElUlidTr-Fl 0‘10d‘rr (48)
dFO = Fl 0 dm (49)
dF_=F, ¢ _dr . (50)
1747
1 11

The growth by charge transfer of the negative ion component in the proton
beam is given by
dF_
1
—— =F o _ . 51)
dm 711l (

Equation (51) may be easily solved to give
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where 15 -1
aP =9,.90x 107" P(mm) £4cm) T (°K)

P = target gas pressure in torr
£ = target cell path length in centimeters

T = absolute temperature of the target gas in
degrees Kelvin.

Thus, for "thin" target conditions one can determine crl.i from the slope
of the straight line which results from a plot of ]E’I versus P in the same
manner as was described in section C of Chapter II for single-electron
capture and loss. However, if the target dersity becomes high enough for
secondary collisions to occur within the collision cell one must solve the
three component equations [Equations (20, 21, and 23) of Chapter III] for a
complete description of the process. When one considers the possible

occuryence of secondary collisions, the solution to the complete three

component differential equations can be written in the form

2
F_=¢ _aP+xP (53)
1 1

where X includes the cross sections o >0 _, 0. ,and o~ , and has been

y O
10° 117 o1 11 10

5 . . .
evaluated by Fogel. ? Therefore, the onset of multiple collisions can be
recognized by the appearance of a quadratic shape in a plot of F_ versus P.
1
In Figure 22, the linear and quadratic regions indicated by Equation (53)

can be easily seen. The measured values for the double-electron capture

cross sections were obtained from the slope of the linear portion of the F_
1
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versus P plots., Since the slope was determined from data taken with
target gas pressures less than 6 x 10“4 torr, the contribution to the slope due
to secondary collisions was considered negligible. In each case enough data
were plotted to see the onset of the quadratic portion of the curve; in this
way we were confident that the straight line portion of the curve, used for
cross section calculations, was well separated from the quadratic portion.
The apparatus used for the measurement of F_ as a function of
proton energy and gas density is the same as was described in Chapter III
and shown schematically in Figure 1. The short path length collision cell
was used and the collision cell wall temperature was measured by an
iron-constantan thermocouple taped to the cell wall. The value of & in

17 ~1 -2
mm -cm . Data were

Equation (52) was calculated to be 2.18 x 10+
obtained by means of two different experimental configurations. The

first set of data was obtained from the apparatus arranged such that the
protons followed a linear path from the bending magnet through the

collision cells. A second set of data was obtained with the apparatus
modified by a bend of approximately 1° placed after the first two apertures.
This slight bend removed the neutral background produced by beam inter-
actions with residual gas molecules and defining apertures between the
analyzing magnet and the entrance to the collision cell. The protons were

bent by the electric field produced by the first set of electrostatic

deflection plates into the collision chamber. The results obtained from
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the two experimental configurations were averaged together and are quoted
in Table 6.  The uncertainties in these values vary from 8% for the

larger cross sections to nearly 20% for the smallexr. This laxge uncertainty
is due primarily to small signal<tonoise ratios involved in measuring the
small cross sections.

In Figure 23 the double-electron capture cross sections for protons
on hydrogen are compared with previous experimental and theoretical
results. There are no previous experimental results in the energy range
of the present work; however the present results join smoothly at both low

4
6,60 The measured values

and high energies with the results of Williams.
obtained for impact energies less than 60 keV by McClure61 and Fogel
_e_t_g_l_.,éz which are in close agreement with the data of Williams, were
omitted to preserve clarity in the drawing. The theoretical results of
Mittleman55 are in wide disagreement with the experimental work.
Although the "corrected" results of Mittleman are still much larger than
the measured values at energies above 100 keV, the correction for non-
orthogonality of initial and final state wave functions applied by Mittleman in
the "corrected" calculation is a step toward agreement with experimental
results.

The cross sections for double-electron capture by protons on

helium are shown in Figure 24. The measured cross sections reported by

Williams, 60 Fogel et al., 62 and Schryber48 for impact energies less than



TABLE 6

DOUBLE-ELECTRON CAPTURE CROSS SECTIONS

Proton Cross Section Per Molecule
Energy Target Gas
(keV) H2 He Ar
75 (7.97 + 0.78) x 10720 (9.27 + 0.75) x 10720 -
100 (1.73 + 0.18) x 10720 (3.29 + 0.26) x 10720 (1.14 + 0.09) x 10717
125 (3.08 + 0.38) x 1072} (1.02 + 0.08) x 10720 (2.95 + 0.24) x 10720
150 (9.18 + 1.50) x 1072} (3.80 + 0.45) x 1072} (1.00 + 0.09) x 1072C
175 (1.82 + 0.23) x 10722 (1.49 + 0.25) x 10721 —
200 (9.1 +2.1) x 1072 (7.12 + 1.18) x 1072 (1.73 + 0.37) x 1072}
225 - —-- e

250

L01



TABLE 6 (cont.)

Proton Cross Section Per Molecule
Energy Target Gas
(keV) Kr N, H,,0
75 ~——- ——-- -—--
100 (1.66 + 0.15) x 10717 (1.86 + 0.15) x 10717 (1.68 + 0.13) x 10717
125 (3.65 + 0.30) x 10720 (7.63 + 0.61) 10720 ———-
150 (8.53 + 0.68) x 1072 (2.36 + 0.19) x 1072° (2.25 + 0.18) x 10720
175 ——— ———- ————
200 (1.07 + 0.08) x 10721 {5.06 + 0.40) 10721 (4.05 + 0.32) 10741
225 ——- ———— ——
250 ——-- (1.05 + 0.08) x 107! (1.05 + 0.08) x 1072

801
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Fig. 23. The double-electron capture cross sections for protons
on hydrogen with previous experimental and theoretical results. Experimental
results: (a) see reference 60 and (b) see reference 46. Theoretical results:
(c) see reference 55.
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65 keV are in close agreement and join smoothly with the results of the
present measurements. If the present results are extrapolated to higher
energies the extrapolation would pass in close agreement with the results
of Schryber48 at proton energies of 585 and 750 keV. The only theoretical
predictions in the energy range of the present work are due to Gerasimenka
The results of his first Born calculation are more than 100 times greater
than the measured values.

Figure 25 shows the double~electron capture cross sections for
protons on argon. This is the only target gas for which previous measure-
ments have been reported in the energy range of the present work. The
agreement between these previous measurements of Afrosimov et al. 63 and
the results of the present work is excellent, There is, however, consider-
able scatter among the various measurements at impact energies less than
approximately 40 keV. Also, the results of Schryber48 for incident proton
energies of 585 and 750 keV appear to be larger than would be suggested by
an extrapolation of the present results to these energies.

Figure 26 shows the present work obtained for protons on krypton
in the energy range of 100 to 200 keV and previous measurements for energies
less than 60 keV. The present measurements join smoothly with the low~
energy measurements of William560 and Fogel et al. 62

4 .
Schryber 8 has measured cross sections for double-electxon capture

by protons on nitrogen. His measurements were for incident proton
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energies of 10 to 30 keV and 585 and 750 keV. Figure 27 shows the results
of Schryber and the results of the present measurements. These two sets
of measurements join smoothly at low energies; however, an extrapolation
of the present results to higher energies would suggest smaller values
than were measured at 585 and 750 keV by Schryber.

There have been no previous measurements reported for double-
electron capture by protons on water vapor; therefore this data is presented
only in Table 6, The cross sections for water vapor are found to be very
similar in value to those obtained for nitrogen.

The velocity dependences of the double-electron capture cross
sections were determined from plots of 1og10 crIT versus log10 E as are
shown in Figure 28, A straight line resulting from this plot indicates
that ¢ _ is proportional to \/—‘k where k is a constant and is determined
from the slope of the line. As can be seen in Figure 28, a straight line is
not obtained for all target gases throughout the energy range studied.
However, with the exception for hydrogen, the gases studied in this work
all exhibited a straight line at energies greater than 100 keV. The velocity
dependences calculated from the straight line portions of these plots are
given in Table 7; the velocity dependence for hydrogen was estimated
from the curved line. The double-electron cross sections for each target
gas were found to vary approximately as v_lZ for the energy range

studied.
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TABLE 7

VELOCITY DEPENDENCE OF THE
DOUBLE~ELECTRON CAPTURE CROSS SECTIONS

N

Target Gas H He Ar Kr 2
2 HZO
Velocity dependence v-15 . v~12 V—11.8 V—lZ.Z V—14.6 V—IZ




CHAPTER IX

ACCURACY AND VALIDITY OF THE MEASUREMENTS

The exror limits associated with the double-electron capture cross
sections are a result of the same experimental uncertainties as were
described in Chapter V for single-electron transfer. One basic difference
in the determination of limits of uncertainties for the double-electron
capture cross sections is the much greater statistical uncertainties
involved in the determination of beam intensities. Due to the very small
cross sections at higher energies, the signal-to-noise ratio is quite
small, This small signal-to-noise ratio becomes the dominant feature in
the uncertainties associated with these cross sections. In several cases
three or four measurements of the cross sections were made. The error
limits assigned to the cross sections are based on the reproducibility of the
measured values. The error limits assigned are from + 8% for the largest
double~electron capture cross section to + 20% for the smaller cross
sections. These uncertainties include the variations in the measured
values obtained in several scans as well as the instrumental uncertainties

previously discussed.
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CHAPTER X
CONCLUSIONS

The measured cross sections for single-electron transfer have been
compared to the existing theoretical and experimental values. The present
work was found to be in close agreement with previous measurements.
Agreement between the present work and the Born estimates of the
electron capture cross sections calculated by Mapleton and by Nikolaev is
found to be quite good. However, discrepancies between experimental
cross sections and the values calculated by impulse and impact parameter
calculations occur at energies above a few hundred kilovolts. The pre-
dictions by Mapleton and by Nikolaev of capture from inner electron shells
is found to be in qualitative agreement with structure found in the
experimental capture cross sections of argon, krypton, and nitrogen. This
structure is also noted for the hydrocarbon gases studied as was seen in
the variance of the velocity dependence of the cross sections.

The asymptotic velocity dependences for single-electron capture and
loss are found to be in qualitative agreement with the predictions of Bohr,
The v_lo' 6 dependence found for the cross sections for electron capture
by protons £rom hydrogen measured in this work is similar to the v“11

dependence calculated by distorted wave and second order Born approximations
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as the asymptotic dependence at highenergies. It was not expected that this
asymptotic velocity dependence should be obtained at the low energies of the
present measurements.

An application of the sum rule for the determination of molecular
cross sections was found to give semi-quantitative agreement for the
various carbon-containing molecules studied in this work. Although this
sum rule may be used for approximate calculations, the role of molecular
forces on the total molecular cross section was demonstrated at energies
as high as 2.5 MeV.

The double-electron capture cross sections measured in this work
are found to join smoothly with previously measured values at lower
energies. The theoretical predictions, which exist only for hydrogen and
helium targets, are in wide disagreement with the measured values.

The modification of the calculation for hydrogen cross sections which
includes corrections for the non-orthogonality of the wave functions is

found to bring the theoretical values closer to the measured values.



PART II. THE K-, L- AND M~ AUGER, L-COSTER-KRONIG, AND THE

CONVERSION-ELECTRON SPECTRA OF PLATINUM IN THE DECAY OF 195 Au



CHAPTER XI

INTRODUCTION

Within the past few years there has been a renewed interest in the
investigation of the Auger effect and low-energy electron spectroscopy in
general. This interest has been brought about on the one hand by develop-
ments in the field of high resolution electron spectrometers, by new
methods for the preparation of '"mass-free'" radioactive sources, and by
new methods for the detection of very-low-energy electrons, and on the
other hand by recent progress in theoretical work. The scarcity of experi~
mental data in the area of L.-Auger and Coster-Kronig spectra has
prompted the present study of the L-Auger and Coster-Kronig spectra of
platinum. It is hoped that this work will help provide incentive for the
laborius calculation of theoretical Auger intensities for the region of
intermediate atomic numbers.

Much experimental and theoretical work has been published on the
K~-Auger process. The application of an intermediate coupling scheme to
this process has resulted in the prediction of satellite lines associated
with several K-Auger transitions. The satellite lines have been obsexrved
for elements with atomic numbers near Z = 50; however these lines have

not been reported for atomic numbers as high as Z = 78, The K-Auger
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. 1 . . .
studies in the decay of 9 Au presented in this work were recoxded at high
resolution in order to compare the experimental results to existing
theoretical predictions.

195, . . .
The decay scheme of Au is well established with respect to the
. - . 195
spins and parities of the excited states of Pt. However, recent
publications do not agree on values for the electron capture branching
ratios, In this work, the branching ratios are investigated by means of
the measured conversion-electron spectra with the hope of resolving these
discrepancies. The conversion-electron line intensities may also be used to
. . e s . 195
assign multipolarities to the gamma-ray transitions in =~ Pt,

Considerable interest has developed in recent years in the comparison
of relative intensities of L-subshell conversion~electrons which have been
measured to those which have been deduced from theoretically calculated
conversion coefficients. Discrepancies have been found not only between
theoretical and experimental L-subshell intensity ratios, but also between
ratios deduced from theoretical values of different authors. These
discrepancies between theoretical values are believed to be related to nuclear
structure effects which are only approximately accounted for in the calcu-
lations. In the present work the conversion-electron line intensities were
used in the calculation of conversion coefficients, in the investigation of the
electron capture branching ratios, and in the comparison of experimental

L-subshell ratios to those deduced from theory.



CHAPTER XII
THEORY
A. The Auger Effect

When a neutral atom is ionized in an inner shell the initial vacancy
is filled by an electron fxrom one of the higher (less tightly bound) levels in
a time of ].0“17 - 1044 seconds. The atom then possesses an excess energy
equal to the difference in the ionization energy of the two levels. This
excess energy may be carried off either by the emission of a photon or the
ejection of an electron from an outer shell. The latter process is called
the Auger process and the ejected electron is called an Auger electron after
the French physicist Pierre Auger who first observed these electrons.
Auger first noted this process through paired tracks obtained in a Wilson
expansion chamber which contained inert gases ionized by a beam of X-rays
(for a historical review see reference 64).

Knowledge of the energies and intensities of Auger electrons is
important for the evaluation of the usefulness of particular atomic
coupling schemes used in atomic calculations. The observation of
satellite lines in the K-Auger process was evidence of the validity of the
use of intermediate coupling, From an experimental point of view,

knowledge of the energies and intensities of Auger electrons is necessary
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both to differentiate internal-conversion electrons and pB-particles from
Auger electrons and to determine the number of initial electron vacancies
from the number of Auger electrons. Knowledge of the number of initial
vacancies is useful in the investigation of nuclear decay schemes, particu-
larly those of electron capture isotopes. Auger lines can also be used for
energy calibration in the low-energy region where several line energies are
known with an accuracy of 5 parts in 104.

Auger transitions are classified in groups according to the electron
shell in which the initial vacancy occurs. If the initial vacancy is produced
in the K-shell, the resulting transition is a K-Auger transition and initial
L-shell vacancies result in L-Auger transitions, etc. Following the Auger
transition the atom has two vacancies in its electronic structure, The
initial vacancy plus the two final vacancies define a particular Auger
transition; for example the transition KL, L, is a K~-Auger transition with

final vacancies in the L1 and L_ subshells. Transitions written as KLlL

2 3

and KL3L1 are considered identical as is required by energy conservation,
L-Auger electrons correspond to processes of the type LoXqu’ where the
initial vacancy is in the Lc> subshell and final vacancies are in the XP and Yq
subshells, X and Y being any shell higher than L and the subscripts o, p, q
denote particular subshell. An Auger transition may be described in general
as VoXqu' In this notation V and o designate the electron shell and subshell,

respectively, in which the initial vacancy occurred. The LoLqu transitions
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are a special type of L-Auger transition called Coster-Kronig transitions.
Coster~Kronig transitions are energetically possible only in a limited
region of the periodic table.

The above classification of Auger lines is not completely satisfactory.
One might interpret the Auger process in this way 2s #n inner ztomic photo-
effect of X-rays. However, this interpretation meets with difficulty in
that KL radiative transitions are forbidden by the selection rule AL =+ 1,

1

whereas KL qu Auger transitions are observed. Furthermore, according to

the VOXqu notation, there should be six lines in the KL group: KL, L 1’

KLZLZ’ KL3L3, KLILZ’ KLlL3, and KZLS; however the actual number of

KLL lines has been found experimentally to be as many as nine. This
difficulty in designating Auger lines is brought about by the assignment of
definite values to o, p, and q which implies that the total angular momentum
of the individual electrons in the X and Y shells is a good quantum numbexr.
The total angular momentum of the individual electrons is a good quantum
number only in the j-j coupling scheme which is valid for heavy elements.

For elements of low atomic number the final states are described by L and

S, where L = £ + JZ,Z and S = s, +s.. This description of the L-S or

1 1 2

Russell-Saunders coupling scheme which results from strong coupling

between the Zi themselves and between the si themselves with weak

coupling between total L and S. 65, 66
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In order to account for all of the Auger lines observed when high
resolution spectroscopy is applied to Auger spectra of elements of inter-
mediate atomic number, an intermediate coupling scheme must be
employed. This coupling scheme allows for states not allowed in pure
L~S coupling by considering a linear combination of Russell-Saunders
functions, The additional lines are very weak and the intermediate coupling
states merge smoothly into L-S states at low Z or into j~j coupling states
at high Z.

The energies of K-Auger lines have been calculated by Asaad and
Bunchop67 and more recently by Hornfeldt, 68 A nonrelativistic, intermediate
coupling theory was applied. Screening was included by a factor (Z - ZS)
where Z_ is the screening constant. The two calculations differ in the
manner in which relativistic effects were included. Asaad and Burhop
included a factor (1 - ozZZ) while Hornfeldt included the factor (1 - f323)
to account for the Z dependence of the relativistic effects. The values for o
and 3 were selected to obtain agreement with experimental work at a given
value of Z. The results of these two authors differ very little; however,
somewhat better agreement with experiment is obtained by Hornfeldt.

When accurate calculations of Auger energies are not available,
such as for energies of L-Auger transitions, an approximate method for
calculating the energies is used. The approximate kinetic energy of an

Auger electron is given by
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E(VOXqu) =E(V ) - E(Xp) - E ’(Yq) (54)

where E(VO) and E(Xp) refer to the binding energies of the v, and Xp
electrons in the neutral atom and E '(Yq) refers to the binding energy of
the Yq electron in an atom ionized in the XP shell, For many practical
purposes E '(Yq) can be obtained from a linear interpolation between the
binding energy of an electron in the Yq shell of the neutral atom and the
binding energy of an electron in the same shell of an atom with an atomic
number one higher., The "effective incremental charge" AZ depends on the
Auger group and final vacancy in question. Before the more accurate
calculations of K~Auger line energies were available, Equation (54) was
used to determine K-Auger energies. The values for AZ were found
experimentally by Bergstrom and HJ'll69 to be 0,55 for final vacancies in
the L 1 and L2 shells and 0. 76 for final vacancies in the L3 shell while
Mladjenovic and Slatis;?O reported AZ = 0.59, 0,58, and 0, 61 for final
vacancies in the Ml, MZ’ and M3 shells, respectively. Eguation (54) is
more commonly used to calculate transition energies for the I, M, ...
Auger groups, where AZ is taken to be one.

An Auger transition is caused by the electrostatic interaction
between the electron which is ejected £rom a bound state and the electron

which fills the hole in the transition. The probability Wa for the Auger

transition to occur is given by
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o 2

w =28 | [y, Ve, -z, ey M dr, | (55)

if
where ‘ifi(_r_l) is the Schroedinger wave function of the first electron in its
initial state and Yf(_r_l) is its wave function in the final state. Similarly,
Yi(gz) and ‘i’f(gz) are the initial and final state wave functions of the second
electron. The interaction potential is V(E1 —52) = ez/(ra1 —_x;z).

Several calculations of KLL Auger transition probabilities have been
made by Asaad and his co-workers. Their work includes a relativistic
calculation which reduces to j-j coupling in the nonrelativistic limit, fe
a relativistic, intermediate coupling calculation, 3 and most recently
intermediate coupling calculations which include configuration inter-
actions. 74-16 These most recent calculations were made in an attempt to
resolve discrepancies at low atomic number between experimental and
theoretical KLL relative intensities (see reference 77). Listen-
garten7l has also calculated the KLL Auger transition probabilities. His
calculations differ from Asaad's relativistic j-j coupling calculations by
the manner in which screening was considered. The KLM Auger transition
probabilities have been calculated by a nonrelativistic intermediate coupling
scheme by Asaad and Burhop. 67

Very little theoretical work has been done on the L-Auger process.

85

Rubenstein and Snyc'le:c7 I have applied pure Russell-Saunders (L-S)

coupling to the investigation of the L~Auger spectra of the lighter elements,
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. 80 . . .
argon, krypton and silver, Asaad =~ has derived expressions for transition

probabilities in j-j coupling in terms of radial integrals for initial 5,, P,
2 B

and P, vacancies and, using the transition amplitudes of Rubenstein and

2
Snyder, has calculated the transition probabilities for the L-Auger spectra

. 1
of argon, krypton,and silver. 8
Asaad has also calculated the transition probabilities for several
Coster-Kronig transitions. In reference 82 he applied intermediate coupling

to calculate the relative intensities of the I.. 1, transitions for

172,3My 5
Z = 29-50 and for seven other Z values from 76 to 90. He also used the j-j

coupling scheme to calculate the relative intensities of the L1L3M 4 and

L1L3M5 transitions for seven atomic numbers from 76 to 90.

In order to calculate the number of initial vacancies in a given shell
or subshell from a knowledge of the Auger line intensities one must know the

fluorescence yield corresponding to that level, The fluorescence yield is

defined as

Number of Y-shell X-rays
w = : ;
y Number of primary Y-shell vacancies

(56)

and is the fraction of the initial vacancies in an electron shell which gives

rise to X-rays. The Auger yield is defined in a similar way as

_ Number of Y-shell Auger-electrons
ay " Number of primary Y-shell vacancies

(57)
For the simple case, when the initial vacancies are produced in the K-shell

aK+o,> =1 . (58)



131

If the K vacancies are produced only by K conversion of gamma rays, Wy

can be determined from

w =1- K-Auger intensity
K K-conversion intensity

(59)

The determination of the L-shell fluorescence yields is complicated by
the possibility of vacancy transfer between subshells by Coster-Kronig
transitions. The equations for the L~shell fluorescence yield which
correspond to Equation (58) for the K-shell fluorescence yield are

w_ +a_  +f£ + £ =1 (60)
w_ ta_  +£ =1 (61)
w + a =1 (62)

where fL~L is the relative probability that an initial Li vacancy is filled
1

by an Lj electron as a result of a Coster-Kronig transition.
The K-shell fluorescence yield may be calculated by means of a semi-

empirical relationship due to Bunchopg3

“K

1_. N
“x

= (-A+ BZ - cz)t . (63)

. 4 .
According to Hagedooxrn and Wapstra8 the numerical values for the constants
in Equation (63) are

10° A = 6.4, 10° B = 3.40, 10% ¢ = 1. 03, (64)(65)(66)
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With these constants, w_ is given by Equation (63) with an accuracy

K
of + 0.005 independent of Z.

B. The Internal Conversion Process

When a nucleus is formed in an excited state for which the excitation
energy is insufficient for nuclear particle emission, the dominant modes of
deexcitation are electromagnetic transitions. The electromagnetic transi-
tions are of two main types:

1) Emission of a vy-ray, of energy k and angular momentum L; where

. . 2 . .
k is in units of m c and L in units of h. The angular momentum
of the transition may take on any value consistent with the

lati hi .- < < . 1] .
relationship |]1 Te | < L<| ]1 jf |, where ]1 and Jg are the
angular momenta of the initial and final nuclear states.

2) Internal conversion of an orbital electron. The energy of the

. . 2 . .
ejected electron is k(moc ) - E_ where EB is the electron binding

B

. . 2
energy in units of m c and the angular momentum of the electron
is jf. The magnitude of jf is given as the resultant of ji and L
where L is defined above and ji is the total angular momentum of

the initial state.
N

The ratio of probabilities for process (2) to process (1), « = ES’ is called
Y

the internal conversion coefficient. The internal conversion coefficient is

a function of the energy and multipolarity of the transition, the parity of
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the initial and final states of the nucleus, and the atomic number of the
nucleus. Because of their dependence on nuclear properties, experimentally
determined conversion coefficients are useful in assigning spins and

parities to nuclear states. The more subtle effects of the finite size of
the nucleus may also be investigated through the study of internal conversion
coefficients.

A brief description of the theory of the internal conversion process
will be presented here; detailed descriptions are given in references 85 and
86.

The internal conversion process may be described as an exchange of
virtual photons between the nucleus, initially in an excited state \Ifi, and an
electron, initially in a bound state ‘i’i. After this interchange the nucleus
and electron are in states ‘I% and Yf, respectively, the latter referring to
a continuum state. If one sums over all unobserved parameters describing

the intermediate state, the transition probability may be shown to be

2 eikr’ 2
N, = |e” [[ar dvG:i -e o) | (67)

2 .. ..
where e = 1/137; BICIET and j, ip are components of the nucleon and

electron four-currents. The integration symbol over the nucleon space also

. . 4 . . .
implies a sum over all nucleons and r * = r "L For a Dirac particle j =
x

*
Yf o ‘i’i and p= ¥ in where ¢ is the Dirac velocity operator.
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The evaluation of Equation (67) is carried out by expanding the Green's
function in eigenfunctions of spin and parity. If the nucleus is considered as
a point in space, no physical dimensions, that part of the transition matrix
element which contains the dynamic nucleon current 4-vector will cancel out

N
in the ratio o = “"*N . The conversion coefficient can then be described in

y
terms of the interaction of the virtual photon and the electron transition
4-current. The conversion coefficient for a point nucleus has the general
form

M 2

aocldei-B_L | (68)

where EI]\__III is a vector potential which describes the virtual photon.

The fact that the nucleus has a finite size affects the calculated
internal conversion coefficients in two ways, referred to as the static and
dynamic effects., The static effect arises from a modification of the
electrostatic interaction by the finite size of the nuclear charge distribution.
If one assumes that the electron does not penetrate the nucleus ("no-
penetration" model) then the modification of the conversion coefficient
comes from the altered behavior of the electron wave functions ‘k’i and Y e
especially in the region where ¥ <R. The static effect is incorporated by
applying a smeared out charge distribution in the calculation which results
in the reduction of the Ml conversion coefficients; this reduction is as

large as 50% for Z = 60. For other multipoles the effect of the finite

extent of the nuclear charge distribution is generally negligible.
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The dynamic effect of the finite size of the nucleus results from
the penetration of the nucleus by the electron. In this case the ratio of

N
matrix elements _N_e is modified from Equation (68) to the following:

v
ax |fars B -l (69)
where \ depends on features of nuclear dynamics (such as the nucleon current
4~vectors) and requires a nuclear model. The importance of dynamic effects
in internal conversion was first emphasized by Church and Weneser. 87
The static effects due to the finite size of the nucleus have been
included in calculations of the internal conversion coefficients by Sliv and
Band88. These authors have also attempted to include dynamic effects by
the assumptions that the nucleon currents are confined to the nuclear
surface 'ln(En) = 8(r~-R). This assumption removes the dependence on
nuclear structure and the results are very similar to the "no-penetration"
model. This approximation is assumed quite accurate in that the dynamic
effects are expected to be important only for hindered y-transitions. The
effects of screening are found to be small (approximately 10%) for K-shell
conversion; however screening effects become appreciable for conversion in
higher shells. In order to incorporate the effects of screening, one need
change only the radial functions. A Thomas-Fermi-Dirac potential89 was

used to account for screening effects.
Calculations for internal conversion coefficients have also been

made by Rose. ’ His calculations include modifications due to the static
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effect of the finite size of the nucleus; however, Rose uses a 'no-
penetration" model which assumes that the electron does not penetrate
the nucleus. Both the treatments of Rose and of Sliv and Band regard
the dynamic effect as small; thus their results should differ very little.
Due to the variations of the internal conversion coefficients with
angular momentum and parity, the tabulated values may be used for
determination of the character of electromagnetic transitions. A compari-
son of measured to theoretical conversion—-electron intensity ratios can
also be used to determine the multipolarity of the transition. The L-sub-
shell ratios are much more sensitive to multipolarity admixtures than are
K/L ratios and, therefore, give a more accurate indication of the
character of the radiation. In Chapter XV of this work the multipolarities
of the transitions in 195 Au are investigated by use of both Sliv and Band's

and Rose's tabulated conversion coefficients.



CHAPTER XIII
EXPERIMENTAL APPARATUS
A. The Vanderbilt Spectrometer

The electron spectra reported in this work were obtained by means
of the Vanderbilt iron-free, double-focusing, beta-ray spectrometer.
This spectrometer has a 30 centimeter radius and is capable of momentum
resolution (fwhm) better than 0. 10%. A description of the spectrometer
can be found in reference 91. The magnet current for the low-energy
spectra (E < 10 keV) was supplied by a bank of lead storage batteries
instead of by the electronically regulated generator. The battery-
supplied current was varied manually by means of series resistors made up of
various combinations of 1/8 in. steel drill rod and rheostat resistance wires.
In this way current regulation of 5 parts in 105 could be obtained;
whereas the constancy of the generator is only 1 part in 103 at these low

energies,
B. The Low-Energy Electron Detection System

Electrons having energies less than approximately 50 keV were
detected by a post-accelerating, continuous flow, Geiger-Muller counter

previously described by Mehlhorn and Albridge. 92 The counter is of the

137
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loop-anode, end~window type and is normally operated at 4 cm gas pressure.
The counter gas is a mixture of 67% - 33% argon-ethylene. The gas pressure
is regulated by means of a Cartesian manostat placed between the counter
and a pump that is used to maintain the gas flow. The gas flow is regulated
to give a pressure of approximately 200 microns on the fore pump side of
the manostat.

The detector is attached to the exit port of the spectrometer through
a lucite insulator. In this way the detector can be raised to a positive
potential with respect to the spectrometer walls which are at ground
potential. The low~energy electrons passing out of the exit slit of the
spectrometer are then accelerated by the counter potential and are better
able to penetrate the counter window. The voltage for the counter walls
and the anode is supplied through a potential divider by a John Fluke and Co.
Model 410 A, 1 to 10 keV high voltage supply. For this work a typical
counter wall voltage was 5000 volts while the anode potential was about
1100 volts positive with respect to the counter walls. Between the counter
and the spectrometer exit a small negative deceleration voltage (120 V) was
applied to remove very-low-energy secondary electrons. This voltage was
reduced when electrons which had initial energies of less than 120 eV were
analyzed.

The counter windows were made of very thin films of Zapon (a trade

name for Zaponite Q Lacquer of the Glidden Paint Co.) which were supported
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over the counter window by a 90% transmitting copper screen. The films
were made by floating the Zapon liquid on a surface of water. Very thin
windows were necessary because of the difficulties which arise when high
post-acceleration voltages must be used. The films used in this work were
less than 40 p.g"Cm—Z in thickness (approximately 3 keV 'cut-off") which
enabled the detection of electrons of 0 ard 3 keV energy with 62% and 92%
transmission, respectively, when a post-acceleration voltage of 5000 volts
was used. Estimations of the thickness and transmission of the Zapon
films were made by comparison with electron transmission data given by
Lane and Zaffarano. 93

The operating characteristics of the post-acceleration counter

i 4
have been investigated by several authors, 92,94, 95

These investigators
discovered an electron "focusing effect" in the operation of the counter
which resulted in the enhancement of very-low-energy electron lines.

In reference 94 it is pointed out that proper positioning of the counter
entrance slit will eliminate this focusing problem. The "focusing effect"

was also found to be minimized by the use of a counter window which is

wider than the spectrometer exit aperture.
C. The High~-Energy Electron Counter

The measurements of several electron lines with energies greater

than 50 keV were made using both the counter described above and an
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end-window, loop-anode, continuous gas flow, Geiger-Mueller counter
described by Duncan. % The counter gas (67%-33% argon-ethylene mixture)
is maintained at 8 cm gas pressure by a Cartesian manostat and the gas
flow is monitored by means of a thermocouple gage in the vacuum line
between the Cartesian manostat and a fore pump. A flow rate is maintained
such that a pressure of 0,20 torr exists in this vacuum line. A counter
window of Zapon film of approximately 100 pg—cmﬁz thickness was used,

A film of this thickness is 100% transmitting to electrons with energies

greater than 50 keV. ’3



CHAPTER XIV

1
THE > °Pt, K-, L-, AND M-AUGER AND L-COSTER-KRONIG

SPECTRA MEASUREMENTS
A. Introduction

Because of the inherent difficulties of low-energy electron
spectroscopy, few papers have been published of experimental studies of
L-Auger spectra; and the majority of this work was done with photographic
recording instruments which give rather poor intensity measurements.

The experimental techniques used and the results obtained in early (1925
through 1957) investigations of L-Auger spectra, which were confined to
the high atomic number elements lead, bismuth, and thallium, have been
reviewed by Sujkowski and Slitis. I They find general agreement among
the energies and intensities of the strong lines, but wide variations

among those of the weaker lines of the spectra. In recent years improve-
ments in the experimental techniques of electron spectroscopy have made
possible more accurate measurements of low-energy spectra. Quantitative
measurements of the energies and intensities of the L-Auger lines of
tellurium,98 mercury,9 9 and thalliumloo have been made by means of double-
focusing spectrometers and spectrographic techniques have been used to

. . . . 101 . 10
obtain energy and intensity measurements for rhenium, platinum,

141
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95,104, 105 8

10 . . 10 107 1
gold, uranium, neptuniurm, 6 and others, Pdschke 0
recorded the L-Auger spectrum of gold by means of a 180° spectrometer
equipped with a GM counter. Electrostatic spectrometers have been used

109 110 .
to measure the L~Auger and M-Auger spectra of krypton and magnetic

] 111
lens spectrometers were used to record the L-Auger spectra of cesium,
. 112 . 112 4
bismuth, and thallium. In the present work the L-~Auger spectrum
of platinum has been measured with approximately 1% resolution. This
work is compared with other L-Auger intensities measured for high atomic
. . 81
number (Z == 80) and with the theoretical values of Asaad.
The electron spectrum was scanned to zero energy in order to

observe the region containing Coster-Kronig transitions. The L-Coster-

. I . . 82
Kronig transitions are of interest because a recent calculation of Asaad
predicts these lines to be very intense, Most of the L-Coster-Kronig
lines of platinum are masked by the M-Auger spectrum; however, it was
possible to obtain a total L-Coster-Kronig plus M~Auger intensity and to
set tentative uppexr limits on the intensities of two of the L-Coster~
Kronig transitions,

A large amount of work, both theoretical and experimental, has
been published on the KLL Auger spectra., A comprehensive review of this
work is given in references 71, 113 and 114, There is good agreement

among measurements for high Z (Z = 80) elements; however, Mehlhorn and

Albridge77 have pointed out discrepancies at low Z between the
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non-relativistically calculated KLL relative intensities and the experi-
. 4 .. 75
mentally determined values. Recently Asaad, = Ko&rber and Mehlhorn,
7 . . .
and Mehlhorn and Asaad 6 used the configuration interaction in an attempt
to resolve these discrepancies at low and intermediate Z. At high Z

(Z = 80), Asaad's relativistic calculations ’

are in agreement with
experimental results, By means of the intermediate coupling scheme,
Asaad and Burhop67 have calculated the energies and intensities of KLL
and KLM Auger spectra. In the present work, the energies and intensities
of the KLL and KLM Auger lines of platinum were analyzed for comparison

with theory and with the results of other measurements in the same Z -~

region.
B. Source Preparation

In order to study very-low-energy electrons the source must be as
free of mass as possible to minimize energy loss by the electrons in the
source itself. The 195 Au activity was supplied in a carrier free form from the
Nuclear Science and Engineering Corporation, Pittsburgh, Pennsylvania.
Electroplating was chosen as the method of depositing the cleanest possible
source of 195 Au with the greatest efficiency. An initial source was
plated onto a 54 mg-cm--'2 platinum backing; however, this source was not
usable due to a very high background which was attributed to backscattering

of electrons in the platinum backing. In order to reduce this high background
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a second source (1 x 20 mmz) was prepared by electroplating the activity
from a nearly neutral solution (pH == 6), obtained by neutralizing the HCI1
with NH4OH, onto a 630 pugwcm“Z mylar film vacuum coated with
approximately 10 p.g-'cm”2 silver (the silver thickness was estimated from
light transmission curves of reference 93). The plating time, current
density and the pH of the plating solution which were approximately 12 min,
100 maﬂmm"2 and pH = 6, respectively, proved to be critical parameters
in depositing the activity before the silver backing was dissolved by the
plating solution. This source was visibly clean; however, it was evident
that some mass was deposited since the momentum resolution (£Ewhm)
varied from 0.45% at 9 keV to 0.91% at 5 keV while a constant 0.2%
resolution was obtained for energies above 50 keV. This mass is assumed
to be inactive gold present as an impurity in the platinum target that was
used to obtain 195Au by (p, n) and (p, 2n) reactions.

During the first scan of the L~Auger spectrum the heating element
burned out in the thermostatically regulated reference magnet. This
malfunction (not immmediately discovered) introduced some uncertainties
into the energy calibration of the L-Auger data taken with the above source.
By the time the malfunction was discovered some diffusion of the activity
in the the backing had occurred making it necessary to prepare another
source to check the results of the first scan. This source was electro-

plated from 0.1 N HCI onto a 5.4 mg--cm"2 platinum foil. The resclution
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was slightly better with this source (0.4% at 9 keV and 0.85% at 5 keV)
and more accurate energy measurements were obtained; however the
background was higher due to backscattering of electrons from the

platinum source backing.
C. Experimental Procedure and Results

1. The L-Auger Spectrum

The L~Auger spectrum recorded from the mylar backed source is
shown in Figure 29, A post-acceleration voltage of 5000 volts was used
for these measurements providing approximately 100% transmission for
the lowest-energy electrons (approximately 5 keV) of the spectrum. A
retarding voltage of 120 volts preceded the post-accleration charaber in
order to reduce the background of low-energy scattered electrons.

The L3M?‘M3 line (one of the most isolated in the spectrum) was
used as a standard line shape in the analysis of the first set of data. This
line shape was adjusted to account for the variation of resolution with
momentum. The shape coxrrection was based on the assumption that the
line is made up of a symmetric distribution of electrons that have undergone
no energy loss and a distribution of electrons that have lost energy by
collisions within the source., The symmetric part of the line was
determined by "folding over" the high-energy side. The remaining part of

the line, after subtraction of the symmetric part, was corrected for the
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Fig. 29. The L~Auger spectrum of platinum. For clarity of
reproduction not all of the experimental points are plotted.
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- 115- .
E 1 dependence of electron energy loss. 5-117 This corrected energy loss

spectrum was added back to the symmetric line and, if necessary, the width
was altered slightly to obtain the most consistent fit to the experimental
data., The L3M2‘M3 standard line shape was corrected in this manner at
four different energies within the L-Auger spectrum in order to account
for the small variations of shape with energy.

In order to resolve the complex spectrum, a standard line shape was
fitted to all lines in the spectrum, beginning with the highest ensrgy one.
Slight adjustments in line positions and heights were made so that the sum
of the individual lines was the same as the experimental spectrum. The
relative intensities of the lines were determined by measuring the areas by
means of a planimeter and dividing the measured values by BR.

A different method of obtaining a standard line was used in the
analysis of the data from the second source. We investigated the effect of
the addition of 59Co carrier mass on the shape of the 7 3 keV K-conversion
line in the decay of 57Co. Figure 30 shows the 7.3 keV K-conversion line as
recorded from 57Co sources containing different amounts of added 59Co
carrier, Although a quantitative analysis of this data was impossible due to
uncertainties in the knowledge of the ratio of active to inactive cobalt
atoms in the source, the various line shapes are useful in the analysis of
complex line spectra, The line recorded from a 57Co source that had an

estimated one-to-one ratio of the inactive to active cobalt atoms fitted
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Fig. 30. The variation of line shape with carrier mass added to the source,
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well the platinum L-Auger lines in the region of 9.5 keV. A plot of
momentum resolution versus momentum for the L-Auger lines appeared
to be linear over the energy range 5.8 to 9.5 keV; therefore the L3IVI‘21VI3
L-Auger line of platinum (an isolated line at 5.8 keV) and the 7,3 keV
internal conversion line of 57Co were normalized to the same peak height

and plotted, and the standard line shapes for intermediate energies were
then obtained by linear interpolation of these line shapes, These standard
lines were then used to resolve the spectrum as described above.

A relatively long period of time elapsed (~18 months) between the
first data scan from the mylar backed source and the second data scan from
the platinum backed source. During this time the "focusing effect' due to
the post-acceleration counter was investigated by Hall94 and by Zender95
with the latter author devising a method to eliminate this effect. The
"focusing effect" is an enhancement of the measured intensities of the
low-energy electron lines relative to those of higher energy lines which is
caused by application of the post-acceleration voltage. This enhancement is
more than would be expected in obtaining 100% transmission of the low-energy
electrons through the counter window. The investigations of Hall and of
Zender show that one can reduce or eliminate the "focusing effect" by using
a counter window that is wider than the spectrometer exit aperture or by

positioning the center of the counter window on the radius of curvature of

the spectrometer. During the first scan of the L-Auger spectrum a 3 mm
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wide counter window and a 2 mm wide exit aperture were used. Since the
counter aperture was wider than the exit aperture, the "focusing effect"
was expected to be negligible, For the second scan the counter window was
closely centered on the radius of curvature of the spectrometer. The small
variations between the intensities obtained under the two conditions were
random in nature. Since centering the detector was shown by Zender to
eliminate the "focusing effect", the random nature of the differences
between the two scans is further evidence that the "focusing effect" was
negligible during the first scan.

The intensities from the first and second scans were normalized
and averaged and the results are given in Table 8. The normalization made
was by an average normalization factor weighted heavily to well resolved
lines. The quoted uncertainties in intensities include the differences in
the results of the two measurements as well as the maximum changes in
intensities which can be introduced by variations in the shape and positions
of the standard lines. The measured energies reported were obtained from
the second scan in which no energy drift was noted. The uncertainties in
these energies, due primarily to uncertainties in the position of the
standard lines within the spectrum, are approximately 0.5%. The quoted
uncertainties in the energies and intensities correspond to approximately

two standard deviations.
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TABLE 8

INTENSITIES
OF THE L-AUGER TRANSITIONS OF PLATINUM

Line Assignment Energy (keV) Z = 78 Relative Intensities
No. Calculated Measured This work Theory81
A =1 Z =178 Z = 47
L3M1M1 4.842 0.28
la L3M1M2 5.118 5.124 1.5 + 0.8 0.28
1b L3MZMZ 5.389 5.442 1.0 + 0.8 0.09
Ic L3M1M3 5.533 5.52 4.101:0.35 5.75
2 L3M2M3 5.795 5.783 12.0 + 0.3 9.50
L3M1M4 5.976 0.65
3a 6.014 2.3 + 1.5
L3M1M5 6.061 0.59
3b L3M3M3 6.176 6.176 17.1 + 1.5 14.44
2 L3M2M4 6.247 6.266 0.7+ 0.7 0.81
L3M2M5 6.332 6.313 3.7+ 1.0 9.0
4a LZMIMI 6.554 6.580 1.0 + 0.8 0.15
4h L3M3M4 6.628 6.623 14.9 + 1.0 14.10
4c L3M3M5 6.713 6.693 18.9 + 0.9 23.00
5a LZMIMZ 6.827 6,751 2.2 + 1.6 2.88
5b L3M4M4 7.071 7.057 (1.4) 10.68%
13.0 + 3.0
5c oMM, 7.098 7.114 (11.6) 2.72
L3M4M5 7.156 12.62%
5d 7.170 }34.6 + 4.0
L.M.M 7.170 2.78

111
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Line Assignment Energy (keV) Z = 78 Relative Intensities
No. Calculated Measured This work Theory81
AZ = 1 Z =178 Z = 47

L2M1M3 7.233 0.30
5e 7.224 18.4 + 2.2

L3M5M5 7.236 12, 14%
6a LlMlMZ 7.446 7.462 1.0 + 0.7 5.43

L2M2M3 7.506 9.71
6b }7.507 }7.8 + 0.6

L3M1Nl 7.507 0.06

- -

L3M1N2 7.622 0.03

L2M1M4 7.685 0.10

LMoM, 7.717 0.03
7a >7.652 '»2.8 + 0.8

L3M1N3 7.721 0.50

LZMIMS 7.770 0.59

L3M2N1 7.778 J 0.03
b L1M1M3 7.852 7.833 1.9 + 0.3 10.80

L,M,M 7.885 0.28
Tc 233 }7.883 2.7 + 0.3

LoM,N, 7.893 0.03

L3M]N4 7.921
7d L3M1N5 7.915 7.940 4.0 + 0.7

LoMMy 7.956 5.37

LM N, 7.992 7.966 1.0 + 0.4 0.81
Te LoMoMe 8.041 8.030 6.0 + 0.6 10.00
8a L MM 8.123 8.124 2.0 + 0.7 0.53

17273
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TABLE 8 (cont.)

Line Assignment Energy (keV) Z = 78 Relative lIntensities
No. Calculated Measured This work Theory81
AZ = 1 Z =78 7 = 47
3 B
LyM,0, 8.157
LyMaN, 8.159 0.87
LM N 8.180
LyM N 8.184 }8.192 *1.1 + 0.6
LyMoN, 8.186
L3M102’3 8.196
LaM N, 8.204 ) )
L.M.0 8.263
3174,5 }8.249 }2.0 + 0.7
8b LyMsN, 8.274 1.0
L MM, 8.304 8.299 4.9 + 0.5 8.96
LoMoM, 8.337 8.342 7.7 + 0.5 7.41
L,M,N 8.373 2.76
3373 }SJW }LéiOA
L M Mg 8.389 13.50
~ -
L,M3Me 8.421 1.00
L3M,0, 8.429
LM N, 8.451 - 8.433 r2.0 & 0.4
LyMoN, 8.455
L3150, 5 8.468 J )
9 L. MM 8.504 8.535 5.1 + 1.0 0.10

1373 -
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TABLE 8 (cont.)

Line Assignment Energy (keV) Z = 78 Relative Intensities
No. Calculated Measured This work Theory81
A = ] Z =178 7 = 47
B
L3MZO4,5 8.534
L3M3N4 8.566
L1M2M4 8.575 8.593 »0.7 + 0.2 0.31
L3M3N5 8.985
L3M4Nl 8.602 J 0.25
LlMZMB 8.660 3.39
10a 8.645 1.0 + 0.3
L,M_N 8.682 0.155
3571
L3M4N2 8.722 8.742 0.3 + 0.2 0.06
LM M 8.780 0.18%
10b a4 }8.780 }5.9_4;0.8
L3M5N2 8.797 0.71
N 3
L3M3Ol 8.809
L3M4N3 8.816 1.30
L,M_N 8.832
10¢ 37376 r8.852 TlS.Z + 0.7
L3M3N7 8.836
L3M3O233 8.853
L2M4M5 8.865 J J 8.25%
L3M5N3 8.896 8.917 0.20 + 0.15 2.10
L3M304’5 8.915
7 y . 50%
L£4g45 8.945 §.957 1.7 + 0.4 10.5

- 4.08
L1M3M 8.956
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TABLE 8 (cont.)

Line Assignment Energy (keV) 7z = 78 Relative Intensities
No. Calculated  Measured This work  Theory>!
AZ =1 Z =78 Z =47
LM N, 9.010
10d LM N, 9.028 9.002 6.4 + 0.5
L MM 9.041 3.11
LM_N 9.090
10e 354 }9.070 }11.3 +0.4
L3MN, 9.108
3 3
LM N, 9.216 0.03
LM 0 9.252
341 }9.216 r 0.65+ 0.60
LM N 9.275
LM N, 9.279 ) )
LMy, 3 9.296 )
lla
LM N, 9.331 0.23
LM_0 9.333
351 . 9.336 r 2.1+ 1.0
LaM_N, 9.355
LaMy0y 9.358
L3M5N7 9.359 J J
L3M202’3 9.380 ] )
L MM, 9.400 » 9.393 L 1.3 + 0.4 0.48
LM N, 9.430 ] J 0.03
11b L MM 9.485 9,466 6.9 + 0.6 19.5
llc L MM 9.564 9.573 1.4 + 0.3 5.55

1’55
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TABLE 8 (cont.)

Line Assignment Energy (keV) Z = 78 Relative Intensities
No. Calculated Measured This work Theory81
AZ = 1 z = 78 7 = 47
LM N 9.630
12a e 145 } 9.656 }1.01 +0.15
LM N, 9.701 1.05
LoMN) 9.867 0.05
12b LM N 7 9.880 9.853 1.61 + 0.30
oMMy 9.900
12¢ LM, 10.030 10.010 0.61 + 0.30  0.86
- Y
LMoNg 10. 160
L M. N 10.250
124 11,5 L10. 188 1.56 + 0.30
LMty s 10.280
LN NS 10.296 ) ] 0.06
3 3\
LMy 10.450 | 0.65
LN, N 10. 450
12e 372,373 10.448 2.97 + 0.39
LM, 5 10.474 0.55
L3N)Ny 5 10.500
LN, N 10.700
13a 33745 }10.661 }5.8 +0.75
LMy N, 5 10.750
LaNgNy 5 10.882
LN, N 10.900
13b 372,376,7 10.860 1,98 + 0.29
LN N, 10.915
10.985 J

LoMgNg -
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TABLE 8 (cont.)

Line Assignment Energy (keV) Z = 78 Relative Intensities
No. Calculated Measured This work Theory81
AZ =1 7 =178 Z = 47
L2M5N6’7 11.065
14a L3N4N6,7 11.151 11.070 0.66 + 0.08
L1M3N6,7 11.161
L.M, N 11.375
14b 1'4,574,5 }11.292 }1.18_—1_~0.12
L3N6,7N6,7 11.415
l4c L1M4N6’7 11.604 11.566 0.41 + 0.10
* 7 = 36

The calculated energies are based on the binding energies from

ref. 118

. The theoretical relative intensities were normalized
to the experimental ones as described in the text.
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The calculated energies given in Table 8 were obtained from the

formula

ELiXY I )Z X)Z )Z + M (70)

Li)Z and (Ey),

the binding energies of the Li and X electron shells of element Z and

where E L XY is the energy of the LiXY Auger electrons, (E
1

Y)Z r Az the binding energy of the Y-shell of an atom already ionized

in the X-shell. The value of AZ lies in the range 0.7 <Z < 1.3, the average

. 71 o s . . e 118
taken to be one; ~ the binding energies are given by HagstrSm et al.
Since the assignments given in Table 8 were made by comparing calculated
and measured energies, it is not possible to discuss in general the agree-
ment between the calculations and measurements. However, the assign-
ments of the isolated lines L3M1M3, L M Mg and L 1V[3IV[3 are unambiguous,
and the fact that the measured and calculated energies for these lines
agree so closely (within 15 eV) supports the choice of AZ = 1.

81 e e .

Asaad " has calculated Auger probabilities in j-j coupling for an
initial Li vacancy for elements of atomic number 18, 36, and 47. In order to
compare his work to experimentally determined relative intensities, the
number of initial Li vacancies per disintegration must be determined since
this number depends on the mode of vacancy production. The L-vacancies

195

of Pt result from (1) L-capture, (2) L~conversion, (3) Ko, and Ko,

X-rays, (4) KLL and KLX Auger transitions, and (5) L-shell hole transfexr
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by Coster-Kronig transitions. The distribution of vacancies presented in
Table 9 were calculated from the decay scheme presented by Harris et al., 119
the (LI/K)o capture ratio given by Brysk and Rose, 120 the fluorescence
yields, Coster-Kronig yields, and (M + N + ... /L) capture ratio given by
Wapstra et al., 121 and the L-subshell electron capture ratios given by
Konopinski and Rose. t2z The uncertainties quoted in Table 9 are based upon
the uncertainties which were reported for each value used in the calculation
and which were propagated as standard deviations. The theoretical relative
L-Auger intensities of Asaad81 were modified to correspond to the same
relative number of initial L-subshell vacancies as those calculated for
195 Pt. These values were then normalized to the experimental intensities
and presented in Table 8, The normalization factor was determined by
considering only lines with initial L3 vacancies whose measured intensities
had less than 20% uncertainty. If the electron capture branching ratios of
the decay scheme presented by Goedbloed et al. 123 or the present work (see
Chapter XV) are used instead of those of Harris et al., 119 the numbers
of vacancies calculated for each L-subshell will increase by approximately
8%; however, the relative number of L-subshell vacancies does not change.
Since the calculated Auger probabilities are expected to depend
strongly on Z (see reference 8l), one cannot expect good agreement between

the calculated (Z = 47) and experimental (Z = 78) values; however, since

Asaad's calculation of relative intensities is the only one available for



TABLE 9

19

’PT PER DISINTEGRATION OF

195

DISTRIBUTION OF VACANCIES IN THE L-SUBSHELLS OF AU
Electron subshell

Contribution from K L1 L2 L3
Electron capture®’®) 0.358 0.466 0.033 0.001
Internal conversionc) 0.735 0.339 0.042 0.014
Radiative transfer from the Keshell% 0.295 0.540
Auger transfer from the K-she11) 0.038 0.025 0.033
Coster-Kronig transferd) 0.17 0.50
Total 1.09 + 0.12  0.84 + 0.10  0.56 + 0.10 1.09 + 0.10

a) See ref. 119
b} See ref. 120
c) Present work

d) See ref. 121

for decay scheme data.

for (Ll/K) ground state capture ratio.

for fluorescence and Coster=Kronig yields.

091
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individual L~Auger lines, the comparison was made. Furthermore, the
relative L~vacancies listed will be useful for normalizing the results of
future theoretical calculations for higher Z. There are numerous large
discrepancies between the measured intensities for platinum and the
theoretical values for Z = 47; however, in a number of cases intense (or
weak) lines in the measured spectrum were also intense (ox weak) in the
calculated one. A theoretical calculation of intensities for the L-Auger
spectra of elements of high atomic number is needed.

Table 10 shows a comparison of the L-Auger intensities of this
work with the experimental results for atomic numbers 79, 80, 81, 83,
and 92 and the theoretical results of Asaad81 for Z = 47. The intensities
are compared for the same initial L~-subshell vacancy since the relative
number of initial L.-subshell vacancies is different for each isotope.
Where complex lines involving individual lines which originated from
different initial L-subshell vacancies were not resolvable the calculations
of Asaad was used as a guide to the intensity distribution between the lines.
Since Asaad's calculations may not accurately relate to elements with
atomic numbers as high as Z = 78, this procedure may introduce discrepancies
in the comparison of results; however, this procedure should be at least as
accurate as the previous practice of using the L-S coupling calculations of
Rubenstein and Snyder as a guide, The results were all normalized to the

present data, again employing an average normalization factor weighted



TABLE 10 A

THEORETICAL AND EXPERIMENTAL L-AUGER {NTENSITIES FOR ATOMIC NUMBERS NEAR Z = 78

Relative Intensities

Line Theory _ Experiment

a8 PN, 79(108) 7 _ go(99) 5, o g (1000 5 _gs(112) , _ 5y(95)
L3M1M1 9 --- ——— -— —— -— ——
LaMM, 9 50 + 26 --- 96 --- -— -
L3M2M2 3 33 + 18 -—- ——— —-—— —_—— _—
LM Ms 183 135 + 12 345 144 232 + 49 180 213 + 50
L3M2M3 307 396 + 10 403 384 336 + 19 354 266 + 100
L3M1M4 21 }76 + 50 ~— - (37) —— ———
L3M1M5 i9 -— -—— (78) -— -
L3M3M3 465 555 + 50 288 } 620 (176) 650 (L3M2M5)' 520 + 65
L3M2M4 26 23 + 23 345 (176) - -_—
L3M2M5 299 122 + 33 345 73 {100) 650 (L3M3M3) 150 + 52
oMMy 453 490 + 33 690 538 {(368) 595 600 + 80
L3M3M5 741 625 + 30 690 547 {710) 575 640 + 90
LM M 361 { 46) 230 202 -~- -—- (130)

344

291



TABLE 10 A {cont.)

Relative Intensities

Line Theory Experiment
2egrBD PO 108 go(99) L g (100) o ga(112) op(95)

LM M 407 (930) 1725 1056 (1590) 1280 {1400)
MM 392 (584) 920 826 (858) 650 (850)
LM N, 2 (1.2) --- --- “n- - 107
LoM N, 1 (1.8) -—- -—- - - —
L3MiNg 16 (32) - —— (208) - -—
LaMoN, 1 (1.8) - - ——- — —
LMoN, 1 (6.3) - 32 _— — —
LaMyNy === -=- --- --- }(61) --- ---
L3M1N5 -—- - -—- —— _—— _———
L3MoN, 26 32 + 12 -—- 63 -—- - -
LaMaN, 28 36 + 22 - - - ——- -
L3M2N4 o o o }153 }(195) o o
L3MZN5 -—- —— -—- - ———
LM, N 32 (67) —— 57 115 + 49 - -

33

<91



TABLE 10 A {cont.)

Relative Intensities

Line Theory Experiment
, This work
=471 7= 78 z=79198 750099 7., (100 ;g1 5 _ 5(%)

L3M3N3 89 (3.5) 345 163 245 + 50 _— —_—

LM N ——— -—- -—- 295

334 }288 }134 }270

L3M3N5 - -—- -—— -

L3M4N1 8 (10) -— A _— - -

L,M_N 1 (2) -— _— _— ———

3571 f 38

L3M4N2 2 9+ 8 -—- - -— ———

LaMcN, 23 (150) -——- J —— - ——

LM N 42 (54) - - - 70

3743 } ot

LaMaNg 7 - _-- - - .
144

L3M5N3 70 8§ +5 -—- ——- - _—-

{ ) indicates the use of theory as a guideline in the assessment of the intensity

distribution

of a complex line.

P91
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TABLE 10 B

THEORETICAL AND EXPERIMENTAL L-AUGER INTENSITIES
FOR ATOMIC NUMBERS NEAR Z = 78

Relative Intensities

Line Theory Experiment
L= ag(8)  TTIN z =809 - (100
LZMlMl 9 79 + 63 —-—— ———
LZMIMZ 176 175 + 127 -— -~
LoMoM, 166 (915) 98 -
LZM1M3 18 (67) —— _—
LZMZMS 592 (610) 980 607
L2M1M4 6 (15) ——— -
LM M 36 (93) - ———
L2M3M3 17 (216) }'334 547
LM My 328 (318) 547
LoMoM 610 477 + 48 470 -——
L2M3M4 452 607 + 40 432 607
L MM 61 (154) 196 -—-
LM My, 11 (153) 865 1220
LM Mg 506 (1340) 1410 3640
L oMM 643 (105) 294 -——
LoMNy 2 (50) ——— —
LMN, 14 (171) —— -
LM N, 2 (3) —— —

() indicates the use of theory as a guideline in the assessment
of the intensity distribution of a complex line.
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TABLE 10 C

THEORETICAL AND EXPERIMENTAL L-AUGER INTENSITIES

FOR ATOMIC NUMBERS NEAR Z = 78

Relative Intensities

Line Theory Experiment
g (8D T g0, L gy (100)
LlMlMl 116 (755) e -
LlMlMZ 226 97 + 68 - o
LIMZMZ 1 (33) —— -
L1M1M3 451 182 + 29 300 230
L1M2M3 22 197 + 68 o o 1030
L1M1M4 376 477 + 49 400 o
LIMIMS 564 (131) 400 -
L1M3M3 13 494 + 97 e i
L1M2M4 6 (17) 200 -
LlMZMB 141 (92) 200 ———
L1M3M4 170 (35) }.500 230
L1M3M5 129 (620) 230
L1M4M4 20 (109) 620 -
L1M4M5 811 665 + 59 810 650
LIMSMS 231 138 + 30 200 570

()

indicates the use of theory as a guideline in the assessment

of the intensity distribution of a complex line.
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heavily toward well resolved lines. The comparison for Z = 82 and 92 was

made for only the L, subshell due to the uncertainties in obtaining

3
intensities for unresolved lines arising from different initial L-subshell

vacancies.
D. The M-Auger and L-Coster-Kronig Spectrum

An attempt was made to measure the intensity of the L-Coster-
Kronig transitions relative to the L-Auger lines in order to compare these
values with the recent values calculated by Asaad. This measurement is
extremely difficult due to the low energy of the electrons. These electrons
are easily absorbed by mass deposited with the source activity and they are
difficult to detect since they are easily absorbed by counter windows.

. ipcs . 195
The amount of source mass is difficult to assess. The active Au
. . . . . -5 -2
deposited contributes a negligible (approximately 10 = pg-cm ) amount of
. iy s . . 195
mass; however, we estimate that the unknown solids in the original Au
. . -1 .
solution (quoted by the suppliers as 0.1 mg-ml ) could contribute as much
-2 .
as 1 pg-cm — to the source thickness.

A second method can be used to estimate the amount of mass on
the source. As previously noted (see Section A of this chapter) the
resolution at low energies is a function of momehtum; thus one can estimate
the maximum energy loss from the change in momentum resolution. This

energy loss can then be compared with stopping power values for electrons
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of corresponding energies and the effective thickness of mass traversed

can be determined. The electron stopping powers were estimated by
considering the stopping power of electrons and protons to be identical for
equal velocities and using the proton stopping powers published by

Whaling. 124 The source thickness estimated in this manner is approximately
2 Hg—cm“2 which is in reasonable agreement with the value, 1 pg—«cmmz,
estimated from the inert solids in the solution.

The M~Auger and L-Coster-Kronig spectra are shown in Figure 31;
Figure 32 shows the remaining low~energy electron spectrum to zero
energy. In order to detect electrons with energies less than 120 eV, the
retarding potential was removed from the post-acceleration counter. A
post-acceleration potential of 5000 volts enabled detection of these low-
energy electrons with 62% transmission at 0.0 keV and 92% at 3.25 keV
electron energy. The data shown in Figures 31 and 32 are raw data and
have not been corrected for transmission.

Due to the complexity of the superimposed LLN Coster~Kronig
and M~-Auger transitions no detailed analysis was possible, The total
intensity of this group of lines was estimated by measuring the area
defined by the line group. The area was corrected for transmission and
divided by BR in order to compare it to the L-Auger spectrum. 7The
calculated energies of the L. L_ M and LlL M, transitions place these

17374 35

lines by themselves below the energy of the M-Auger and LLN Coster-Kronig
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Fig. 31. The M~-Auger and L-Coster-Kronig spectra of platinum.
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groups. The calculated positions of these lines are shown in Figures 31 and
32, It was possible only to set tentative upper limits on the intensities of
the L,L M4 and L 1L3M5 Coster~Kronig lines. The measured intensity
ratios L1L3M4/L31V[2M3 and L L M /L31V[21\/[3 are < 1 each; whereas the
ratios deduced from Asaad's relative intensi'ties82 are 19 and 23, respec~
tively. The sum of the intensities of the Li~Coster-Kronig and M-Auger

lines is approximately 150 times that of the L MZM Auger lines. These

3
intensity ratios are termed tentative since it cannot be determined conclu-
sively what affect the source mass has on these low-energy lines. Since

the calculated energies of the LILSM4 and L T_.3M electrons are only 37

and 122 eV, respectively, and since the stopping power in gold for electrons
of 37 eV and 122 eV is approximately 95 and 118 e\]wpg~l~cm2, respectively,
these electrons would be strongly absorbed in the source if the source
thickness is approximately 1 pg~cm“2 as estimated,

Because of the uncertainties in source thickness, no definite
conclusions regarding the intensities of the L 1My and L 113Ms lines can
be reached. It should also be noted that the gradual decrease in intensity
at the low-energy side of the lines obsexrved at approximately 140 BR (Figure
31) could be a result of source absorption. If so, the measured intensity
of the M-Auger and LLN Coster-Kronig lines would be a lower limit.

The two lines shown in Figure 32 at approximately 8 and 10 eV,

respectively, might at first be thought to be attributed to Coster-Kronig
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Fig. 32. The very-low-energy electron spectrum of platinum.
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transitions or other low-energy Auger processes; however, it has been
. . 195

demonstrated that these lines do not come directly from the Au source.
These lines were still observed when the source was covered by a Zapon film
of sufficient thickness to stop electrons of energies less than approxi-
mately 3 keV. These lines were also observed for other radioactive
sources (see reference 95). When the electron intensities are corrected
for BR and these lines are plotted as an energy distribution (see Figure
33) they have approximately the same shape as an electron line at 10 eV

125 .
found by Hubbell et al. The low-energy electron line found by Hubbell
et al, is normalized to the intensity of the present measurements and
plotted in Figure 33. These low-energy lines have been attributed to
electrons scattered from the aluminum source holder and spectrometer
walls and to secondary emission electrons from the source. They do not

come directly from low energy transitions within the source itself.
E. The K-Auger Spectrum

The K~Auger spectrum was recorded at 0.2% resolution (Ewhm)
from the mylar backed source. The energy of the K-Auger electrons
(E = 50 keV) was sufficient to ensure 100% transmission through the
detector window without the aid of post-acceleration. The KLTL and KLX
spectra of platinum are shown in Figure 34, To resolve overlapping lines,

the KLZL3 line shape was used after the low-energy tail was adjusted to
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give the most consistent line fit throughout the spectrum. Although the

KL3L3 line appears isolated, it would not be used as a standard because its

shape is distorted on the low-energy side by the KL3L3 (3PO) satellite
line, 113 By means of a standard line shape, the KL,L, (3P0) line was
graphically resolved (see Figure 35) and the energy and intensity measured.,
The energies and intensities of the KLL Auger lines are given in Table 11
and those of the KLX lines are given in Table 12,

The theoretical energies presented in Table 11 are based on the
equations of Asaad and Burhop67 in the intermediate coupling approximation.
One set is calculated by Hornfeld, 68 the other by Listengarten. 71 The two
sets differ in the manner in which approximate relativistic corrections
were introduced. Listengarten applied a term (1 - ozzz) while Hornfeldt
used the factor (1 - ;323), a and B being adjustable parameters. The
agreement between the theoretical and experimental values is within the
+ 0. 2% uncertainties assigned to the measured energies. In Table 11, the
present work is compared to various experimental and theoretical relative
intensities for KLL lines of elements of atomic number near 78. The
theoretical values presented in Table 11 are based on the following
calculations: Line 11 shows the results of the relativistic calculations of
Asaad72 in j-j coupling for atomic number 80, using wave functions
obtained numerically on electronic computers. Line 12 gives the

values of line 11 adjusted by Asaad73 in an approximate manner to include
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TABLE 11

ENERGIES AND RELATIVE INTENSITIES OF THE KLL AUGER TRANSITIONS OF PLATINUM

Line KL, Ly KL, L, KL, Lg KL, L, KL,Ly KL3L3(5PZ) KL3L3(5PO)
Energies
1. Present work (Z=78)% 50.32+0.10 50.97+0.10 52.67+0.11 51.5540.10 53.27+0.10 55.04+0.11 54.87+0.11
2. Calculated®®(7=78)  50.388  51.005  52.679  51.566  53.289 55,020  54.956
3. Calculated 1(z=78)  50.372  51.003  52.676  51.541  53.260  54.983
Relative intensities
Experimental
4. Present Work (z=78)  l. 1.4240.18 0.85+0.12 0.19+0.10 1.6940.22 0.5%0.09 0.062+0.013
5. Herrlander'2®(z=80) 1. 1.68+0.13 0.85+0.10 0.14+0.07 1.8440.15 0.76 + 0.08
6. Jung 2’ (2=80) 1. 1.48+0.11 0.79+0.08 0.1940.10 1.69+0.16 0.69 + 0.07
7. Hornfeldt?8(z=80) 1. 1.70 0.90 0.20 1.60 0.80
8. Nall’?(z=80) L. 1.3240.10 0.85+0.06 0.40+0.03 1.27+0.08 0.76 + 0.05
9. Ewans'28:169:3(7.08) 1. 1.40+0.25 0.9040.10 0.2040.10 1.40+0.25 0.80 + 0.20
10. Wolfson' **(z=79) 1.0 1.54+0.11 0.99+0.09 0.1140.03 1.83+0.13 0.75 + 0.07
Theoretical
11. Asaad’%(z=80) 1.0 1.44 0.82 0.09 1.46 0.66
12. Asaad > (z=80) 1.0 1.51 0.67 0.095 1,49 0.54 0.091
13. Asaad ' t(z=80) 1.0 1.17 2.09 0.195 3.48 1.66 0.30
14. Listengarten® (2=79) 1.0 1.67 0.95 0.07 1.38 0.60
15. Asaad®’ (2=80) 1.0 1.20 2.27 0.15 432 2.12 0.28

*The error limits of the measured energies are + 0.2%

aquoted in reference 114

LLT



TABLE 12

ENERGIES AND RELATIVE INTENSITIES OF THE KLM AUGER LiNES OF PLATINUM

0

Line Energy Energy Relative intensities¥
this work AZ =1 This work Ewanslzg’129 Nall99 Asaad67
7 =178 Z =178 Z = 80 Z = 80
KLIM1 61.093 61.078 0.35 + 0.05 0.5 0.35 0.31
KLlM2 61.365 61.354 0.32 + 0.04 0.3 0.43 0.19
KL,M, 61.695 }0.5
KL1M3 > 61.731 61.760 0.47 + 0.02 }0.75 0.60
KLZM2 J 61.971 - J
N ~
KL1M4 62.212
KL Mg > 62.326 62.297  }0.35 + 0.05 0.4 »0.75 0,98
KL2M3 J 62.377 J
KL, My 62.829 -
62.839 0.11 + 0.05 - ¢ 0.89 0.32
KL2M5 62.914 _—
KL3Ml 63,4006 63.406 0.11 + 0.05 -—= 0.16 0.315
KL3M2 63.694 63.682 0.44 + 0.09 0.801
G.590 0.40
~ - {+t
KLlNl-B 63.870 63.8 0.10 + 0.05 \+KL1N4,5)

4Norma1§ze o Ki_.iL1 = 1.0

8L1



TABLE 12 (cont.)

Je
<

Line Energy Energy Relative Intensitiesa
this work — AZ =1 This work Ewans 128+ 129 Na117? Asaad®’
Z =178 Z =178 Z = 80 Z =80
KL3M3 } 64.088 0.40 0.848
64.037 0.40 + 0.12 A
KL1N4’5 ~ 64,16 > 0.69 ---
KLZN1 1 64.360 (+KL1N4,5) -—=
KL101_3 64.195 ~64.4 0.10 + 0.05 —-——=
> 0.25
KL1N6,7 J ~64.4 —-
KL3M4 7 64.540 (+|2!._3s )
. 24,5
KL104,5 > 64,495 ~04.5 >0.25 + 0.07
F 0.520
KLZNZ,?; ~64.76 > 0.73
KL3M5 J 64.625 )
KL3N1_7 -~- ~66.5 0.18 + 0.06 0.2 0.30 ———
*Normalize to KLlL = 1.0

1

6Ll
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effects of intermediate coupling. This adjustment was based on the marmmer
in which intermediate coupling affected nonrelativistic j-j calculations.
The most recent theoretical treatment of the KLI. Auger spectra (shown in

. . . 74 . . .
line 13) is a calculation of Asaad = based on the intermediate coupling and
configuration interaction. This calculation was made in an attempt to
resolve discrepancies between the theoretical and experimental KLL
relative intensities at low Z. The values of Listengarten given in line 14
are the values extrapolated to atomic number 79 as quoted by Wolfson

114 . e .

and Baerg. Listengarten's results are relativistic, but differ from
Asaad's values (line 11) in the mamner in which screening was considered.
Line 15 is a nonrelativistic, , intermediate coupling calculation by Asaad

67
and Burhop.
There is general agreement among the experimental intensities

listed in Table 11 except for the KLZL2 and KL L3 values given by Nall

2
et al. 99 Agreement between the experimental values and the theoretical
12 . . .

results of Asaad = is quite good except that the theoretical value for the
. 4 L.

KLZLZ line is too small. Asaad's latest results =~ which include the

configuration interaction, give agreement with the measured KLZLZ/KLILI

ratio; however, his theoretical KL1L3, KLZL3, and KL3L3 intensities are

more than twice as large as the experimental ones.

The measured intensity of the KL, L, (3PO) satellite line (Table 11)

. . . . . . 3
is the first to be reported in this Z~region. The ratio KI, T 3P L(pP+P
g 3 3o
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is found to be 0. 095 + 0.024, This value is not in agreement with the value
of 0,15 deduced from Asaad's theoretical intensities which include the
configuration interaction. Furthermore, Asaad's intensities (relative to
the KL, L, line) for the KL3L3(3PO) and KL3L3(3P2) components are
larger than the experimental intensities by a factor greater than 2. The
original theory of Asaad and Burhop()7 gives for the ratio KL3L3(3PO)/
KL3L3(3P0 + 3P2) a value of 0,12 at Z = 80; this value agrees with our
experimental value just within the limits of error. Again, however, the
individual theoretical intensities are much larger than the experimental
ones.

Table 12 is a comparison of the KLX energies and relative intensities
measured in the present work with values of other workers and with
theory. The theoretical relative intensities are from a nonrelativistic
intermediate coupling calculation of Asaad and Burhop. 67 The transition
energies were calculated using AZ = 1 and the binding energies of Hagstrom
et al. 118 The intensities reported here agree well with the earlier
experimental work of Ewanlzs’ 129 but not with the theoretical values of
Asaad and Burhop nor with the experimental values of Nall et al. 99 The
value of KLX/KLL as determined by the present work (Z = 78) is
0.548 + 0,044. This value is in approximate agreement with the values

0.53 found by Passel et al. 130 for Z = 80, 0.496 + 0. 015 found by Nall

1
et al. 99 for Z =80, 0.71 + 0. 15 found by Broyles et al. 31 for Z = 80 and



182

0.56 found by Herrlander et al. 126 for Z = 82, It does not agree with the
value 0.86 given by Steffen et al, 132 for Z = 78. The line of best fit to all
the experimental values, as given by Bergstrom and Nordling, 13 yields
KLX/KLL = 0,55 at Z = 78, which is in good agreement with the value

measured in this work.



CHAPTER XV

THE CONVERSION-ELECTRON SPECTRUM IN THE ELECTRON

CAPTURE DECAY OF 195Au

A. Introduction

Previous investigations of the internal conversion spectrur in the

133-13
33-136 and

decay of 195 Au wexe executed by means of permanent magnet
lens137 spectrometers with only approximate intensity measurements being
obtained, The resolution obtained in these early studies was not sufficient to
resolve many of the electron lines; thus, only rough estimations of the
transition multipolarities could be made based on relative intensity ratios of
groups of conversion lines. In the present work, the electron spectrum was
recorded at high resolution by means of the Vanderbilt double-focusing
spectrometer, and accurate energy and intensity measurements were
obtained. The resolution was sufficient to resolve the L-subshell
conversion-electron lines of the three major gamma-rays so that L~subshell
conversion ratios could be used to determine transition multipolarities. The
L-subshell intensity ratios were compared to the theoretical values for a
dual purpose: 1) to determine multipolarities and 2) to look for anomalous

L-subshell ratios.

183
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Although the spins, parities and approximate energies of the ground
. 195 . .
and exited states of Pt are well established, the population of these
. 195 . . .
states by electron capture in the decay of Au is less certain. The relative
. . 195 .
capture ratios to the excited states of Pt can be deterrnined by means of
published gamma-ray intensities and the conversion-electron intensities of
this work., Furthermore the ground state capture probability can be
determined with the aid of the measured K-Auger intensities and published
L/K and L/ (M + N +...) capture ratios. The electron capture branching ratios
195 .
are calculated for the decay of Au and compared to previously reported
values.

Published gamma-ray intensities were normalized to the relative
electron intensities reported here and conversion coefficients calculated.
This calculation is useful since wide variations occur among conversion
coefficients previously reported. The observation of the K-conversion line
of the 210 keV transition proves the existence of the previously reported

210 keV transition. Previously, there had been no electron line detected

for this transition.

B. Source Preparation

195 : .
Two Au sources were used in the measurement of the conversion-

electron spectrum. The first source was previously described in section B

of Chapter XIV. It was prepared by electroplating the activity from a


http://ar-n.org
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nearly neutral solution (pH == 6) onto a silver coated mylar backing. For high
resolution studies the spectrometer transmission is necessarily low; thus a
more intense source was needed, The source prepared for this purpose was
approximately eight times moxe intense than previous sources and had a
narrow profile (0.5 x 20 mmz) to enhance resolution. This source was electro-

-2 )
plated from a 0.1 N HCI solution onto a 54 mg~cm — platinum foil.
C. Experimental Method and Results

The measurements were made by means of the double-focusing
spectrometer described in Chapter XIII. An initial scan of the spectrum at
0. 2% resolution (fEwhm), shown in Figure 36, was made using the low-energy
counter with no post acceleration; the counter walls and deceleration plate
were electrically grounded. Further scans at higher resolution were made on
the conversion lines of the 129. 8 keV transition (0. 17%) using the low-energy
counter and on the conversion lines of the 98. 8 keV transition (0.13%) using
the high~energy counter. The spectra obtained at high resolution are shown
in Figure 37. The K-conversion line of the 210 keV transition, shown in
Figure 38, was observed only by means of the high-energy detector. The
counter windows were sufficiently thin to ensure 100% transmission for all
conversion-electrons. While the K- and L-subshell lines were well resolved,

the conversion lines of outer shells were graphically resolved in the manner

previously described for the Auger lines (see section C of Chapter XIV). The

standard lines used for this work were resolved L-shell conversion lines.
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The areas of the conversion-electron lines were measured by means of
a planimeter and divided by BR to obtain the intensities reported in Table
13. The error limits assigned to the intensities are to be interpreted as
standard deviations and include the uncertainties in area measurements as
well as statistical uncertainties in the raw data. For each raw data point
on a curve these statistical uncertainties were less than 3% except for the
K~-conversion line of the 210 keV transition for which the statistics were
approximately 15%. The data taken from the more intense source were
normalized to the other data by means of the intensity of the L3 line of the
129, 8 keV transition. The error limits quoted in Table 13 include an
estimation of the uncertainty in the normalization procedure.

The selected energies of the three major gamma rays reported in
Table 13 are weighted averages of the energies calculated from each
conversion line. The binding energies of Hagstrom et al. 118 were used.
The transition energies 129,83 + 0.26, 98.84 + 0. 20, and 30.80 + 0. 06 keV
obtained in this work are to be compared with the values 129.4, 98.5, and
30. 8 keV given by Cressman and Wilkinson. 133 McGowan and Stelson138
have previously reported a transition at 210 keV in the gamma spectrum of

95}?1: excited by Coulomb excitation. No electron line from this transition

has been reported previously. We observed the K~conversion line of this
transition and deduced a transition energy of 209, 6 + 0.4 keV., The measured

energies have been assigned an estimated uncertainty of 0.2%. This
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TABLE 13
CONVERSION~ELECTRON DATA IN THE DECAY OF 195AU
Conversion Electron Transitign Relative
Shell Energy Energy”™ Line
(keV) (keV) Intensity
Ly 16,94 30.82 25.25 + 0.75
Ly 17.54 30.82 1.98 + 0.06
L, 19.25 30.81 0.34 + 0.07
M1 27.49 30.79 5.06 + 0.20
M2 27.76 30.80 0.61 + 0.07
N1 30.07 30.79 1.37 + 0.10
0 30.68 30.78 0.22 + 0.07
Selected transition energy: 30.80 + 0.06
K 20.51 98.90 90.10 i.1.48
L1 84.93 98.82 12.0 + 0.25
L, 85.56 98.83 1.15 + 0.05
Ly 87.24 98.80 0.35 + 0.04
Ml,Z 95.031 98.33 2.99 + 0.12
M3 95,742 98,77 0.17 + 0.03
N 97.73 98.45 0.75 + 0.05
0 98.45 98.51 0.11 + 0.04

Selected transition energy: 98.84 + 0.20

“The transition energies were calculated from the measured
electron energies and the binding energies given by
Hagstrom et al.l18
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TABLE 13 (cont.)

Conversion Electron TransitiQn Relative
Shell Energy Energy Line
(keV) (keV) Intensity

K 51.32 129.72 0.49 + 0.08
L1 115.92 129.81 0.033 + 0.010
Ly 116,61 129.88 0.45 + 0.04
L3 118.33 129.90 0.33 + 0.03
M1 126.27 129.57
M2 126.39 129.42 0.23 + 0.04
M3 126.71 129.36
N 128.77 129.49 0.07 -+ 0.02

Selected transition energy: 129.83 + 0.26

K 131.20 209.6 + 0.4 0.004 + 0.002

Selected transition energy: 209.6 + 0.4

“The transition energies were calculated from the measured
electron energies _and the binding energies given by
Hagstrom et.al.
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uncertainty includes possible systematic errors in calibration as well as
random deviations in the measurements. The uncertainties are conservatively
assigned and may be smaller than indicated. The sum 98.84 + 30.80 = 129, 64
is within 0. 15% of the measured value of 129. 83 keV.
. . 195
The electron capture branching ratios in the decay of Au can be

calculated by means of the following equations.

NP509. 6 ™ 1209, 6 T Ly209. 6 (71)
= + + +
NEra87 Te129.8 L 120.8 " le30. 8 Iy30.8 (72)
= + - -
NBsas™ Teos. 8 Iy98.8 I30.8 L30.8 (73)
NP Po [IK ~ Auger I -1
- " e209. .
o™ Py a 2209, 6K 98, 8K
© (74)
P P
129, 8K 98, 8K\~
L e NP g, o ) (SO
e129. 8K 129.8\ P, o 98.8<P98’8 i

where

195 - . b s s
N = number of Au disintegrations per unit time (a normalization

factor)
PE = fraction & total electron capture to energy level E
PEK = fraction of electron capture to energy level E that is K electron

capture
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IeK = conversion-electron intensity associated with the transition of
energy E
IeEK = K-conversion-electron intensity associated with the transition
of energy E
I\’ p = gamma-ray intensity associated with the transition of energy E
- % 1 . .
IK— Auger K-Auger electron intensity
a, = K-Auger yield for Z =78 .

In order to evaluate the above equations the relative gamma-~ray intensities

must be known and properly normalized to the electron intensities measured

in this work. The relative gamma-ray intensities used were mean averages

of intensities reported by Harris et al. 19 and Goedbloed et al. 123 The

latter authors report no error limits; therefore, error limits of + 10%

were assigned to their work for the purpose of computing the standard

deviation of the mean value. The mean gamma-ray intensities were normalized
to the electron intensities of the present work by means of the K-conversion
coefficient of the 129, 8 keV transition. This transition has previouslyllg’ 133-137

been assigned as pure E2 which agrees with the present assignment discussed

later in this chapter. The theoretical E2 K-conversion coefficient

129

U "= 0. 46 interpolated from the tables of both Rose* and Sliv and Band#**

* The conversion coefficients were interpolated from log o versus E plots
from Rose's tables.

**The interpolation of Sliv and Band's table88 of conversion coefficents was
obtained by means of a computer. These values were furnished by the
Nuclear Data Group at Oak Ridge National Laboratory.
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was used for the normalization. The normalization factor § was determined
from the relationship

Te129. 8K

1298 :
K v129.8

€= (75)

The normalized gamma-ray intensities are presented in Table 14.
The K/ total electron capture ratios for each transition were obtained

from published PL/PK ratios and the ratio PL/(PM + PN +.4.)=3.79 given

121
by Wapstra et al. Whereas the ratio PL/(PM + PN + ...} 1s the same for

i .1 s .
all transitions in 95Pt [the transition energies are large compared to the L
binding energy (see reference 120) ], the ratio PL/PK depends strongly on the

transition energy. The ratio Pngg. S/PK129. 8 has been reported by Harris

1 .
et al, 19 and Bisi et al. 136 tobe5,1+0.2 and 5.5 + 0.9, respectively. An

average value P /

L129. 8 PK129. g~ 5.3 + 0.5 was used in the evaluation of

Equation (74). The ratio P /

= L] + . € i
L9S. 8 1.12 + 0. 3 reported by Harris et

PK98. 8

12
al. and the theoretical ratio of Brysk and Rose 0 P_ /P, =0.71 were also

Lo/ K,

used.
. .. . . 83 . .
The semi-empirical relationship due to Burhop = with the numerical
. 84
constants given by Hagedoorn and Wapstra = was used to calculate a value
for the fluorescence yield of platinum. This relationship should be
accurate to within + 0,005. The Auger yield deduced from this result

(a, =1~w

K K) is a, = 0. 049 + 0. 005.
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TABLE 14

PHOTON RELATIVE INTENSITIES REPORTED BY PREVIOUS WORKERS

Photon Relative Intensity

Energy sk +
(keV) Reference 119 Reference 123 Mean Normalized
30.8 13.3 + 1.8 9.31 10.8 + 2.0 1.43 + 0.41
98.8 100 100 100 13.3 + 2.9
129.8 7.7 + 0.8 8.38 8.0 + 1.1 1.06 + 0.27
210 0.25 + 0.03 0.24 0.25 + 0.04 0.033 + 0.009

%
A 10% uncertainty was arbitrarily assigned to the values of
reference 123 in order to compute the uncertainties in the
averages.

1-Normalized to electron intensities of Table 13, see text for
details.
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Since only the K-conversion line of the 209. 6 keV transition was
measured, the total electron intensity for this transition had to be
estimated. The ratio of L/K conversion coefficients as calculated by
Sliv and Band88 were used in the estimation of the 209, 6 keV L-conversion
electron intensity. The K-Auger intensities were obtained by normalization
of the intensities of Tables 11 and 12 to the conversion-electron intensities.
An average normalization factor was obtained by coraparison of the intensities
of the K-conversion line of the 129.8 keV transition with the KLlLl and
KL3L3 line intensities. A small correction was made for the KXY interisities
which were not observed in the present work. With the above information, the
normalized gamma-ray intensities and the measured conversion-electron
intensities, Equations (71) through (74) were used to calculate the following

branching ratios: = (0.035 + 0.010)%, P = (32 + )%,

on9. 6 129,8 ~

P (68 + 3)%, and PO <5%. A rather large uncertainty exists in the

98.8 ~
calculation of the probability of capture to the ground state. The calculated
branching ratio is very sensitive to the K-Auger electron intensity which has
been normalized to the conversion-electron inteunsities. A negative branching
ratio resulted when Equation (74) was solved; however, the uncertainty in

the K-Auger intensity due to the uncertainty in the normalization factor

(approximately 10%) would allow an upper limit for the ground state branching

ratio of approximately 5%. The solution to Equation (74) is, therefore,

strongly indicative of a zero branching ratio to the ground state. The
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uncertainty in the ground state branching ratio does not effect the relative
values of the branching ratios to the excited states.
The branching ratios calculated above are in relatively good agreement with

1
early values of Plog = 35% and P98 = 65% reported by DeShalit et al. 37 How~

29
ever, severe discrepancies occur between the present results and the recent

119

results of Harris et al. [PZIO < 0. 4%, Ploo= (40 + 6)%, P99 = (47 + 6%, and
123
= oA = =
P = (13 +10)% ] and of Goedbloed et al. [szg 0. 5%, Plog 41%, Pyg 59%,

and Po <6%].

The electron capture branching ratios and transition energies obtained in
this work were used to modify the 195Au decay scheme to that presented in
Figure 39. This decay scheme is consistent with the conversion coefficients
and admixtures determined later in this report.

The internal conversion coefficients for the transitions in 195 Pt can
be determined from the electron intensities of Table 13 and the normalized
gamma-ray intensities given in Table 14. The conversion coefficients
calculated using these normalized gamma-ray intensities are given in Table
15 along with theoretical values. The only conversion coefficient previously

measured was for K-conversion of the 98. 8 keV transition. The value

98.8

determined in this work, o K

= 6.8 + 1.5, is in agreement to within
experimental uncertainties with previous values of 5.9 + 0.7 (ref. 119),
5.8 + 1.5 (ref, 138), 6,01 + 0,15 (ref. 123), 7.412’2 (ref. 137), and

8.4 + 0.5 (ref. 136). The rather large uncertainty in the present value is

due to the uncertainty in the normalization factor for the gamma-ray
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39. The decay scheme of 195Au.



MEASURED AND THEORETICAL CONVERSION COEFFICIENTS
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TABLE 15

Transition

Conversion

Conversion Coefficient Values

Energy Coefficient This work Sliv and Banda) Roseb)
M1 E2 M E2
30.8 keV o 17.5+4.5 27.3 8.82  21.5 8.4
1
o 1.3740.63 2.68 455 2.15 480
2
o 0.24 +0.08 0.306 532 0.30 640
3
o 3.5+1.4 - - 11.5 3,35
M) x
o 0.4240.24 - - 1.2 220
M, u
o 24.4+7.0 - - - -
98.8 keV o 6.8+1.5 5.74 0.695 5.8 0.71
o 0.90+0.20 0.878 0.103 0.8l 0.10
1
o 0.086+0.017  0.0888  1.82  0.076 1.72
2
o 0.026+0.006  0.00871 1.55  0.0085  1.44
3
o 8.1+1.8 - - - -
129.8 keV o 0.46" 50.8(M3) 0.461 55(M3)  0.46
o, 0.03140.010  28.3(M3) 0.057 34(M3)  0.06
1
o 0.42+0.11 4.96(M3) 0.520 5.1(M3) 0.53
2
o, 0.31+0.06 27.7(M3) 0.402 28(M3)  0.48
(YT 1.51i0.4 - - - -
210 keV oy 0.12+0.06 0.678 0.150  0.70 0.15

a) Computer interpolated values from reference 88

b) Graphically interpolated values from reference 90.

e
g

Normalized at this value.
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intensities., There are approximately 10% error limits on both the
electron intensity and the gamma-ray intensity of the line used for
normalization.

In many cases the calculated conversion coefficients differ greatly
from the theoretical values for pure multipoles; however, no multipole
admixtures will bring about a more consistent agreement. Comparisons
between theoretical and experimental conversion coefficients indicate the
following multipolarities; 30. 8 keV transition, pure MIl; 98.8 keV
transition, pure Ml; 129.8 keV transition, pure EZ and 209, 6 keV
transition, pure EZ2.

A second method of assigning multipolarities is to compare K/L
and L.-subshell conversion-electron intensity ratios deduced from measured
electron intensities with ratios deduced from theory. The L-subshell
intensity ratios are much more sensitive to multipolarity changes than K/L
ratios and are applied whenever the resolution is sufficient to obtain
individual L-subshell relative intensities., The intensity ratios for L-subshell
conversion-electrons for mixed M1-EZ2 transitions are related to the

conversion coefficients by

Ml E2

ILi AozLi +B ozLi
— (76)

ILf Aoz?i[1 +B oziz

£ f

where A is the fraction of magnetic dipole character and B is the fraction of
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. . E2
electric quadrapole character of the radiation; oelll/u and o are the Ml and
i i
E2 internal conversion coefficients for the Li subshell, I_ and I_ are

Ly Lg

L-subshell relative electron intensities. The above relationship can be

rearranged to give an expression for the MI/E2 admixture ratio

I

E2 _<j‘_1_ JE2

i M STe” e
I

E2

aMl E}_)_ onl

Lf I]__E Li
The admixtures for the three major gamma-ray transitions in 195P’c were
calculated by means of Equation (77) along with the electron intensities of
Table 13 and the theoretical conversion coefficients of Table 15. In principle
the same admixture should be obtained for each of the three L-subshell
ratios (only two of which are independent); however, this is not always
true as has been pointed out by Novakov and Hollander. 139 The admixtures
obtained in this way have been found to differ between different L-subshell
ratios by as much as 50%. For pure multipoles the L-subshell ratios may
diffexr by more than 10% f£rom the theoretical values. The L-~subshell
intensity ratios obtained for the three major transitions (the L-subshell
conversion line intensities associated with the 209. 6 keV transition were
too weak to be observed) are compared to theoretical pure multipole values
in Table 16. The uncertainties assigned to the L-subshell intensity ratios

are based on uncertainties of less than 3% in the relative intensities of the



TABLE 16

COMPARISON OF EXPER{MENTAL AND THEORETICAL L-SUBSHELL RATIOS IN THE DECAY OF 19SAU
Photon L=subshell L-subsheil values
e?i;g; ratio Expgriment Theory (Rosea)) Theory (Slivb))
{(this work}) E2 M1 £2 M1
30.8 keV Ll/LZ 12.8+0.5 0.0175 10.0 0.0194 10.2
LI/LB 74.1416.2 0.0131 71.5 0.0166 89.2
LZ/L3 5.82+1.20 0.750 7.15 0.855 8.75
98.8 keV Ll/L2 10.4+0.6 0.058 10.6 0.0566 9.89
Ll/L3 34.3+0.8 0.069 96 0.0665 101
LZ/L3 3.28+0.1 1.19 9.0 1.17 10.2
129.8 keV Ll/LZ 0.073+0.023 0.119 6.66({M3) 0.110 5.70(M3)
L1/L3 0.100+0.031 0.131 1.19(M3) 0.142 1.02(M3)
LZ/L3 1.36+0.14 1.10 0.18(M3) 1.29 0.179(M3)

a) Graphical interpolation of the tabulated values of reference 90.

b) Conversion coefficients interpolated from reference 88 for these energies by
a computer and obtained from the Nuclear Data Project, Directors Division,
Oak Ridge National Laboratory.

202
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L-subshell lines. The uncertainties in the relative L-subshell intensities are
much smaller than the corresponding uncertainties quoted in Table 13 which
include uncertainties in the normalization factors., The theoretical values in
Table 16 were derived from values interpolated from log « versus k plots of
the tabulated conversion coefficients of Rosego and from values interpolated
by a computer from the tabulated conversion coefficients of Sliv and Bend. 88
‘The values derived from Rose's work may include uncertainties of up to 10%
due to the interpolation procedure, while the computer interpolated values of
Sliv and Band should be accurate to approximately 3%.

A summary of the admixtures calculated by means of conversion

coefficient and by means of Equation (77) is presented here for each of the

e . 195
transitions populated in the electron capture decay of ? Au.

The 30. 8 keV Transition.

The conversion coefficients of the 30,8 keV transition, although
differing from the theoretical values, are nearly in agreement within the
experimental uncertainties. No E2 admixture would bring about closer agree-
ment. The L-subshell ratios for this transition show wide variation from
ratios for an Ml transition as deduced from theory; however, again no E2
admixture (< 0. 05% E2) would bring about better agreement. The experimental
L-subshell ratios are in closest agreement with the values deduced from the
theoretical conversion coefficients of Rose while the experimental values

differ from the ratios deduced from the conversion coefficients of Sliv by as

much as 20%.
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The 98. 8 keV Transition.

The 98. 8 keV transition is found to have a small E2 admixture. A
comparison of L-conversion coefficients shows approximately a 1% E2
admixture; whereas the K-conversion coefficient indicates pure Ml. With the
interpolated conversion coefficients of Rose we calculate multipolarities of:
(99.89 + 0.30)% M, (98.96 + 0,03)% M, and (98.43 + 0.11)% MI for the
Ll/LZ’ Ll/L’j’ and LZ/L3 ratios, respectively, Using the theoretical
conversion coefficients of Sliv and Band we obtain: (99.78 + 0.22)% M,
(98.90 + 0.10)% M, and (98.30 + 0,10 M, respectively. The final multi-
polarity assignment of (99 + 1)% MI for the 98. 8 keV transition is an average
of the values calculated above. The uncertainty in this value was
assigned large enough to include the extremes of the individual admixtures
included in the average. The (99 + 1)% Ml admixture for this transition is

. . . . 134, 135,137, 138
in close agreement with the previous assignments of pure Ml >, 137,

1
or small (1. 42%) 33 E2 admixtures.

The 129. 8 keV Transition.

No comparison to theory is possible for the 129. 8 keV K-conversion
line since it was used for normalization; however, the calculated L-subshell
conversion coefficients appear to be about 30% lower than the theoretical
E2 values. The angular momentum of the initial and final states for this
transition rules out a possible M1 admixture; however an M3 admixture is

possible. A comparison of measured L-subshell intensity ratios with those
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deduced from theory show that no M3 admixture will bring closer agreement
for the L-subshell ratios. If the measured L, line intensity was 30% larger
and the L, line intensity 30% smaller close agreement would be obtained among
the L-subshell ratios. Variations of the measured intensities of this
magnitude are, however, outside the limits of error of this work, especially

for the L.2 line intensity.

The 209. 6 keV Transition.
The K-conversion coefficient of the 209. 6 keV transition is indicative
of a pure E2 transition in contrast to the angular correlation results of

13
McGowan and Stelson 8 which gave 88% Ml.



APPENDIX I

INVESTIGATION OF THE ACCURACY OF THE

CAPACITANCE MANOMETER CALIBRATION

The cross section measurements of this work were made with target
gas pressures in the region from 1 x 10_4 to 1 x 10~3 torr. Since the calibration
of the capacitance manometer used to measure the gas pressure had only been
checked by the manufacturer for the pressure range from 0.1 to 1.0 torr,
it was necessary to investigate the accuracy of the calibration at lower
pressures. This investigation was carried out by a comparison of the pressure
readings of the capacitance manometer with those of a McLeod gage. A
McLeod gage with a volumme of 2192 cc and a capillary diameter of 0.534 mm
(Consolidated Vacuum Corporation, Model GM-110) was used to obtain a
measure of the reference pressure. The pressure measured by the McLeod
gage was obtained from the equation*

-7
P(torr) = 1.023x 10" (h_~h,)(h,-h)) (78)

where the quantities ho’ hl, and h2 are defined in Figure 40 and were measured
experimentally by means of a cathetometer, With care in reading and
proper considerations for systematic McLeod gage errors, an accuracy

. -4
of 1 to 3% can be obtained for pressure measurements as low as 1 x 10 ~ torzr.

*GSee reference 140,

206
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Fig. 40, The schematic representation of the McLeod gage which
defines the quantities ho, hl, and hz.



The three major causes of systematic errors in the use of a McLeod
gage have been investigated by several authors. 141-146 These errors arise
from (1) deviations from Boyle's Law, (2) different capillary depressions in
the capillaries, and (3) mercury vapor streaming from the McLeod gage to the
cold trap which is used to isolate the McLeod gage from the rest of the
vacuum system. Extreme care must be taken to reduce or eliminate these
systematic errors since any one of them may cause an error of 10% or more
in the pressure readings obtained.

Deviations from Boyle'!'s Law or the perfect gas low include the
following: (1) the effect of gases which condense during compression, (2) the
effect of adsorption and desorption of gases on the walls of the gage, and
(3) the £act that a real gas obeys a non-ideal gas law such as that expressed
by the Van der Waal equation. The errors due to these properties are
eliminated by using non-condensable gases such as hydrogen, helium, nitrogen,
argon, etc. and by thoroughly outgassing the McLeod gage system. In the
present work only hydrogen and nitrogen gases were used and the system was
heated while under vacuum in order to remove adsorbed gases.

The mercury streaming error results from mercury vapor streaming
from the McLeod gage into the cold trap which isolates the McLeod gage
mercury from the gage being calibrated. The mercury vapor sweeps along
other gas molecules and exerts the same pumping action as occurs in a

diffusion pump. This process may introduce an error of as much as 25% for
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Nz and 35% for Xe. 141,143

Since the mercury vapor pressure is a strong
function of temperature, 1.9 x 10—4 torr at 0°C and 18.0 x 10_4 torr at
25°C (see reference 142), the streaming error may be reduced by cooling
the McLeod gage mercury. In the present calibration work the mercury
was cooled to approximately -15°C by placing the McLeod gage inside of a
household freezer as shown in Figure 41. Cooling the McLeod gage to a
temperature lower than the temperature of the gas chamber in which the
pressure is to be measured introduces a pressure differential due to the
temperature gradient. A correctionfor this pressure differential caused
by thermal transpiration is given by the ratio (Tg/ Tm)%' where Tg is the
temperature of the gas in the gas cell and Tm is the McLeod gage
temperature. 147 The gas pressure measured by the cooled McLeod gage
was multiplied by this ratio before comparison to the corresponding pressure
measured by the capacitance manometer.

When mercury is raised in a McLeod gage which has been pumped to a
high vacuum, the level of the mercury in each of the capillaries of equal
cross section should be identical. However, the mercury in the capillary above
the mercury reservoir may be uniformly depressed with respect to the side
capillary, This uniform depression will result in an error in the pressure
reading when gas has been introduced. One must determine the extent of this
depression and correct for it, The magnitude of the capillary depression is

determined by stopping the mercury at successive heights in the capillaries
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Fig. 41. A schematic drawing of the apparatus used to check the
calibration of the capacitance manometer at low gas pressures,
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and plotting th versus 1/H (Ah = h2 - h1 and H = ho - hl’ where ho’ hl’ and hZ
are defined in Figure 40), the resulting straight line will intexcept the sh
axis at -Ah d where Ah q is the capillary depression. The true pressure can
then be determined from the following equation

P =K(th + th

P+ a) (79)

where K is the numerical constant given in Equation (78). The sorption
constant a is negligible for the gases, nitrogen (aNz =1x 10—6 cm) and
hydrogen (aH2 =5x 10_8 cm), used in this work. The magnitude of the capillary
depression th g can be reduced or eliminated by proper cleaning of the
capillaries, this cleaning includes thorough outgassing, and by using very clean
mercury. In the present work the capillaries were heated with a torch flame
while the system was evacuated to approximately 2 x 10—7 torr in order to
remove adsorbed gases and only triple distilled mercury was used in the
McLeod gage. In order to determine the extent of capillary depression in the
present work, the mercury was stopped at successive heights in the capillaries
and values of ho, hl’ and hZ measured. The results of these measurements
are represented as a plot of ph versus 1/H in Figure 42. The Ah intercept in
Figure 42 indicates that Ahd is negligible to within an uncertainty of
approximately 1. 0 mm. This uncertainty in Ahd results in an uncertainty in
the calculated McLeod gage pressure of approximately 3% at 1 x 10“4 torr

and less than 2% at 5 x 10”4 torx.
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Fig. 42. The quantity th plotted versus 1/H. The 4h intercept is
the value of the capillary depression, Ahd, for the McLeod gage used in this

wozrke.
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By careful consideration of the systematic McLeod gage errors, the
reference pressure can be obtained with an accuracy of approximately 3% over
-4 -3 .
the pressure range from 1 x 10 ~ to 5 x 10 = torr. Figure 43 shows the close
agreement between the capacitance manometer and McLeod gage pressure
readings. The agreement is well within the experimental uncertainties

associated with each point,
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APPENDIX 11

CALCULATION OF ADDITIONAL LENGTH OF THE COLLISION

CELL DUE TO DIFFERENTIAL PUMPING

An estimate of the additional length of the collision cell due to gas
streaming out of the apertures can be made with the aid of two assumptions.
The first assumption is that the gas exhibits molecular flow in passing out

of the aperture. The conditions of molecular flow are given by

aP <5% (80)
v
where
a = characteristic dimensions in cm
. . . -3
Pp, = gas pressure in microns (1 micron = 10 = torr).

For this calculation the characteristic dimension is taken to be the diameter
of the aperture. Since the diameter of the apertures is less than 0. 062 inches
(0. 157 centimeters) the assumption of molecular flow is valid at gas pressures
less than 10 microns., In the present work the pressure was less than 1 micron
on both sides of the apertures for all cross section measurements,

The second assumption made in this calculation is that the flow out of
the aperture is isotropic. This would indicate that the pressure would decrease
radially outside of the collision cell aperture as l/r2 at distances greater than

the aperture radius. Figure 44 is a sketch of the conditions assumed.

*See reference 140,
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Fig. 44, A sketch of the conditions assumed in calculating the
effective increase in the collision cell path length due to differential

pumping of the cell.
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Under the conditions of isotropic molecular flow the pressure at a
point a where a, is the radius of the aperture, along r is the same as the
pressure within the gas cell. The pressure at a given distance ¥ where r > a
is given by

k.
P= = 81)
X

The constant k is evaluated by the condition that at r = a P= Po; therefore

2
k=P.a (82)

where PO is the measured gas pressure within the collision chamber.

The affects on the measured cross sections caused by gas flowing
out of the apertures are due to the increased value of the product P2
relative to the product of the measured pressure Po inside the collision
chamber and the measured length of the collision chamber 1&0. The total

"effectiver value P4 is given by

2
ta )+ j k/rzdr +f k/xr dr (83)
o J
2 a a

O]. o]

Pt=P 4 +P (a
o 0 (@] Ol

2

where

o
H

effective pressure

4 = effective path length

",
fl

pressure within the gas cell

EoY
[l

measured cell path length
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a = entrance aperture radius
o
1

a = exit aperture radius

2

K = constant determined from Equation (81) .

-4 .

The value of P4 was evaluated for Po =5x 10 ~ as this pressure
was near the center of the range of pressures used in the cross section
measurements. Since P and £ individually cannot be calculated, the results
are most conveniently represented in terms of the percent addition to the
number density Pozo. This percent increase is given by

(Pg-P £ ) x 100
O 0

= % end effects . (84)

P2
oo

The increase in Poﬂo due to end effects may be considered as an effective
increase in the length 1&0 where the pressure is taken to be the measured
value PO. For the short cell (ﬂo = 3. 06 + 0. 06 inches), which had aOl = 0. 020
inches and aoz = 0. 062 inches, the percent effective increase in ﬁo was found
to be 2.7%. Since the apertures were of the same dimensions for the long
cell as for the short cell the additional length due to differential puraping is
also the same; however, the percent increase in the long cell (zo =17.5 + 0. 06

inches) will be less. The effective increase in the length of the long cell was

found to be less than 0.5% based upon this approximate calculation.
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