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Microorganisms play an integral and often unique role in ecosystem functions; however, the
majority of microorganisms remain uncultivated. Due to the limitations of conventional detection
methods, little is known about microbial ecosystems and metabolic capacity. Therefore, we propose to
develop microarray methodology that would identify the novel genomic sequences from microbial
communities. With this technology, the community DNA can be screened for unique sequences when
compared to a background site and the novel sequences represented by decreased hybridization signals
on a microarray. Our research will further strengthen ORNL as a leading institution for integrating
genomics and associated technologies to understand the biocomplexity of microbial ecosystems. The
use of microarray technology would greatly enhance the identification of unique sequences from any
given environment and would be an attractive deliverable.

Introduction
The objective of this project was to develop

technology for the identification of unique and novel
genomic sequences from microbial communities. The
detection of novel community sequences will impart a
more holistic understanding of the structure, functional
stability, and metabolic diversity, as well as aid in the
discovery of uncultured microorganisms. As proposed our
technology would detect unique environmental sequences
and would not be based on previous molecular- and
culture-based techniques. The metagenomic microarrays
(MGAs) would identify clone library subsets; hence,
sequence determination only occurs for clones of interest,
and not the entire library. Moreover, the identification of
functional genes is not directly reliant upon PCR-based
methods. The BAC-libraries allow for the discovery of
linked novel sequences and pathways, in particular the
linked sequences of uncultivable microorganisms. The
importance of system-wide ecology is becoming more
evident, and our techniques would be an instrumental step
for linking uncultivable microorganisms with specific
functional and ecological properties. Another important
issue for any environmental genomics study is the
extraction and purification of high-quality, high-molecular-
weight DNA (HMW-DNA). We have also been working
to develop and improve protocols for the extraction of
HMW-DNA from different environmental samples. We
can achieve DNA fragments over 200 kb, and the DNA is
suitable for general molecular manipulations. Larger DNA
fragments result in a more informative and useful BAC or

fosmid library and are an issue that has not been thoroughly
investigated or evaluated in the literature. We are currently
exploring different techniques for the efficient cloning of
our extracted HMW-DNA.

Technical Approach
Environmental samples pose difficulties in laboratory

experiments, including low biomass, diminished nucleic
acid recovery, high species diversity, and community
complexity. Recent work has sampled the metagenomes
of a soil and a seawater microbial community, and
thousands of clones were generated representing up to
1000 Mbp. The identification of unique and novel
sequences in such large libraries is problematic at best
and requires a vast amount of time and effort even for a
limited subset of clones. Microarray-based genomic
technologies represent a potential revolution in the
biological sciences. However, the usefulness and
performance of these technologies in studies on
environmental microorganisms and microbial ecosystems
are unproven. Because of the heterogeneity and diversity
of environmental samples, enrichment cultures were used
as a proof of principle in order to develop methodologies.

We addressed the issue of hybridization specificity
of large DNA fragments on glass slides, which has not
been previously addressed. Because the construction of
BAC and fosmid libraries can be laborious and tedious,
we tested specificity and sensitivity using HMW-DNA
from bacterial cultures. The relationships between signal
hybridizations and organismal relatedness were
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characterized via multiple approaches and compared to
previous research. Another important issue for any
environmental genomics study is the extraction and
purification of HMW-DNA. Methods were developed and
improved to extract quality, large DNA fragments from
microbial communities from groundwater, sediment, and
enrichment cultures. The isolation of HMW-DNA that is
suitable for cloning is a crucial step to the construction of
non-biased libraries that represent entire communities.
Another issue to be resolved is the purification of cloned
DNA for the printing process. These issues have not been
previously addressed with large-insert cloning vectors and
the deposition of HMW-DNA onto glass slides.

Results and Accomplishments
Early data suggested that bacterial species could be

differentiated at the species level. Further work confirmed
that large, genomic fragments can be differentiated with
microarray hybridization conditions, and that decreased
signal intensities correspond to decreased DNA:DNA
homology. When a mixture of DNA from different
microorganisms was hybridized to the array, hybridization
specificity and signal intensity was maintained. Also, it
was determined that the signal intensities can correlate to
actual cell numbers when at least 104 cells/mL are present,
and hybridization of large genomic fragments could be
quantitative between 0.2–1000 ng. These results indicated
that hybridization specificity can be achieved with mixed
populations of large, genomic fragments and that it will
be possible to differentiate environmentally relevant
microorganisms over 2 to 3 orders of magnitude (site of
interest has 105 to 107 cells/mL). Because the technique
appeared quantitative over a large range, and signal
intensity correlated to DNA:DNA homology, BAC- and/
or fosmid-DNA should be easily differentiated between
environments.

We have also developed and improved protocols for
the extraction of HMW-DNA from different environmental

samples. Effective lysis of microorganisms and recovery
of HMW-DNA of sufficient purity from environmental
samples is critical for comprehensive characterization of
microbial communities using metagenomics approach. The
extraction of HMW-DNA can be limited by biomass
density and the presence of contaminants in many
groundwater and subsurface sediment samples. In this
study, we developed protocols that can be used to achieve
large quantities of HMW-DNA of soil or groundwater
samples. Compared with similar procedures, the approach
uses chemical flocculation to replace density centrifugation
for bacterial cell isolation from soil matrix and thus can
be used in recovering bacterial cells from large quantities
of soil samples of low biomass. Combing in-well-lysis and
electrophoresis separation, DNA fragments sized more
than 300 kb were obtained from the samples. We also
modified a protocol developed in our laboratory previously
and widely used in direct DNA extraction from soil
samples. By application of appropriate amounts of
chemical extraction buffers, the humic substances
recovered in DNA extracts were decreased significantly

Fig. 1. Experiments with different bacteria in pure culture are
shown above. Each spot is genomic DNA from a different bacterium,
and a probe for a single organism is hybridized to the array. When
conditions are modified (i.e., temperature and buffers), only the spot
corresponding to the correct organism is hybridized.

Fig. 2. Purification of HMW-DNA from sediments with improved
grinding methods and extraction buffers.
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and thus greatly facilitated the follow-up purification
procedures. By eliminating Proteinase K treatment, the
protocol can directly isolate DNA of 200 kb fragments.
The purified HMW-DNA was pure enough for restriction
enzyme digestions and PCR amplification. Larger DNA
fragments result in a more informative and useful BAC
library and is an issue that has not been thoroughly
investigated or evaluated in the literature. We then set out
to identify different techniques for the efficient cloning of
our extracted HMW-DNA.

Samples were collected from different FRC
sediments, and enrichment cultures were initiated.
Community structure and diversity were analyzed via SSU
rDNA sequence libraries. Cultures with 5 to 20 species
were selected for library construction.

Communities of interest were used to construct fosmid
libraries. BAC libraries have proved difficult to construct
from mixed microbial communities, and similar results
have been observed by other research groups. The fosmid
approach was selected because the efficiency of cloning
increases significantly with fosmids, and the cloned insert
size is still relatively large (approximately 35 kb).

In order to clone HMW-DNA into fosmid vectors, 5
to 10 µg of DNA was end repaired using the Copy Control
Fosmid Library production kit (Epicentre). End-repaired
DNA was separated on a 1% LMP agarose gel and the gel
slice excised that contained the DNA of interest. The gel
slice was melted at 70°C for 10 minutes and transferred
to 45oC water bath. Pre-warmed gelase buffer and gelase
(1 Unit) were added to every 200 mg of gel and incubated
for 2 h. The reaction was inactivated by incubating at 70°C
for 10 min. The tube containing DNA was incubated in an
ice bath for 30 min and centrifuged at 10,000 rpm for

20 min. The supernatant was precipitated by adding 1/10
volume of 3 M sodium acetate (pH 7.0) and 2.5 volume
of ethanol and incubated at room temperature for 10 min.
The precipitated DNA was centrifuged for 20 min and
washed with 70% ethanol. The DNA pellet was
resuspended in 20 µL of water. DNA concentration was
measured with a nanodrop spectrophotometer. Extracted
DNA was ligated to 0.5 µg of Copy Control pCC1FOS
Vector in 10 µL of total reaction volume.

The ligation mixture was heat inactivated by
incubating at 70°C for 10 min and then combined with
25 µL of the MaxPlax Lambda Packaging Extracts and
incubated at 30°C for 90 min. Subsequently another 25 µL
of the MaxPlax Lambda Packaging Extracts was added to
this mixture and incubated further for 90 min. These
packaged clones were diluted with 1 mL of phage dilution
buffer (10 mM Tris-HCl [pH 8.3], 100 mM NaCl, 10 mM
MgCl2). Packaged phage particles were mixed with 100 µL
of host cells, EPI300-T1R, grown in LB with 10 mM
MgSO4 and with 2% maltose to the cell density of O.D.600
0.8–1.0. The mixture was incubated at 37°C for 20 min
and plated out on LB plates containing 12.5 µg of
chloramphenicol. The plates were incubated at 37°C over
night to select for the Copy Control Fosmid Clones.

The constructed clonal libraries are being used to test
methodology for purification of vector DNA for printing
onto glass slides. The fosmid clonal DNA must be purified
away from genomic DNA of the host cells and be of
sufficient quality and quantity for printing onto glass slides.
Current protocols do not exist for the purification of large
cloning vectors for deposition onto glass slides for
microarray analyses. Because of limitations in current
protocols for high-throughput purifications, we had to
develop new methodology.

Rolling circle amplification (RCA) was pursued for
the random, nonbiased amplification of fosmid clonal
DNA. Fosmid DNAs were purified using the Millipore
bacDNA purification kit. DNA from each well was eluted
with 50 µL of elution buffer. Then, 10 µL of eluted DNA
was amplified using 1 µL of phi29 DNA polymerase
(10 units), 1 µg of T4 gene 32 protein, 3 µg of random
primer (modified at the 3' end), 4 µL of 10 × buffer, 4 µL
of 10 × BSA, 2 µL of 10mM dNTP in 40 µL of total
volume. The reaction was incubated at 30°C overnight.
The concentration cannot be measured unless DNA is
purified. The modified random primer worked much better
than the previous primers (N7, two additional nitroindole
residues at 5' end and a phosphorothioate linkage at the 3'
end) for RCA. Once an ample amount of quality fosmid
clone DNA was obtained, the amplified DNA was purified
and prepared for deposition onto glass slides. After this is
achieved, the determined protocols for hybridization
specificity as determined earlier in the study were tested
with the fosmid clone microarrays.

Fig. 3. Our results with HMW-DNA from nitrate-reducing
enrichments indicate that sizable libraries can be produced (>8,000
clones) with an average insert size between 35 to 40 kb. In addition,
over 800 clones have been generated from a sulfate-reducing
enrichment.
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Conclusions
As a result of the project, we have developed protocols

for the extraction of quality HMW-DNA from mixed
microbial communities and environmental samples. This
was an important and vital methods development for the
project. A manuscript that describes the protocol is being
prepared, and the work has been submitted for presentation
at the national meeting for the American Society of
Microbiology. A manuscript that describes the work
concerned with the hybridization specificity and sensitivity
of genomic fragments in a microarray format has been
submitted and is currently being reviewed. The
construction of fosmid libraries from microbial enrichment
cultures has proven to be an efficient way to develop the
metagenomic approaches, and this work was recently
presented at the International Microbial Genomes
Conference.

When working with mixed microbial communities or
environmental samples that involve iron or sulfate
reduction (which many microbial DOE projects do), the
extraction of quality HMW-DNA with enough quantity
for molecular approaches will always be problematic. We
have developed protocols for the purification of HMW-
DNA from these types of samples, and then used the
HMW-DNA for the construction of fosmid libraries. Once
obtained, the cloned DNA must be prepared in sufficient
quantity for deposition onto glass slides. To circumvent
identified problems, RCA has been proven beneficial for
the non-biased amplification of cloned DNA. Work is
under way to prepare this DNA for printing onto glass
slides and to test the developed protocols to achieve
hybridization specificity between large fragments of
genomic sequences in a high-throughput fashion.
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Simulation of Subsurface Environmental Processes
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This project addresses the development of practical methods for modeling field-scale processes
that control the fate and transport of volatile organic contaminants that may occur as nonaqueous-
phase liquids (NAPLs) and as dissolved or vapor-phase constituents. Models were developed to predict
volatilization rates for dissolved contaminants in groundwater and for NAPL in the unsaturated zone
to the atmosphere or into buildings under natural conditions. Models were also developed to predict
contaminant removal for vacuum extraction, bioventing, and air sparging systems. Formulations were
proposed to describe field-scale liquid-liquid and liquid-vapor mass transfer kinetics for steady-state
and transient (e.g., pulsed) flow conditions. High-resolution numerical experiments were performed
to evaluate the functional form and parameter values for field-scale mass transfer coefficients for the
case of NAPL dissolution in groundwater.

Introduction
Volatile organic chemicals comprise an important

class of subsurface environmental contaminants, which
include solvents, fuel hydrocarbons, and other chemicals
that commonly occur as nonaqueous-phase liquids
(NAPLs). NAPLs that are denser than water (DNAPLs)
are particularly problematic due to their ability to penetrate
deep into aquifers and act as a long-term source of
groundwater contamination and are very common at
industrial sites and throughout the DOE and DoD
complexes. A quantitative understanding of processes that
affect contaminant attenuation is critical to assess long-
term risk and to evaluate remediation alternatives.

Volatile contaminant transport in the vadose zone is
often attributed to vapor-phase molecular diffusion.
Measurements of vapor fluxes from contaminated
groundwater, however, have been reported to exceed those
attributable to diffusion alone. Additional processes that
may induce vapor-phase transport include barometric
pressure changes, water table fluctuations, air displacement
due to water infiltration, and vapor-density variations.
While volatilization from soil and groundwater may be
beneficial from the standpoint of attenuating soil and
groundwater contamination, vapor emissions from the
ground, especially into buildings, can pose significant
health and safety risks.

The rate of contaminant dissolution to groundwater
over time is a crucial factor governing the feasibility and
effectiveness of engineered remediation or natural
attenuation at DNAPL-contaminated sites. Two issues are
of paramount importance. First, how long will it take for
a DNAPL source to become depleted, and second, to what
degree will the contaminant flux from the source zone
decrease with time as the DNAPL mass diminishes?

Quantification of DNAPL dissolution rates is commonly
formulated as a mass transfer kinetics problem. Predictions
of DNAPL dissolution kinetics based on laboratory studies
indicate near-equilibrium concentrations should occur
within a very short travel distance in DNAPL-
contaminated regions. However, such high concentrations
are rarely observed at DNAPL-contaminated sites.

It is apparent that DNAPL dissolution in the field is
controlled to a great degree by heterogeneity in the
distribution of DNAPL and groundwater velocities within
the subsurface, which are extremely difficult to delineate
at a sufficiently fine scale to predict field-scale behavior.
High-resolution numerical experiments offer a much more
efficient means of studying scale-dependent mass transfer
relations and developing practical large-scale mass transfer
functions.

The goal of this project was to develop practical field-
scale models for contaminant mass transfer from NAPL
to air and to water in order to evaluate remediation
feasibility by natural attenuation and/or engineered
systems.

Technical Approach
Volatilization from Groundwater

A model was developed to predict contaminant fluxes
due to volatilization from groundwater that considers (1)
vapor-phase molecular diffusion, (2) a dispersive vapor
flux due to periodic (sinusoidal) barometric pressure
fluctuations, (3) dispersive transport due to water table
fluctuations, (4) aqueous-phase advection in the vadose
zone associated with upward or downward unsaturated
water flow, and (5) vertical aqueous dispersion in the
saturated zone. An analytical solution to the governing
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equations for steady-state conditions was derived, yielding
an apparent first-order volatilization coefficient with
respect to the dissolved groundwater concentration. Model
sensitivity analyses were performed for a range of
parameter values to evaluate the magnitude of
volatilization losses and effects of various processes and
factors.

Volatilization from NAPL
A model was also derived to predict NAPL mass loss

versus time due to volatilization of NAPL present in the
unsaturated zone considering the same processes discussed
above. Solutions are obtained by treating the contaminated
zone as a moving boundary or as a stirred reactor to bracket
effects of diffusive-dispersive mixing. Equilibrium
partitioning is assumed, which is expected to be valid
provided unsaturated hydraulic fluxes are not large.

Indoor Air Intrusion
 A model for vapor intrusion into buildings overlying

contaminated soil was developed considering the processes
described above and additionally (1) multicomponent
NAPL mixtures with vapor partitioning controlled by
Raoult’s Law based on the time-dependent mole fraction
composition of the NAPL, (2) aerobic contaminant
biodecay in the soil at rates controlled by oxygen transport
into the soil and by species-dependent oxygen utilization
coefficients, (3) advective-diffusive vapor transport
through foundation cracks, (4) air cross-flow through the
soil and foundation subbase, (5) building dilution due to
ventilation rate, (6) health risk associated with indoor air
inhalation, and (7) consideration of uncertainty in model
parameters using a first-order error analysis. Sensitivity
analyses were performed, and previously published data
from field sites were analyzed.

Soil Vapor Extraction
Models for remediation using active or passive soil

vapor extraction, bioventing, and air sparging were
implemented that consider non-equilibrium NAPL-vapor
partitioning. The model is unique in the use of a mass-
transfer function that accounts for diffusive and velocity-
dependent dispersive mass transfer that can accommodate
pulsed-flow conditions. The models predict remediation
time and life-cycle remediation cost based on defined unit
capital and operating costs. A technique was developed to
monetize the cost attributable to uncertainty in site
properties due to deviations between computer-optimized
and actual optimum remediation designs. Total design cost
penalty is defined as the root mean square sum of the cost
differentials between the model-optimized design
performance and the actual system as estimated from
sensitivity analyses.

DNAPL Dissolution Kinetics
Field-scale DNAPL dissolution kinetics was studied

using a high-resolution numerical model for DNAPL
percolation into a heterogeneous aquifer followed by
dissolution in moving groundwater. Parameters in an
empirical field-scale mass transfer function were
determined by fitting the model to predicted average fluxes
from the DNAPL source zone.

Results and Accomplishments
Volatilization from Groundwater

Simulations were performed to assess the contribution
of barometric and water table fluctuations on vapor
transport. The results indicated that dispersive fluxes are
increasingly important as the frequency of fluctuations
increases. Thus, seasonal water table fluctuations have
little impact, while high-frequency (e.g., tidal) fluctuations
are more significant, especially if air-filled porosity is low
and/or groundwater is relatively deep. The ratio of
dispersive flux due to barometric pressure fluctuations to
diffusive flux is predicted to increase sharply with
groundwater depth. For systems with low air-filled
porosity, barometric pumping is predicted to be the
dominant transport mechanism, while diffusion dominates
for soils with high air-filled porosity and/or for shallow
soils.

Simulations of perchloroethylene (PCE) volatilization
from groundwater were performed for a range of site
conditions. The results (Fig. 1) indicate that volatilization
decreases sharply with groundwater depth up to a point
and may exhibit slight increases with depth in certain
circumstances due to barometric pumping effects.
Volatilization coefficients are greatest for soils with high
air-filled porosity. Net volatilization rate is decreased by
a downward hydraulic flux in the vadose zone and
increased by an upward hydraulic flux. Considering that
apparent first-order biodecay coefficients for PCE in
groundwater are less than the volatilization coefficients
computed for many of the scenarios here, volatilization
losses may represent a more important attenuation
mechanism in many cases than has previously been
thought.

Volatilization from NAPL
A simulation was performed for DNAPL volatilization

from a soil initially contaminated with PCE at
1000 mg · kg–1 from the ground surface to the water table
at a depth of 10 m. The soil is assumed to have an air-
filled porosity of 0.2 and an air permeability of 10–10 m2

(1 darcy). Results for unsaturated zone hydraulic fluxes of
0, 0.003, and 0.01 m · d–1 are presented in Fig. 2. Computed
times for complete NAPL depletion from the soil are 123,
69, and 31 years, respectively. These durations would
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decrease or increase in direct proportion to the initial
DNAPL mass. Shallow contaminant sources would deplete
much faster. The results indicate volatilization may be a
significant loss mechanism but that leaching losses may
be the dominant mechanism for deep NAPL sources.

Indoor Air Intrusion
The vapor intrusion model was verified by

comparison to available field data for two sites. One site
was a sandy soil in New Jersey with groundwater ~6 m
below ground surface, and the second site was a fine-
grained soil in southern California with groundwater at a
depth of ~2 m. Both sites were contaminated with fuel
hydrocarbons. Measured indoor air concentrations fell
within the confidence limits of predicted concentrations
for all monitored species considering uncertainty in model
parameters. Sensitivity analyses were performed to assess
potential effects of model parameters on indoor air
concentrations, health risk in the absence of further
remedial action (baseline risk), and groundwater cleanup
level required to meet a baseline risk of 10–6 for a
hypothetical problem involving a sandy soil with dissolved
benzene in the groundwater below a building with a
shallow basement. The results (Table 1) indicate that
indoor air concentration and baseline risk are most
sensitive to soil type, which strongly affects diffusive

transport from groundwater to the
building and advective air intrusion rates.
An otherwise similar site with fine-
grained soil or with slab construction
rather than a foundation would meet the
risk criteria without further remediation.
The effects of biodecay are particularly
interesting. Although the indoor air
concentration and baseline risk for the
base case, which accounts for biodecay,
is only ~1/2 of that predicted if biodecay
is disregarded, the risk-based cleanup

Fig. 1. Apparent first-order volatilization coefficients versus
groundwater depth for selected air permeability, air saturation,
unsaturated zone water fluxes and other parameters described in text.

Fig. 2. Soil NAPL depletion versus time due to volatilization and
leaching with different hydraulic fluxes for example problem.

Table 1. Effects of various factors on indoor air concentration, baseline health risk 
and risk-based groundwater cleanup level 

Case 
Mean indoor air 

concentration 
(µg m3) 

Baseline risk 
Groundwater 
cleanup level 

(µg L–1) 
Base Case 6.8 1.7 × 10–5 2,300 
1—higher source concentration 79.4 2.0 × 10–4 2,300 
2—finer grained soil 0.001 3.0 × 10–9 34,000 
3—slab on grade foundation 0.16 4.1 × 10–7 10,000 
4—no foundation cross-flow 41.7 1.1 × 10–4 900 
5—no source attenuation over time 46.5 1.2 × 10–4 800 
6—no barometric pumping 4.8 1.2 × 10–5 2,350 
7—no biodecay 19.0 4.9 × 10–5 100 
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level is 23 times higher. This effect arises because biodecay
induces a shift in the relation between indoor air
concentration and groundwater concentration (Fig. 3). The
magnitude of the shift represents the biodecay capacity of
the soil. The results indicate that disregarding soil
bioattenuation capacity can result in risk-based cleanup
levels that are greatly overpredicted and hence more costly
than necessary to meet risk criteria.

Soil Vapor Extraction. Computer models are most
often utilized to evaluate the effectiveness of alternative
remediation system options and to optimize system design.
Models are rarely utilized in parallel with site
characterization efforts to guide site investigations and
minimize total costs. To assess the potential benefits of
models to guide characterization efforts, a hypothetical
problem was analyzed involving a hydrocarbon-
contaminated site. The model was used to optimize design
variables for a bioventing remediation system using
estimates of mean site parameters. The total remediation
cost in net present value (NPV) was computed to have an
expected value of $432,000 with confidence limits from
$372,000 to $520,000 considering uncertainty in site
parameters. An analysis of variance of the cost uncertainty
with respect to individual site properties (Table 2)
indicated that 68% of the cost uncertainty was due to
uncertainty in the NAPL mass at the site. The design cost
penalty (Fig. 4) associated with uncertainty in NAPL mass,

however, was negligible. The largest design cost penalties
were due to uncertainty in air-filled porosity and air
permeability, which were minor contributors to the cost
uncertainty. The magnitude of the design cost penalty for
porosity and air permeability represent the maximum
expenditure that would be cost justified in terms of
reducing actual remediation costs. The large effect of
NAPL mass on uncertainty in estimated cost reflects the
fact that remediation time and hence total operating costs
are nearly proportional to the NAPL mass. However, the
remediation system design is largely controlled by system
hydraulics that govern mass removal efficiency. Large
expenditures to reduce uncertainty in NAPL mass would
enable more accurate predictions of remediation time and
cost to be made, but the effort would not pay off in terms
of actually reducing the cost.

DNAPL Dissolution Kinetics
The distribution of residual trichlorethylene (TCE)

was simulated for a DNAPL release into a 10-m × 10-m ×
10-m heterogeneous aquifer region discretized into
1,000,000 computational cells (Fig. 5). TCE dissolution
and dissolved-phase transport was simulated until
essentially all DNAPL was removed from the domain.
Field-scale mass transfer coefficients were computed as a
function of time from average simulated contaminant
fluxes leaving the model domain. Field-scale coefficients
were found to be a linear function of mean groundwater
velocity, in contrast to lab studies that indicate
proportionality with velocity to a power of ~0.7. This
finding is significant because linear dependence implies
that reductions in mean groundwater flow will result in
greater reductions in contaminant fluxes than would be
predicted based on lab correlations. Engineering measures
aimed at reducing flow through DNAPL source zones
could significantly improve the effectiveness of natural
attenuation processes.

Fig. 4. Conceptual representation of design cost penalty with respect
to a single variable.

Table 2. Model-predicted uncertainty in remediation cost as 
a percent of total variance and design cost penalty as a 

function of various uncertain site parameters 

Parameter Cost uncertainty  
% of variance 

Design cost 
penalty, $K 

Total contaminant mass 68 <1 
Biopreference coefficient 10 <1 
Air permeability 10 21 
Air-filled porosity 8 23 
Other parameters 4 3 
 

Fig. 3. Predicted indoor air concentrations with and without
biodecay.
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Computed field-scale (“lumped”) mass transfer
coefficients vary approximately in proportion to relative
DNAPL mass raised to an empirical “depletion exponent,”
which was observed to be less than one for DNAPL zones
with laterally extensive DNAPL pools or lenses and greater
than one for regions with randomly distributed DNAPL
“fingers” regions. The field-scale numerical model results
contrast sharply with numerous published lab-scale
studies, which yield depletion exponents that are
consistently less than one and net mass transfer coefficients
that are much larger than those predicted here to occur at
the field scale. A closed-form analytical solution for source
concentration versus time was derived using the lumped
field-scale mass transfer function subject to mass balance
conditions. The model predicts that source zones with
depletion exponents less than one will exhibit small
reductions in effluent concentrations over time until most
of the DNAPL is depleted when concentrations decrease
sharply. Source zones with exponents greater than one are
predicted to exhibit more gradual concentration decreases
with time as DNAPL mass diminishes. The analytical
model results are confirmed by the high-resolution
numerical simulation results, which show DNAPL lens
dominated zones (with small depletion exponents) exhibit
slow reductions in source concentration with time as mass
depletion proceeds, whereas finger-dominated regions
(with high depletion exponents) exhibit steady declines
in source concentration with time as depletion occurs
(Fig. 6). These findings indicate that DNAPL source
concentrations and fluxes may decrease much more
substantially over time than has been commonly presumed,
especially for finger-dominated DNAPL zones. The simple
analytical model provided reasonably accurate predictions
of source depletion versus time (Fig. 6). Since this model
is amenable to calibration from reasonably attainable field

data, practical projections of DNAPL source attenuation,
which is critical for assessment of long-term natural
attenuation effectiveness, should be possible.

Summary and Conclusions
This project has resulted in significant advances in

our understanding and ability to predict the behavior of
organic contaminants that occur as NAPLs and as aqueous-
and vapor-phase constituents in soils and groundwater.
The knowledge and modeling approaches will enable
remediation of contaminated sites to be performed more
efficiently, with less uncertainty and lower costs.

Funding has been secured from DoD-SERDP to
develop models to assess effects of physical and biological
processes on natural attenuation at DNAPL sites ($636K
total ORNL budget). DOE has just released an RFI for
work on natural attenuation at DNAPL sites, which is being
pursued. Funding has also been obtained that focuses on
development of models for metal-contaminated sites from
SERDP (~$110K for modeling tasks) and from DOE-
NABIR (~$400K for modeling tasks).

Fig. 5. Simulated initial residual DNAPL distribution in model
domain.

Fig. 6. Relative concentration versus time for DNAPL source zones
dominated by fingers (top) or lenses (bottom). Points are high resolution
numerical model results and lines are analytical model.
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Ecosystem Genomics—An Emerging Opportunity for Environmental Research
S. P. DiFazio,1 S. Jawdy,1 L. Gunter,1 B. A. Wilson,2 and A. Brunner3

1Environmental Sciences Division
2Department of Biology, Jackson State University

3Forest Science Department, Oregon State University

We have undertaken a research program that capitalizes on the poplar genome sequence as an
entry point for studying the molecular bases of ecologically significant processes such as flowering,
drought adaptation, and response to perturbations such as elevated carbon dioxide. Analytical techniques
for studying molecular underpinnings of phenotypes are currently most developed for association
studies involving qualitative traits such as disease incidence. Therefore, as a proof of principle, we
analyzed gender in poplar because this is an easily assayed qualitative trait that is under complex
genetic control.1 Determination of gender is most likely under the control of floral meristem identity
genes, which in turn are regulated by transcription factors that control the transition of a vegetative
meristem to a floral meristem, and transduction of environmental signals such as day length, light
quality, and cold. We identified a total of 98 polymorphisms in 4.1 kb of mostly noncoding sequence
in putative regulatory regions of four floral homeotic genes. There were substantial levels of linkage
disequilibrium between polymorphic sites for three of the sequenced regions, suggesting that these
polymorphisms could be under selection. There were no significant associations with gender for any
of the sequenced polymorphisms. This is the first study of nucleotide polymorphism and linkage
disequilibrium for wild poplar trees and provides important baseline data for future association studies
in this model organism.

Introduction
Ecosystem genomics has vast potential for enhancing

understanding of ecosystem functioning as genomic
information, methods, and analysis tools continue to
develop. However, at present these tools are in an early
stage of development, and much exploratory and proof-
of-principle work is needed to develop and validate
approaches for extending genomic information to
ecosystem scales. We have begun this research program
by focusing on a single model species that plays a dominant
role in many ecosystems: the poplar tree (Populus spp.).
There are many reasons that poplar serves as an excellent
bridge from current, single-species genome studies to an
ecosystem scale. First, poplar shares many of the desirable
characteristics of other model species: it has a small
genome size (550 Mb, 4 times larger than Arabidopsis
and comparable to rice), it is readily transformed and
clonally propagated, genetic linkage maps and large
pedigrees exist, controlled crosses are readily performed
within and between species, and a great deal is known
about poplar physiology and genetics.2 In recognition of
its utility as a model species and relevance for agency
objectives, the Department of Energy has sequenced the
entire poplar genome, thus placing poplar in the same class
as the handful of other model eukaryotes whose genomes
have been sequenced.3

In addition to its characteristics as a model species,
poplar provides an excellent point of departure for
ecosystem research. The poplar genus consists of 29
species distributed throughout the northern hemisphere
across a wide range of ecological amplitude.4 Poplars often
play a keystone role in riparian ecosystems, where they
are pioneers on newly formed sediments and may be the
dominant tree species on the landscape (e.g., in the high
desert and intermountain west).5 Individual poplar
populations harbor a tremendous amount of genetic
diversity in adaptive traits due to an outcrossing breeding
system and extensive potential for gene flow among
populations.6 Also, closely related, sympatric poplar
species form natural hybrid zones, further increasing the
range of genetic variation in wild populations and creating
excellent opportunities for studying the genetic
mechanisms controlling species distributions.7 Therefore,
poplar offers an immediate opportunity for tractable
studies of the molecular bases of adaptation with
ecosystem-scale implications.

Association Studies for Detecting Molecular
Bases of Adaptation

The study of the genetic basis of adaptation has long
been of interest to evolutionary biologists and applied plant
and animal breeders, and a rich array of analytical
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techniques have been developed.8,9 Early attempts at
quantifying the effects of natural selection focused on
spatial and temporal changes in phenotypes and, later, on
changes in gene frequencies in response to environmental
gradients or stimuli.10–12 With the advent of high-density
genetic maps, it became possible to identify quantitative
trait loci (QTL) for traits with adaptive and/or commercial
value, based on linkage with neutral molecular markers.13,14

QTL analysis allows the identification of chromosomal
segments containing one or more genes with quantifiable
effects on adaptation, and a number of groups have
successfully cloned genes of adaptive and commercial
significance using this technique.15

Despite its widespread adoption and application, QTL
analysis has some substantial limitations for the discovery
of adaptive molecular polymorphisms. First, the size of
the region identified by QTL analysis depends on the
amount of linkage disequilibrium in the genome segment,
which in turn is determined by the effective population
size, selection, and local recombination rates.16,17 Large
amounts of linkage disequilibrium can result in
identification of extensive genome segments containing
hundreds of candidate genes and thousands of
polymorphisms, making it nearly impossible to identify
the genes and polymorphisms of adaptive significance.15,18

Alternatively, low levels of linkage disequilibrium can
make initial detection of adaptive QTL extremely difficult,
requiring a very high density of mapped molecular
markers.19 Also, the range of inference of QTL analysis
can be unacceptably narrow. Robust identification of QTL
requires large pedigrees containing several hundred
progeny, so these analyses are usually performed in one
or two families only, especially in the case of forest trees
for which progeny tests are large and expensive. QTL
effects may not be conserved across families because of
epistatic effects of the different genetic backgrounds.8,20

Finally, adaptive polymorphisms identified in the context
of controlled crosses and field trials may have little
significance in wild ecosystems because of different
selection pressures and genotype by environment
interactions.21,22

An alternative approach to identifying adaptive
polymorphisms is to take advantage of naturally occurring
variation in a species and search for statistical associations
with molecular polymorphisms.19,23 This approach has been
most commonly applied to qualitative traits such as case-
control studies of human disease using individual single
nucleotide polymorphism (SNP) markers or population
haplotypes consisting of SNP’s in linkage
disequilibrium.24,25 This is an extremely active area of
research, with a number of notable successes in identifying
disease genes.26 However, skeptics have questioned the
value of haplotype-based association studies because of
uncertainties about the level of disequilibrium and hence

the number of makers required for full genome
coverage,16,27 the confounding effects of population
structure, epistasis, allelic heterogeneity, and the
difficulties in establishing a causative link between
polymorphisms and phenotypes.19,28,29 A solution that
addresses many of these concerns is the use of candidate
genes to narrow the search for adaptive polymorphisms
and thus reduce the number of markers that must be
screened.15,20,23 A candidate gene approach is particularly
appropriate for a species like poplar, which has an
outcrossing breeding system, high levels of genetic
variation within wild populations, extensive gene flow
among populations, and continuously large population
sizes for thousands of generations, all of which suggests
that linkage disequilibrium will be quite low.16,30 Therefore,
a tremendous number of markers would likely be required
for a whole-genome scan for associations with adaptive
phenotypes, a prospect that would be prohibitively
expensive with current technology. However, information
from model organisms such as Arabidopsis can guide the
identification of candidate genes in poplar based on
sequence homology, and these can be used in hypothesis-
driven searches for polymorphisms with adaptive
significance.

Pilot Study: Molecular Control of Gender
Determination in Poplar

Analytical techniques are currently most developed
for association studies involving qualitative traits such as
disease incidence. Therefore, as a proof of principle, we
analyzed gender in poplar because this is an easily assayed
qualitative trait that is under complex genetic control.1,31

Sex expression has been intensively studied in poplar
because of its central importance in breeding and safety
of genetically engineered plantations.32 Also, sex
expression has attracted considerable attention in model
species such as Arabidopsis, in part because of the
potential for direct improvements to food production
through alteration of floral meristems, and also because
of the central evolutionary importance of flowering.
Determination of gender is most likely under the control
of floral meristem identity genes, which in turn are
regulated by transcription factors that control the transition
of a vegetative meristem to a floral meristem, and
transduction of environmental signals such as day length,
light quality, and cold.33 A large number of these genes
have been identified in Arabidopsis, and a number of
poplar homologs have been sequenced as well. The floral
meristem identity genes are of particular interest, because
they specify the formation of floral organs, and are likely
to be involved in sex determination. In fact, overexpression
of versions of poplar homologs of the transcription factors
AGAMOUS and LEAFY resulted in production of female
floral structures by a male poplar clone.34 This suggests
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that gender could be determined by a small number of
sequence differences in regulatory elements and/or
structural genes. This supposition is supported by results
from an intensive effort aimed at finding neutral markers
linked to sex determination in poplar35 and willow (a
member of the same family as poplar), which resulted in
identification of only a single locus under complex genetic
control.31 By focusing on candidate genes known to affect
floral morphology and gender, we should greatly enhance
the prospects for elucidating the mechanism of gender
formation.

Candidate Genes for Gender Determination
The ABC model of floral organ determination is a

generally accepted framework for the actions of floral
homeotic genes. Briefly, A-function genes specify sepal
and petal formation, B-function genes specify petals and
stamens, and C-function genes specify carpels. Petals
require both A and B genes, and stamens require both B
and C.36 Genes from each of these functional classes have
been isolated and sequenced in poplar, and we have reason
to believe that each may be involved in gender
determination.

LEAFY: This gene controls transition of vegetative
meristems to inflorescence meristems, so it is upstream of
the “ABC” genes. As a bud is forming, a decision point
determines whether it will become a branch or a flower.
LEAFY expression is intimately involved in that decision,
and LEAFY probably controls expression of the other
floral genes involved in the ABC model. The poplar gene
is called PTLF:.37 Overexpression of this gene in poplar
has caused a male tree to produce hermaphroditic and
female flowers.34 There is a Sort Interspersed Nuclear
Element (SINE) insertion in the promoter region of this
gene, and the region around the insertion is strongly
differentiated between male and female trees (A. Brunner,
unpublished data).

APETALA1: This is an A-function gene that specifies
petal and sepal formation. Its possible role in gender is
unknown, but it regulates expression of some of the genes
involved in specifying male and female structures. The
poplar genes are called PTAP1-1 and PTAP1-2
(A. Brunner, unpublished). .

AGAMOUS: This is a C-function gene, and
knockouts result in completely sterile flowers. The poplar
versions are called PTAG1 and PTAG2.1 Overexpression
of PTAG2 has caused male poplar trees to produce female
flowers.34

Objectives
Objectives for this study were to explore molecular

mechanisms of gender determination in poplar trees using
a SNP association approach and assay allelic diversity and

patterns of variation in major floral organ identity genes
in poplar populations.

Technical Approach
Plant Collections

To accomplish the main objectives of this study, it
was necessary to assay male and female trees that
represented a cross section of the genetic variability that
is present in P. trichocarpa populations. We therefore
sampled trees across an east-west transect that represents
the major axis of environmental variation in the range of
Populus trichocarpa. We sampled trees from
7 populations, 3 of which were on the xeric east side of
the Cascade mountains, and 4 from the more mesic west
side of the Cascades (Table 1). Collections were made in
November 2002. Many of the trees were selected because
gender and microsatellite profiles had been determined
for a previous study.38 The remaining trees were
haphazardly selected, taking care to avoid sampling
multiple ramets from the same clone. We determined
gender for trees with accessible floral buds. In total we
analyzed 28 males, 26 females, and one cosexual tree that
produced male, female, and hermaphroditic flowers, a
fairly common occurrence in poplar.39

Neutral Variation
We assessed variation for eight microsatellite loci

derived from random genomic sequencing and an
enrichment40 (Table 2). We calculated genetic distance as
the sum of squared differences between loci41 and
determined relationships among genotypes using the
Unweighted Pair-Group Method using Arithmetic means
in the PHYLIP software package.42 We also calculated
differentiation based on provenance (east versus west) and
gender using Rst and exact tests in the Arlequin program.43

Selection of Genotyping Targets
It appears that poplars of each gender retain the ability

to produce floral organs of the alternate gender, based on

Table 1. Locations of sample collections 
F, female; M, male; MF, cosexual. 

Location is relative to the Cascade mountain range, 
which casts a substantial rain shadow to the east 

Site F M MF Location 
Hood River 0 3 0 West 
Marchel 11 12 0 West 
River Ranch 6 6 0 West 
Scappoose 0 0 1 West 
John Day  2 1 0 East 
Snake River 1 3 0 East 
Umatilla 6 3 0 East 
Total 26 28 1   
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the occurrence of cosexual genets and the conversion of
gender in transgenics. We therefore hypothesized that
gender was determined primarily by the patterns of
expression of regulatory genes. We focused on known and
suspected regulatory regions of some of the key regulatory
genes involved in floral organ identity: PTAG1, PTAG2,
PTLF, and PTAP1. We further refined our sequencing
targets by comparing the genome sequence of the female
clone, Nisqually-1, which has recently been sequenced
by DOE’s Joint Genome Institute, to sequences previously
determined for a male clone.1,37,44

Polymorphism Detection
We tested two main approaches for discovering

polymorphisms in our candidate gene regions: cloning and
sequencing of PCR fragments, and direct sequencing of
PCR products. In the first approach we PCR-amplified
2-kb fragments of each gene and cloned these using the
Topo-TA cloning kit (Invitrogen). We then sequenced 3 to
10 clones per individual for each fragment, using universal
primers for the initial forward and reverse sequences, and
then designing specific sequencing primers for internal
sequence. For direct PCR sequencing we amplified 500-
to 700-bp fragments from the regions of interest, purified
the products with EXO-SAP kits, and then sequenced the
products directly. All amplifications were accomplished
with Pfu DNA polymerase (Stratagene), and all sequencing
was done with Big Dye Terminator kits (ABI). All
sequencing and fragment analysis was accomplished on
an ABI 3700 capillary sequencer.

SNP Analysis
We created alignments for each gene fragment using

the Phred/Phrap/Consed suite of base calling and assembly
programs.45,46 We identified polymorphisms using
Polyphred, an add-on to the above package that calls
heterozygous bases for diploid sequences.47 We processed

the Polyphred output with a series of PERL scripts to
identify haplotypes and format data for input into the
programs for further analysis. For haploid data, derived
by sequencing cloned fragments, haplotype diversity could
be assessed directly using the Arlequin program, and
comparison among haplotypes was accomplished using
Jukes and Cantor genetic distance measure using the
DNAdist program in the PHYLIP package, followed by
construction of a UPGMA dendrogram. For diploid data
derived by sequencing PCR products directly, haplotypes
were inferred from allele frequencies using the maximum
likelihood routine in the Arlequin package.43

We tested for linkage disequilibrium between all pairs
of loci using exact tests as implemented by the Arlequin
package for both haploid and diploid data. We used a
Bonferroni criterion for significant linkage: the critical
value for each gene fragment was calculated as 0.05/N,
where N is the number of pairwise comparisons.

Results
Neutral Variation

The eight microsatellite loci were highly polymorphic
in these populations, with 10 to 28 alleles observed for 37
to 44 individuals. Expected heterozygosities ranged from
0.59 to 0.97, but observed hetorozygosities were
considerably lower, ranging from 0.45 to 0.94 and with
FIS values between 0.09 and 0.30. These low-to-moderate
FIS values may indicate that pooling of the samples has
not caused a substantial Wahlund effect.48 Furthermore,
there was no evidence of differentiation between East and
West trees (RST = –0.021, P = 0.68 ± 0.04) and male and
female trees (RST = 0.083, P = 0.41 ± 0.05). Sampling was
inadequate to assess pairwise population differentiation,
so it is impossible to definitively assess the severity of the
Wahlund effect caused by pooling these samples. However,
a cluster analysis did not indicate substructure among these
populations (Fig. 1), and the extremely long gene flow
distances characteristic of P. trichocarpa have probably
inhibited population differentiation for neutral loci in this
species.30,38

Polymorphisms and Patterns of Linkage
Disequilibrium
Overall Patterns

In total we produced over 2600 sequences for this
project, and 832 of these were of sufficient length and
quality to be included in the final alignments. We
successfully surveyed 3638 bases of noncoding DNA and
498 bases of coding DNA in the vicinity of four floral
homeotic genes (Table 3). We identified 98
polymorphisms, including 86 single nucleotide
polymorphisms (SNPs) and 12 insertion/deletion (indel)
polymorphisms. Ninety-two of the polymorphisms were

Table 2. Characteristics of microsatellite loci used 
for assessment of neutral variation 

in poplar samples 
LG, chromosomal linkage group on which marker is 

located;56 N, number of trees; He, expected 
heterozygosity; Ho, observed heterozygosity; 

Fis, fixation index 
Marker LG N Alleles He Ho Fis 
O15 XVII 33 25 0.95 0.94 0.01 
O349 IV 35 10 0.77 0.63 0.18 
P2515 XIV 36 15 0.87 0.78 0.11 
P2571 X 36 10 0.84 0.69 0.17 
P2585 XV 29 13 0.83 0.59 0.30 
P2610 VIII 33 10 0.59 0.45 0.22 
P2885 XII 30 11 0.83 0.67 0.19 
P649 XIII 32 37 0.97 0.75 0.23 
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located in noncoding DNA, with 79 polymorphisms in
upstream regions and 13 in introns. The only
polymorphisms identified in coding regions were in the 5'
untranslated region (UTR) of the PTAG1 gene. No
polymorphisms were observed in 229 bp of exon sequence.
In total, 169 sites showed significant LD, the vast majority
of which were in the 5' region of PTAG1 (Table 4). There
was no apparent relationship between LD and distance
between sites (Fig. 2).

PTAG1
We sequenced portions of a cloned 2-kb fragment that

began 1750 bp of upstream of the transcription start site,
and extended 269 bases into the 5' UTR region. The first
1800 bp of sequence corresponds to a previously
undescribed Ty1-copia class retrotransposon,49 designated
PtOP1. We observed a total of 51 SNPs in this region and
no indels (Fig. 3). There were 36 different haplotypes
observed among the 62 sequenced chromatids, and these
ranged in frequency from 1.6% to 20%. There was

significant linkage disequilibrium between 166 pairs of
loci in this region (Fig. 4; Table 4). There were no
significant differences in patterns of polymorphisms
between males and females in this region, and patterns of
linkage disequilibrium were similar between the two
genders (Fig. 4). There were also no apparent patterns of
relationships among haplotypes to suggest an association
between these polymorphisms and gender (Fig. 5).

We also sequenced the 292 bases immediately
upstream of the transcriptional start site, and 269 bases of
the 5' untranslated region (UTR) (Table 4). In total we
observed 13 polymorphisms, including two indels, and
22 haplotypes among the 56 assayed chromatids. Six of
the SNPs were in the 5' UTR. No linkage disequilibrium
was detected between the 156 pairs of polymorphic loci
in the 561 bp region flanking the start site (Table 4).

Finally, we sequenced portions of intron 5 and exon 5
of the PTAG 1 gene, directly from a PCR product spanning
positions 7060 to 7419. We observed 23 polymorphisms
in this region and one indel, with a total of 23 haplotypes
among the 25 PCR products examined. All of the
polymorphisms were in the intron, and there were no fixed
differences between males and females. We observed no
significant LD between any of these polymorphisms.

PTAG2
For the PTAG2 gene we focused on a region 5' of the

transcriptional start site that contained a large (426 bp)
insertion/deletion polymorphism that differed between the
initially sequenced male and female clones. This indel was
particularly intriguing due to the presence of a 30 bp
tandem repeat that could be indicative of a protein binding
site, suggesting a possible regulatory role. A PCR assay
using primers flanking the site of the insertion revealed
that 22 out of 24 trees possessed at least one copy of the
insertion, and four trees were heterozygous for the insertion
polymorphism. The polymorphism was approximately
equally divided between males and females, with one
homozygote of each gender, and 2 male and one female

Fig. 1. UPGMA dendrogram depicting relationships among
multilocus microsatellite genotypes. Distance measurement was the
sum of squared pairwise differences in allele sizes (Slatkin 1995).

Table 3. Frequency of polymorphisms 
identified in coding and noncoding regions 

P, number of polymorphisms observed 
 Length P Rate (snp/kb) 

Noncoding 
Upstream 2605 79 30.3 
Intron 1033 13 12.6 
Total 3638 92 25.3 

Coding 
5' UTR 269 6 22.3 
Exon 229 0 0.00 
Total 498 6 12.1 
     Total 4136 98 23.7 
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heterozygotes. In addition, the cosexual tree was
heterozygous for the polymorphism.

We also sequenced this PCR product for 17 trees.
There were 12 polymorphisms in all, but nine of these
occurred in just one female individual, and 5 were indels.
The sequence of the large indel and flanking region was
invariant for the 6 male trees we sequenced. No significant
linkage disequilibrium was detected among the three
polymorphisms with sufficiently high variation to allow
testing.

PTAP1-1
There has been some uncertainty about the number

of AP1 homologs in poplar due to the detection of multiple
cDNAs corresponding to PTAP1-1, during initial cloning
(A. Brunner, unpublished). One of the cDNA’s had the
entire 3' portion of the gene deleted following exon 5. It
was unclear if this was due to alternate splicing or presence
of a third gene. Furthermore, Southern blots suggested
that there might be two copies of PTAP1-1 in females but
not in males (A. Brunner, unpublished data). We therefore
amplified the region between exons 5 and 6 to determine
if a length polymorphism existed that differentiated male
and female trees. Amplification of 30 trees, 15 males, 14
females, and one cosexual, failed to reveal any such
polymorphisms, suggesting that alternative splicing
accounts for the heterogeneous cDNAs rather than

Fig. 2. Relationship between pairwise distance between
polymorphisms and the occurrence of linkage disequilibrium for all
sequenced fragments.

Fig. 3. Polymorphisms in a portion of a cloned fragment of the
upstream region of the PTAG1 gene, which corresponds to a portion
of the retrotransposon PtOP1. Individual trees are in rows, with a
trailing F or M indicating female or male, respectively, and MF
indicating a cosexual tree. Position relative to the start site is indicated
in the first row.

duplicated loci. We also sequenced these PCR products
and discovered five polymorphisms that were present in
both male and female trees. All polymorphisms were
located in introns. There was significant LD between
3 pairs of these polymorphic sites (Table 4).

PTLF
We focused on the 5' region of the PTLF gene that

contained a SINE (short interspersed nuclear element)
which also showed substantial similarity to a SINE in the
5' region of the PTAP1-1 gene. We identified nine
polymorphisms in this region, four of which were indels.
Three of these polymorphisms showed significant LD in
males and four in female trees. There was no evidence of
differentiation between males and females, however, and
three of four pairs showed LD in both genders.

Discussion
Rates of polymorphism were moderately high in the

regions we surveyed, more than an order of magnitude
greater than polymorphisms observed in Arabidopsis
(1 per kb,50 about five times greater than Fugu (4 per kb51),

 

Table 4. Polymorphisms, linkage disequilibrium, and differentiation between males and females for sequenced fragments 
T, type of fragment: H, haploid, D, diploid; N, number of trees sequenced; F, females; M, Males; A, All trees, B, polymorphism shared by both; 

M-F Dist, genetic distance between male and female clones; P Exact, value from Exact test 
Haplotypes Polymorphisms Indels LD Gene T N F M Start End A F M A F M A F M A F M B 

M-F 
Dist 

P 
Exact Location 

PTAG1 H 31 15 14 –1745 –611 36 18 25 51 36 27 0 0 0 166 83 64 35 –0.061 0.12 5' 
PTAG1 H 28 13 14 –292 269 22 8 15 13 6 8 2 2 2 0 0 0 0 –0.978 0.06 5'/UTR 
PTAG1 D 25 14 11 7060 7419 23 14 12 8 8 8 1 1 1 0 0 0 0 –0.006 0.79 Intron/Exon5 
PTAG2 D 17 11 6 –908 –686 10 9 3 12 8 0 5 5 1 0 0 0 0 0.139 1.00 5' 
PTAP1-1 D 29 15 14 657 1560 16 14 11 5 5 5 0 0 0 3 4 3 3 –0.048 0.07 Intron/Exon6 
PTLF D 21 12 9 –1630 –1119 36 19 16 9 8 7 4 4 3 0 4 3 3 –0.112 1.00 5' 
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Fig. 5. UPGMA dendrogram for haplotypes for the same portions
of the PTAG1 gene that are pictured in Figs. 3 and 4. All haplotypes of
sequenced individuals are represented, and those connected by vertical
lines are identical.

sequenced by the U.S. DOE.
These relatively high rates of polymorphism will

provide abundant variation that can be exploited for
association studies such as was attempted for the present
study. However, LD was relatively low for most of the
surveyed regions. If this pattern holds true on a genomic
scale, this will make genome-wide association studies
virtually impossible because an unrealistically large
number of markers will be required to survey the
genome.16,27 At the same time, low LD will enhance the
confidence of associations that are discovered between
phenotypes and candidate gene polymorphisms, because
low LD decreases the possibility of spurious
associations.19,28,29 Low LD also reduces the practical utility
of QTL detected in experimental crosses, because marker-
trait associations will be unpredictably disrupted outside
of the mapped families.54 Therefore, the present study
provisionally supports the use of candidate gene
association studies as a means of functional
characterization in poplar.

There are two important caveats about the LD
estimates reported in this study. First, power was relatively
low for most of the fragments due to the diploid nature of
the data and relatively small number of individuals. Most
LD was detected for the PTAG1 5'  retrotransposon region,
and this was also the data set for which the most power
existed for detecting LD because linkage phase was known
unequivocally, and the largest number of sequences were
from this fragment. It is possible that LD would have been
detected in several of the other fragments if more
individuals had been sampled and if linkage phase had
been determined. The other caveat is that LD was only
tested over relatively short stretches, and there was no
indication that rates of significant LD were declining with
distance between tested markers, and LD was scattered
throughout the fragments in which it occurred. This
suggests that the LD is not due to repressed recombination

Fig. 4. Linkage disequilibrium between pairs of polymorphic sites
in the retrotransposon 5' to the PTAG1 transcriptional start site. A.
Female trees, upstream fragment. B. Male trees, upstream fragment.
Blank rows and columns are loci that are fixed in male or female trees.
Orange indicates significance at the 0.05 level. Red indicates
significance with a Bonferroni correction (P < 0.0001 in this case).

comparable to sea squirt (12 per kb in a single individual52),
and maize (32 per kb53). The patterns in this limited sample
matched expectations: noncoding regions were greater
than introns which in turn were greater than 5' UTR’s. No
polymorphisms were detected in exons, but the sample
was extremely small. Much more robust estimates will
soon be available for the individual clone that is being
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strategy for identifying many poplar SNPs, but this
technique suffers from significant shortcomings:
(1) linkage phase cannot be determined, so power for
detecting LD is greatly reduced; (2) the occurrence of
indels renders diploid sequences uninterpretable;
(3) identification of heterozygotes is tenuous except for
the highest quality sequence regions; and (4) it is nearly
impossible to sequence duplicated genome regions this
way because mixtures of PCR products provide very poor
sequence. Therefore, if SNP discovery and assessment of
LD are the goals, cloning of mid-sized PCR fragments
(2–4 Kb) is a viable but expensive strategy. Ultimately,
shotgun sequencing of tiled BACs from multiple
individuals may be the best way to determine SNP diversity
and LD over large regions.

Summary and Conclusions
This proof-of-principle study has provided valuable

initial data on SNP variation in poplar, a species with
tremendous economic and ecological importance. The
knowledge and techniques that we have gained from this
work will be directly applied in future studies of adaptation
of plant populations, and will therefore add to our
understanding of ecosystem composition and aid in
predicting ecosystem responses to climatic change. This
will have direct benefits for multiple U.S. government
agencies that are concerned with the effects of climatic
change, including DOE, NASA, EPA, and DOD.

This work has already led to collaborations that will
enhance the competitiveness of ORNL in plant genetic
research. We have been involved in two proposals that
build directly off of this work. One was for the NSF
Frontiers in Integrative Biological Research. This
multimillion dollar project is a collaboration between
Northern Arizona University, ORNL, and the University
of Wisconsin. The preproposal recently passed competitive
review, and we have been invited to submit a full proposal
this year. In addition, we have been invited to participate
in another proposal for the NSF Systematic and Population
Biology Program, which would bring several hundred
thousand dollars to the lab if funded. Finally, this work
has positioned us to pursue future opportunities with DOE
programs such as the Program for Ecosystem Research
and the Basic Energy Sciences program.
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in these regions, because this would result in contiguous
blocks of linkage.55 Rather, this pattern may be indicative
of coordinate selection on the paired polymorphisms. Such
LD could occur over very large distances and illustrates
that generalizations about LD will be difficult in the
absence of direct tests of much larger numbers of loci.

The “proof-of-principle” portion of this study failed
to uncover the hypothesized gender-associated
polymorphisms. The observed polymorphisms occurred
in both males and females, and LD generally occurred
between the same pairs of loci in males and females (except
in cases where spurious associations occurred due to
splitting the data set and thereby reducing the frequency
of individual polymorphisms). It should not be surprising
that no associations were uncovered with this limited
survey, since we only examined a small fraction of the
possible regions of differentiation between the genders,
and previous studies had indicated that gender
determination was likely complex in the Salicaceae.31,35

Furthermore, it is quite possible that epigenetic differences
could account for much of the differential gene regulation
that results in production of alternate sex organs in poplar,
and these would not be detected with simple sequence
surveys. Nevertheless, this approach is a valid one and
warrants further effort, particularly as the finished poplar
genome sequence emerges, and this can be readily
compared on a large scale to ESTs and genomic sequence
from male clones.

Finally, this study provided some insight into
methodological issues surrounding SNP genotyping. The
relatively high rates of polymorphism and low LD argue
against SNP genotyping techniques that target individual
polymorphisms. In fact, sequencing is currently one of
the most cost-effective ways to survey polymorphisms in
poplar because of the high density of polymorphisms.
Furthermore, direct sequencing of PCR products is a viable
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Belowground processes are key to predicting the trajectory and effects of global change on
terrestrial ecosystem responses to atmospheric and climatic perturbations. However, these processes
remain poorly understood because dated and cumbersome methodologies are being applied to highly
complex and heterogeneous biological and geochemical systems. We are developing quantitative,
species-specific molecular assays to analyze the plant root composition of soil cores, thereby
characterizing belowground competitive interactions with unprecedented precision. We are also
assessing functionally significant changes in plant-associated microbial communities by assaying the
relative abundance and expression of nitrogen-cycle genes using microarray technology. This research
will provide a unique view into the inscrutable yet important world of belowground biota, thus
contributing to a mechanistic understanding of responses of entire plant and microbial communities
to climate change.

With the rapid development of high-throughput
techniques for genotyping and expression analysis,
exponentially expanding sequence databases, and rapidly
developing computational and bioinformatics resources,
the field of genomics has the potential to revolutionize
ecological research by enabling the study of obscure and
recalcitrant systems with unprecedented precision.

The project has three main tasks: (1) development of
quantitative real-time PCR (QRT-PCR) assays that can
be used to determine the abundance of different plant
species in root samples, (2) development of a microarray
for assaying abundance and diversity of organisms
involved in nitrogen cycling, and (3) application of the
developed techniques to determine the relationship
between plant species abundance and microbial diversity
in an experiment involving seven plant species and altered
[CO2], temperature, and moisture (the OCCAM facility).

Task 1.1. DNA extraction from roots. We have
propagated all seven plant species involved in the OCCAM
facility and determined that processing with a ball mill
provides the most uniform and consistent tissue for DNA
extraction. After testing a wide variety of extraction
methods, we determined that a silica gel column provides
the most consistent yields of high-quality DNA from the
target species.

Task 1.2. Species-specific PCR assays. We designed
PCR primers for each target species and two reference
species using publicly available nuclear DNA sequences
to amplify a species-specific, 200-bp PCR product. We
optimized PCR conditions for each species and tested
primers against each of the target species as well as nine

weed species that occur in or near the study plots. Our
PCR assays were highly specific for the target species,
even differentiating Trifolium pratense from the two
congeneric weeds T. repens and T. campestre (Fig. 1).

Task 1.3. QRT-PCR using reference samples. We have
completed pure dye calibrations on the BioRad iCycler
and are currently analyzing QRT-PCR conditions on a
standard thermocycler using Sybr Green I label in the

Fig. 1. Specificity of Trifolium pratense (Tp) primers. DNA from T.
campestre (Tc) and T. repens (Tr) was not amplified with the Tp-specific
TRP2 primer (targeting a region of the polyphenol oxidase 2 gene).
Amplification with the random decamer primer AA02 indicated that
the DNA from all species was of sufficient quality to ensure
amplification with matching primers.
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reactions and are in the initial stages of performing QRT-
PCR on our salmon reference sample. Future Plans: We
will derive QRT-PCR calibration curves for each of our
target species in isolation and in mixtures with DNA from
other species. We will then test the assay on field-collected
samples spiked with known quantities of DNA from
reference species. Finally, we will test species
quantification using mixtures of known quantities of roots.

Task 2.1. DNA and RNA extraction from root-
associated soil. Our previous protocol for the extraction
of nucleic acids was modified to account for samples
derived from soil cores, and in particular to enrich for
rhizosphere-associated microbes. With a soil sample of
50 g, a root wash yielded 3 to 5 µg of DNA, and the
surrounding soil yielded approximately 100 µg. Because
of required replicates and dye switching for microarray
experiments, approximately 20 µg is needed.

Task 2.2.1. Database sequences. We have extracted
all known AmoA, NirS, NirK, and NifH genes from public
sequence public databases.

Task 2.2.2. PCR amplification of N-cycling genes
from root-associated soil. Clonal libraries have been
constructed from PCR amplification of pooled OCCAM
rhizosphere DNA using conserved primers for nitrogen
cycle genes. We have sequenced portions of these libraries
to characterize the microbial communities of two of the
OCCAM plots prior to treatment. We found that there were
substantial differences between plots for the nirK gene
and that 84% of the sequences discovered were not
represented in current databases (Fig 2).

Task 2.3.1. Microarray construction. More than 5000
unique probes have been designed and spotted onto
oligonucleotide arrays. Future Plans: Available freeware
is being modified for the design of unique probes to
account for the alignment of segments common to all
sequences, comparison to our growing sequence databases,
and comparison back to public databases to test “overall”
uniqueness of probes.

Task 2.3.2. Microarray hybridization and scanning.
We have tested the arrays using DNA from bulk soil from
OCCAM cores. Preliminary results indicate that nirK,
nirS, amoA, and nifH are present. Two amoA sequences
(n = 48) and four nifH sequences (n = 220) predominated,
and these were principally derived from Tennessee
groundwater and forested upland soils.

Task 3.2. Data Analysis. We will analyze treatment
effects and associations between plant species and
microbial diversity using a variety of linear and nonlinear
multivariate techniques, including multivariate analysis of
variance, principal components analysis, partial least
squares, correspondence analysis, canonical
correspondence analysis, and artificial neural networks.

Ecosystem genomics is an exciting new field of
inquiry where the tools and information from the field of
genomics are providing unprecedented insights into the
structure and functioning of biological communities. This
project is a good example of such work. The methods we
are developing will allow ecologists to gain unprecedented
insights into the composition of belowground
communities, and the responses of those communities to
perturbations such as elevated CO2 and climatic change.

Fig. 2. Neighbor joining tree showing relationships among PCR-
amplified fragments of nirK (Nitrite Reductase K) genes from plots 5
(blue) and 12 (red) from the OCCAM study and previously characterized
nirK genes. The two plots contained substantially different nitrogen-
reducing bacterial communities, and many of these organisms were
previously unrepresented in public sequence databases.
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